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4.1 Introduction

This chapter deals with the erosion of the sample by energetic parti-
clebombardment. In this process, called sputtering, surface atoms are
removed by collisions between the incoming particles and the atoms
in the near surface layers of a solid. Sputtering provides the basis for
composition depth profiling with surface analysis techniques either
by analysis of the remaining surface with electron spectroscopies or
analysis of the sputtered material. Here we describe the most widely
used of these latter techniques, secondary-ion-mass spectroscopy
(SIMS).

In previous chapters we have been concerned with the energies
and yields of particles scattered from the target material under analy-
sis. With Rutherford backscattering using MeV He ions, the energy

loss along the inward and outward paths provides the depth informa-

tion (Figure 4.1). In other analytical techniques the atoms to be iden-
tified must lie at the surface of the materials. For example, the
observation depth in X-ray photo-alectron and Auger-electron spec-
troscopy (XPS and AES) can be as small as 10-20 A. In order to use
XPS and AES to determine depth profiles, it is necessary to remove
controlled thicknesses of the surface layer. This surface layer re-
moval is carried out in materials analysis by bombarding the surface
with low energy (0.5-20 keV) heavy ions, such as O* or Ar*, which
eject or sputter target atoms from the surfacs. The yield of sputtered
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Figure 4.1 Schematic diagram of two spproaches to obtain depth profiles in thin films.
With particle energy loss techniques, the thickness of the layer is determined from tl.e
energy loss of the energetic particles. With sputter sectioning technigues the amount of
material probed is determined by the sputtering yield. The surface composition can be
directly analyzed sither by electron spectroscopies or the amount of material removed
by sputter species detection.

atoms, the number of sputtered atoms per incident ion, lies in the
range of 0.5-20 depending upon ion species, ion energy, and target
material. Surface sensitive techniques can then be used after each
layer is removed to determine the composition of the new surface and
hence deduce the depth profile of the atomic composition. It is also
possible to analyze the sputtered atoms, generally the ionized spe-
cies, to determine the composition of the sputter-removed materials.
This technique of secondary-ion-mass spectrascopy or SIMS has been
used extensively in depth profiling. One can also measure the char-

SRR
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acteristic radiation emitted from excited sputtered ions or atoms to
determine the composition of the sputter removed material.

For sputtering, it is the energy lost in elastic collisions with the
atomic cores — termed nuclear energy loss— that determines the en-
ergy transfer to and eventual ejection of surface atoms. For backscat-
tering or nuclear analysis, the energetic particles lose energy primar-
ily through electron excitation and ionization in inelastic collisions
with atomic electrons—termed electronic energy loss. A good as-
sumption is that slectronic energy loss and nuclear energy loss can be
treated separately and independently. In Chapter 3 we described
electronic energy loss and showed that the amount of nuclear energy
loss was small. In the sputtering regime the nuclear energy loss domi-
nates.

4.2 Sputtering by Ion Bombardment — General
Concepts

Surfaces of solids ercde under ion bombardment. The erosion rates
gre characterized primarily by the sputtering yield Y, which is de-
ned as

Mean number of emitted atoms
Incident particle

Y = Sputtering yield = {4.1)

The sputtering yield depends on the structure and composition of the
target material, the parameters of the incident ion beam, and the
experimental ggometry. Measured values of Y cover a range of over
seven decades; however, for the medium mass ion species and keV
energies of general interest in depth profiles, the values of Y lie be-
tween 0.5 and 20. The sputtering yields of MeV light ions for most
materials are of the order of 10-*. Consequently, Rutherford back-

» $tattering analysis will cause the sputtering of only a small fraction of

a monolayer during a typical analysis {see Section 3.1 1}.

Sputtering yields can be accurately predicted by theory forsingle
element materials. Figure 4.2 shows the energy and incident particle
dependence of the sputtering yield of Si. The experimental values, in
good agreement with calculations (solid line) by Sigmund (1981), are
based on nuclear energy loss mechanisms and the sharing of this
energy loss among the large number of atoms which define the colli-
sion cascade. For any given ion-target combination it is desirable to
refer to tabulated values or to determine the vield experimentally.
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Figure 4.2 {a) Energy dependence of the Ar sputtering yield of Si and (b) incident ion
dependence of the Si sputtering yield. The solid line represents the calculations of
Sigmund and the date is from Andersen and Bay (1981).

There are a number of review articles and hooks on the topic of
sputtering that are listed in the references at the end of this chapter.

In the sputtering process, atoms are ejected from the outer sur-
face layers. The bombarding ion transfers energy in collisions to tar-
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coils (Figure 4.3). Some of these backward recoils {about 1-2 atoms
for 2 20 keV Ar ion incident on Si) will approach the surface with
enough energy 1o escape from the solid. It is these secondary recoils
which make up most of the sputtering yield. For example, for the case
of Ar on 8i, target recoils in the backward direction toward the sur-
face are kinematically forbidden as is Ar backscattering (see Chapter
2). The sputtering process involves a complex series of collisions (the
collision cascade) involving a series of angular deflections and energy
transfers between many atoms in the solid. It is possible to simulate
the sputtering processon a computer via a series of binary events, but
such simulations do not readily yield the dependencies of the sput-
tering process on various experimental parameters. The problem has
been approached based on transport theory, which considers the
dynamics of the collision cascade and derives the total energy flux in
the backward direction. Such a derivation is beyond the scope of this
book. However, we do extract the important parameters based on
nuclear energy loss concepts. Clearly the most important parameter
in the process is the energy deposited at the surface,

The sputtering yield should be propertional to the number of
displaced or recoil atoms, In the linear cascade regime that is applica-
ble for medium mass ions (such as Ar), the number of recoils is pro-
portional to the energy deposited per unit depth in nuclear energy
loss. We can then express the sputtering yield Y for particles incident
normal to the surface as

Y = AFp(E,), 4.2)

where A contains all the material properties such as surface binding
energies and Fy(E) is the density of deposited energy at the surface

PRIMARY ION SPUTTERED PARTICLE

+
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and depends on the type, energy. and direction of the incident ionand
the target parameters Z,, M;, and N.
The deposited energy at the surface can be expressed as

Fo(Eq) = aNS,(Eo), (4.3)

where N is the atomic density of target atoms, S,(E} is the nuclear
stopping cross section, and NS,(E) = dE/dx|, the nuclear energy loss.
In this equation & is a correction factor which takes into account the
angle of incidence of the beam to the surface and contributions due to
large angle scattering events which are not included in the develop-
ment. The sputtering yield is calculated in Section 4.4.

The evaluation of S,(E) rests on the collision cross section for
energy transfer to a substrate atom. In the keV sputtering regime
where the particle velocity is much less than the Bohr velocity,
screening of the nuclear charge by the electrons must be included in
the description of the collisions. The procedure to obtain the sputter-
ing yield is to first treat a screened potential from a description of the
Thomas- Fermi approximations (Section 4.9}, and then derive the
collision cross section based on a screened potential to obtain the
nuclear stopping cross section (Section 4.3).

4.3 Nuclear Energy Loss

A charged particle penetrating a solid loses energy through two pro-
cesses: (1) energy transfer to electrons, electronic energy loss; and (2)
energy transfer to the atoms of the solid, nuclear energy loss. In both
cases the interaction is basically of a Coulomb type; for the electronic
case it is pure Coulomb (see Chapter 3) while in the nuclear caseitisa
form of screened Coulomb potential. The two mechanisms have dif-
ferent energy dependencies— in the electronic case there isa peakin
the cross section at projectile energies of the order 0f 0.1-1.0 MeV for
light projectiles; in the nuclear case the peak in the loss cross section
is at much lower energy, of the order of 0.1~10 keV. In penetration
theory the electronic and nuclear energy losses are treated as uncor-
related and simply summed. In many cases, one or the other contri-
bution is negligible and is simply ignored. Sputtering is governed by
the energy deposited via nuclear energy loss at the surface of a solid.
This is the mechanism which transfers momentum and energy to the
atoms of the solid resulting in energetic secondaries and sputtering,
{n this section we give a simple description of nuclear energy loss and
compare it to the more sophisticated treatments. As in other sections
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of this text our aim is to provide a simple mathematical description of
the process in order to provide some insight into the quantitative
understanding of the physics.

- The derivation of nuclear energy loss uses two main assump-
tions: (1) a simple screened Coulomb potential and (2) the impuise
approximation.

The interaction potential between two atoms Z, and Z, can be

written in the form of & screened Coulomb potential (Section 4.9)
using y as the screening function,

Z, 2,82 r
Vir) = 2122 . -
(r) ¥ X (0) + [4'4}
where a is the Thomas - Fermi screening radius for the coilision
___ 0.885q,
@+ )

The values of a lie between 0.1 and 0.2 A for most interactions. We
take as a screening function
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Figure4.4 The screening function y in the Molidre approxirmation. Aty = a, the value
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X(c/a)=a/2r (4.6)
leading to a potential of the form
Z,Z,e3
Vir) = ﬂ. (4.7}

2r?

The screening functionsa/rand a/2r areillustrated in Figure 4.4 and

the latter reasonably follows the shape of the more accurate Moliére
potential for r/a > 1. The 1/r2 potential is not a good approximation
for r/a <1 since it does not go into the pure Coulomb form asr — 0.
For low energy particles as used in sputtering, this is not a severe
problem since the distance of closest approach is large thus prevent-
ing interactions at small r.

The impulse approximation is appropriate for the small-angle
large-impact parameter collisions that dominate the sequence of
scatterings which determine the charged particle trajectory. We have
used this approximation in the derivation of electronic stopping
given in Chapter 3. In the impulse approximation the change in mo-
mentum is given by

Ap = f F, dt (4.8)
or
1
Ap = -‘; f FJ_ dx’ {4.9)

where F, is the component of the force acting on the ion perpendicu-
lar to its incident direction. By using the geometry of Figure 3.3, the
force may be written with r = yx? + b? as

oV(r) _ _ dV(Vx® +b¥

F,= 3y % {4.10)
Then
Ap=_%¢% V(vx? + b? dx (4.11)

or, using Eq. {4.7),
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18 [ Z,Zg%

vab | by oo 412)
]

which reduces to

= 12,2,6%
vb (4.13)
The energy transferred, T, to the recoiling nucleus is
Ap?
M,
MZ2iZ%eta?
8M,v2b* °
The cross section do(T) for transfer of energy between Tand T + dTis

do = ~2nb db

(4.14)

or

n3Z.7.elq
do =~ ——12__T-3/2 (T 4.15
8v(M,/M,)E 19)

where E = M,v?/2,
It is convenic nt to express this result in terms of the maximum
energy transfer T, , where

4M.M
T P 1 2
" M+ M

then

_nZ. 260 M, y
iTY (M, + My T-2/2 dT. {4.186)

do=

The nuclear stopping cross section S, is given by

S,,--—deo
T,

S = nzzlzze’a ( Ml ) T1/2 "
" TTYT \M + M, \

or
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Figure 4.5 Reduced nuclear stopping cross section S,(€’) (or de’/dp) as a function of ¢’,
The Thomas-Fermi curve represents the most accurate value of S, for the Thomas-
Fermi potential: the horigontal line is the result for an A~ potential [Eq. (4.17)].

o MZ,Z.6%aM,
ST M, M) (4.17)
The nuclear energy loss is given by
dE
o |, NS,, (4.18)

where N is the number of atoms /volume in the solid. Note that in this
approximation dE/dx|, is independent of energy, i.e.,

dE M,
M, + M,

,,_.z
= N 7 Z,2,6% (4.19)

dx |,

Figure 4.5 compares this energy independent value to the values of
the nuclear energy loss using the Thomas - Fermi potential.

Figure 4.5 follows the description of Lindhard in which the nu-
clear energy loss is expressed in terms of a reduced energy € given by
the ratio of the Thomas screening distance to the distance of closest

approach,
! M! E- a
M, + M, Z,Ze

and a reduced length pbased on a cross section za?and an energy ratio
T./E.

€

{4.201)

p = XNM47a?M, /(M, + M,F. (4.20b)

This form is then generally useful in that the stopping power for any
combination of projectile and target at any energy can be found. In

B T T PR
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this formalism, de’/dp = S,(€’) so that using Eqs. (4.20a) and (4.20b)

dE - —-L 4.21
I |, = 4mNZZe S i) (@.21)
where S,(¢’) depends on the form of V{r). In terms of the value of
(dE/dx), derived in Eq. {4.19), the energy-independent value of the
nuclear energy loss in reduced units of energy and length is 0.393.
This s slightly different than the value given by Lindhard et al. (1963)
since we have used an impulse approximation while these authors
evaluate the scattering integral more completely.

Note that our approximation, Eq. (4.19), gives the correct order of
magnitude for the stopping power but deviates considerably in the
energy dependence. Most significantly, it does not display the 1/E
dependence at high energy. This is a result of using a 1/r* potential
rather than a 1/r potential. Clearly, the 1/r? approximation is worst
at high energies where close collisions are important. Accurate
values of the nuclear energy loss (dE/dx), can be derived from Eq.
(4.21) and Figure 4.5, which gives S.(¢’) for the more accurate
Thomas - Fermi potential (Section 4.9).

For 1 keV Ar ions incident on a medium mass target, Cu, a =
0.103 A and € = 0.008, and, for 10 keV O ions on Cu, a = 0.115 and
€ = 0.27. (Ar and oxygen are generally used in sputter profiling.)
Thus for ion energies from 1 to 10 keV, the values of ¢ are in the range
of 0.01-0.3; this is a range just below the plateau of dE/dx. As an
approximation to estimate the magnitude of dE/dx|,,, an energy inde-
pendent value (a rough average} of S,(¢’) & 0.39 can be used. For Arin
Cu, dE/dx|, = 124 eV /A, and, for oxygen in Cu, dE/dx|,, & 32 aV/A.

4.4 Sputtering Yield

The yield Y of sputtered particles from single element amorphous
targets was expressed in Eq. (4.2) as the product of two terms: one, A,
containing material parameters and the other, Fy,, the deposited en-
ergy. The derivation of A involves a description of the number of
recoil atoms that can overcome the surface barrier and escape from
the solid. The details of the derivation for the linear cascade regime
are given by Sigmund. The result is

0.042
A N, (A/eV), (4.22)
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Figure 4.6 Factor & occurring in the backward-sputtering yield formula (4.3). (a) De-
pendence on mass ratio M, /M,: (——) theoretical, evaluated for alastic scatteringonly,
no surface correction applied; (---) interpolated from exparimental sputtering yields
for 45keVicnson Si, Cu, Ag, and Au. {The difference is mainly due to the neglect of the
surface correction a! large mass ratios.) {b) Dependence on angle of incidence: [——}
theoretical for Ar ions on Cu; (---) (cos 8)" dependence, valid mainly in the high-ve-
lacity limit. [From Sigmund, 1961.)

where N is the atomic density (in A-% and U, (in eV}, the surface
binding energy. The value of U, can be estimated from the heat of
sublimation (=heat of vaporization) and typically has values be-
tween 2 and 4 eV. For the deposited energy, Eq.(4.3),

FD-Q'N'SH,

the value of a is a function of the mass ratio and ranges between 0.2
and 0.4 asshown in Figure 4.6. The value of aincreases with the angle
of incidence because of increased energy deposition near the surface.
A reasonable average value for normal incidence sputtering with
medium mass ions is o = 0.25.

For Arincident on Cu, the value of NS, =124 eV /A, The surface
binding energy, U, is <~ 3 eV based on a heat of vaporization of ~ 3 eV,
The sputtering yield with N = 8.5 X 10~2 atoms/A? is

. 0.042X0.25 X 124 0V/A
8.45X10°3/A' X 3 gV

which is in reasonable agreement with measured values of about 6,

These estimates hold for the ideal case of an amorphous single-
element target. The sputtering yields from single crystal, polycrystal-
line, or alloy targets may deviate significantly from the simple esti-
mates above. With polyatomic targets preferential sputtering of one of

= 5.1,
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the elements can lead to changes in composition of the surface layer,
These changes will be reflected in the Auger yields which give the
composition of the altered, not original, layer. Another complication
Is ion beam mixing (redistribution within the collision cascade),
which can lead to broadening of the interface when profiling layered
targets. In many of these cases it is possible to use Rutherford back-
scattering to establish layer thicknesses and the concentration of the
major constituents. This will then provide a calibration for the sput-
ter profile.

4.5 Secondary Ion Mass Spectrometry (SIMS)

Surface layers are sroded by the sputtering process and hence the
relative abundance of the sputtered species provide a direct measure
of the composition of the layer that has been removed. Sputtered
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Figure 4.7 (a} Schematic of the SIMS apparatus. An incident ion beam resulis in
sputtered ionic species which are passed through an electrostatic energy filter and a
mass spectrometer and finelly detected by an jon detector. (b) The beam is usuaily
Swepl across a large area of the sample and the signal detected from the central portion
of the sweep. This avoids crater adge effects
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species are emitted as neutrals in various excited states, as ions both
positive and negative, singly and multiply charged, and as clusters of
particles. The ratio of ionized to neutral species from the same sample
can vary by orders of magnitude depending on the condition of the
surface. Analysis of sputtered species is the most sensitive of the
surface analysis techniques. The common use is the detection and
measurement of low concentrations of foreign atoms in solids.

One of the most commonly used sputtering techniques is the
collection and analysis of the ionized species — the secondary ions.
As shown in Figure 4.7, the secondary ions enter an energy filter,
usually an electrostatic analyzer, and then are collected in a mass
spectrometer. This gives rise to the acronym SIMS for secondalry jion
mass spectrometry. All SIMS instruments possess a capability for
surface and elemental depth concentration analysis. In cne mode c?f
operation the sputter ion beam is rastered across the sample where it
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Figure 4.10 SIMS concentration profile of As implanted in Si and redistributed by
pulsed laser melting of the outer Si iayer. The measured concentration profile extends
below levels of 10" /cm®. {From C. Magee, RCA Laboratories, private communication |
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erodes a crater in the surface. To insure that ions from the crater walls
are not monitored, the detection system is electronically gated for
ions from the central portion of the crater. There are also direct
imaging instruments —jon microscopes —in which the secondary
ions from a defined micro-area of the sample are detected so that an
image of the surface composition can be displayed.

The spectra of both positive and negative secondary ions are-

complex exhibiting not only singly and multiply charged atomic jons
but all ionized clusters of target atoms. As shown in Figure 4.8, the
mass spectrum from Ar bombarded Al shows not only singly ionized
atoms but also doubly and triply ionized atoms and two, three, and
four atom clusters. In most cases the yield of singly ionized atoms
predominates.

Sputtered particles emerge from the solid with a distribution of
energies corresponding to the fluctuations in the many individual
events which make up the sputtering process. The sputtered particles
have a total yield Y related to the energy spectrum Y(E) such that

Em

Y=].Y[E) dE,

1]

(4.23)

where E, is the maximum energy of the sputtered particles. The
Positively ionized secondary ion yield Y*(E} is related to the sputter-
ing yield Y(E) by

Y*(E) = a*(E)Y(E) (4.24)
and the total secondary positive ion yield is
Em
Y+= f a*(E)Y(E} dE, (4.25)

o

where the ionization probability a*(E) depends on the particle energy
and the nature of the substrate. As shown inFigure 4.9, the ionization
yield can vary by three orders of magnitude between species with
nearly identical sputtering yields. The major difficulty in quantita-
tive analysis by SIMS is the determination of a*(E),

The measured signal I*, generally given in counts/s, of a mono-
isotopic element of mass A ata concentration C, in the target is given
by

I} = CAi, ATa*EB)Y(E.,6) AQ AE, (4.26)
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Figure4.11 SIMS measursments of hydrogen depth profiles for 5 keV Cs sputteringof a
silicon sample implanted at 35 keV with a dose oft X 10'® Hions/cm?. The effect of the
H,O patrtial pressure in the analysis chamber upon the H dynamic range is evident.
[From Magee and Botnick, 1981,}

where i, is the primary beam current {ions/s), 6 and E represent the
angle and pass energy of the detector system, AQ and AE are the solid
angle and “width” of the energy filter, and # and T are the detector
sensitivity and the transmission of the system for the ion species
measured. Both a* and Y are dependent on the sample composition.
The composition dependence can frequently be neglected if concen-
tration profiles of & low level constituent in a matrix of constant
composition are to be detarmined. A good example of this application
is measurement of the depth profile of ion implanted impurities in
semiconductors (Figure 4.10). The maximum impurity concentration
is less than 10~* and hence the presence of the As has minimal effect
ona*. A strong feature of SIMS is the ability to analyze hydrogen over
a wide range of concentrations as shown in Figure 4.11. In this case
surface contamination by water vapor can influence the dynamic
range,
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e ; - Secondary ion yields are very sensitive to the presence of either

7/ electropositive or electronegative ions at the target surface. The pic-

ture of neutralization of a positive ion leaving a surface involves the
atomic energy levels of the emitted species and the availability of
electrons at the solid surface to fill the ionized Jevel. In one view, this
process is most efficient when there are electrons in the solid at
precisely the same binding energy as the unoccupied level. Under
this condition, a resonance tunneling can occur which neutralizes
the outgoing species (Figure 4.12). Thus the probability of neutraliza-
tion depends on the band structure of the solid and the atomic levels

of the sputtered ion. For high yields of ionized particles, one desires to
! reduce the neutralization probability. This could be accomplished by
E, i forminga thin oxide layer, which results in a large forbidden gap and
i a decrease in number of available electrons for neutralization. For
Figure .12 Model of the eloctronic struc. i e?(ample oxygen adsorption causes an enhancement of secondary ion
ture of an fon or atom close to a metallic i yield. Figure 4.13 shows secondary ion yields for 3 keV Ar bombard-
surface. Ep = Fermi energy; E, = lonization f ment of clean and oxygen-covered metals. The enhancement in yield
““““““ . ;r;\?r_gy: Rl = resonance ionization and i covers a wide range of two to three orders of magnitude. The en-
resonance neutralization. ! hancement for Si is shown in Figure 4.13b as a function of oxygen
! concentration in the Si. The sensitivity to an oxidized surface can be
an advantage; for this reason, SIMS analysis is often carried out with
the surface “flooded” with oxygen or bombarded with an oxygen
s T T u T 10® rrem—t—rrrre—rrrmr— | beam.
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26l s Ii; *To ] i 3 As shown in Figure 4.13 the secondary ion yield from Si could vary
° T g .. E’ o ] i over 3 orde?s of magnitude depending on the oxygen concentration.
E .| 3 . & F 3 These matrix effects can be avoided when the sputtered neutral par-
2 Yoo 1 = ] ticles are used for composition analysis (Oechsner, 1984). The mass
. l ) 1 1 olf ..{ J ] Hyanxa_lyf.is system still requires ions for detection, and, in SNMS, the
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sample and the chamber which prevents ions, of both signs, from
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Figure4.14 Apparatus for carrying out Secondary Neutral Mass Spectrometry (SNMS)
in which neutral sputtered spacies entera plasma environment for postionization. The
fons are then extracted and detected in the quadruple mass spectrometar systam,

entering or leaving the chamber. Thus only neutral species enter the
ionizing chamber, and species ionized within the chamber cannot
reach the sample.

lonization of the neutral species can be achieved in the chamber
by use of a low-pressure high-frequency plasma excited by electron
cyclotron wave resonance (Oechsner, 1984). The postionization fac-
tora} for the sputtered species A depends on the plasma parameters,
electron impact ionization of A, and the travel time of A through the
lonizer. Values of a§ close to 10~ are achieved for near noble ions and
1072 for transition metal ions like Ta. The postionization factor a? is
determined by the experimental conditions of the system and for a
particular species A, the factor a} can be treated as a constant for the
apparatus.

The measured signal IS of the neutral species A can be written as
BR=iYal (1 —a}~ anl, {4.27)

where i is the primary beam current, Y, is the sputtering yield of A,
o and o are ionization yields for the formation of secondary ions,
and 7, is the instrumental factor. The ionization probabilities a* and
a~ are usually well below unity so the factor (1—a*—a7) can be
treated as unity. Since sample matrix effects are small in the postion-
ization factor a®, calibration can be achieved readily by use of stan-
dards. The sensitivity of SNMS to Jow concentrations of impurities is
comparable to that of SIMS with a detection value of about 1 ppm. In
SNMS, however, one does not expect large variations in yield with
variation in the properties of the substrate. Instead of plasmas, high
powered lasers can be used to ionize the neutral species.
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4.7 Preferential Sputtering and Depth Profiles

In a description of sputtering from a multicomponent system, the
influence of preferential sputtering and surface segregation must be
included. For a homogeneous sample with two atomic components A
and B, the surface concentrations C* are equal to those in the bulk, C?,
in the absence of segregation to the surface which might occur due to
thermal processes. Then at the start of sputtering

Ch/Cy=CR/C}. (4.28)
The partial yield of atomic species A and B is defined as in Eq. (4.1) by

Number of ejected atoms A,B

Yas= Incident particle

(4.29)

The partial sputtering yield Y, of species A is proportional to the
surface concentration C} and similarly Yy is proportional to C. The
ratio of partial yields is given by

Yao, G
Yo 4y
where the sputtering factor f,5 takes into account differences in sur-
face binding energies, sputter escape depths, and energy transfers
within the cascade. Measured values of f,5 generally are in the range
between 0.5 and 2. )

In the case where f,g is unity, Y, /Yg = C4 /C4 and the' y:eld.of
sputtered particlesis a direct measure of the bulk concentrat'mn rat1.o.
In the case where f,5 # 1, the surface concentrations and yields will
change from their initial values, C4(0) and Y (0), to.their values, C4(x)
and Y,(e), at long times when steady state is achieved.

At the start of sputtering, t = 0,

Y:0) " GO
At long times, when steady state conditions have been achieved,

conservation of mass requires that the ratios of partial yields equal
the bulk concentration ratio,

(4.30)

Q

Yal=) G (4.32)
Yy() Cﬂ

For example, if there is preferential sputtering where f.z > 1, the
sputtering yield of A is greater than that of B, and the surf.ace will |.Je
enriched in B. This enrichment of the surface produces an increase in
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the sputtering yield of B (more B atoms) and a decrease in the sputter-
ing vield of A (less A atoms). As the process continues with macro-
scopic amounts (greater than 100 A) of material removed, the in-
creased concentration of B just balances out the preferential
sputtering of A. Therefore, at steady state the surface concentration
ratio will differ from that of the bulk when fys ¥ 1:

G _1 . Q

C=) fae CB
That is, the surface composition is rearranged so that the total sput-
tering yield gives the bulk composition in spite of differences in yields
of the individual atomic species. Analysis of the composition of the
remaining surface layer at this point would show a difference from
that of the bulk composition.

An example of the change in composition of a silicide layer is
shown in Figure 4.15 for PtSi that was sputtered with 20 keV argon
jons and then analyzed with 2 MeV *He jons. The Rutherford back-
scattering spectrum shows an enrichment of the Pt concentration in
the surface region, The ratio of Pt/Si increased from the value of
unity associated with that of the buik values ta a value near twoin the
surface region. The increase in the Pt concentration is due to the fact

(4.33)

I% a6} 20 kaV Ar SPUTTERING OF PISi
@ Pt ENRICHMENT
z 80L . \ﬁ .
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Figure 4.15 RBS spectrum of a PtSi film after sputtering with 20 keV Ar ions. The
shaded portion in this Pt signal indicates an increase in the concentration of Pt in the

near surface region as a result of the enhanced Si sputtering. [From Liau et al., J. Appl.
Phys. 49, 5295 (1978).)
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Figure 4.18 Dose dependence of the partial sputtering yields of $i and Pt emitted from
P1Si for 40 keV Ar bombardment. [From Liau and Mayer, 1880.]

that the partial sputtering yield of Si is greater than that of Pt, Yg, >
Yy, Figure 4.16 shows the partial yields as a function of argon ion
dose. As one would expect, at low bombardment doses the sputtering
yield of Si is significantly greater than that of Pt. At the onset of
sputtering the yield ratio Yg(0)/Yp(0) = 2.4. As the bombardment
proceeds, the partial sputtering yields merge into the same value. The
equality of the Si and Pt yields merely reflects the fact that the yield
ratio after steady state has been reached is equal to the bulk concen-
tration ratio which for PtSi is unity.

4.8 Interface Broadening and Ion Mixing

One of the applications of sputtering is the removal of deposited or
grown layers in thin film structures in order to analyze the composi-
tion at the interface between the film and substrate. In these applica-
?ions, the penstration of the ions used in the sputtering beam can
induce an intermixing between the film and substrate due to the
strong atomic displacements and diffusion that occurs within the
collision cascade around the track of the ion used in sputtering. This
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—=INCREASED SPUTTERING TIME —=

Figure 4.17 Schematic diagrem of Ar sputtering of a 1000 A Pt layer on Si at three
different times in the sputtaring process. When the Ar range is less than the Pt film
thickness, only Pt ions are sputtered. When the Ar jon penetretes through the Pt/Si
interface, ion-induced intermixing occurs and e Si signal is found in the sputtering
yield. After the initial Pt film has been removed, a Pt signal is still cbserved due to
mixing of Pt into the substrate Si. [From Liau et al., ]. Vac. Sci. Technol. 18, 121 (1979).)

intermixing leads to an artificial broadening of the concentration
depth profiles at the interface.

Sputtering requires bombardment of the surface with primary
ions of appreciable energy (typically 1-20 keV) whose range far ex-
ceeds the escape depth of the sputtered ions and often exceeds the
observation depth in electron spectroscopies. Therefore, due to the
ion-induced intermixing in the collision cascade, a zone of altered
material precedes the “analytical” zone during layer removal. Ion
mixing is illustrated in Figure 4.17 for SIMS analysis of a Pt film
deposited on Si and sputtered by argon ions. When the argon ions
penetrate through the Pt/Si interface some of the Si atoms in the
substrate will be transported to the top surface of the Pt film where
they can be sputtered. Thus a silicon signal will appear before the Pt
film is sputtered away. Platinum is also intermixed with the Si, and,
consequently, a Pt signal will persist in the SIMS spectrum at depths
well beyond the thickness of the original deposited layer of Pt.

An estimate of the interfacial broadening in such systems can be
made by setting the range R of the sputtering ion equal to the hal-
width of the broadened signal. The ion range is given by

1]
R= | ———dE 4.34
dE/dx & (4.34)

E
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which can be approximated for medium mass ions in the keV energy
range by assuming that nuclear energy loss dominates and has an
energy independent value,

R =E,/(dE/dx),, (4.35)

where (dE/dx), is given by Eq. (4.19). The value of (dE/dx), for Ar
ions in Cu is about 100 eV /A, which is the basis for the rule of thumb
that the altered layer extends 10 A /keV.

The amount of interface broadening can be minimized by proper
choice of ion energies and incident angles during sputter profiling. [n
many cases, sputter depth profiles can have a better depth resolution
than that obtained with backscattering spectrometry.

When possible it is advantageous to use two or more analytical
techniques that provide complementary data. Figure 4.18 shows the
analysis of a tungsten silicide film on polycrystalline silicon (polySi).
Secondary ion mass spectroscopy (Figure 4.18a) is used to determine
the phosphorus concentration in polySi and to detect oxygen contam-
ination at the interface. Backscattering spectrometry (Figure 4.18b)
provides the depth scale and the composition of the sputter deposited
silicide —in this case 1830 A of WSi, ,. In the SIMS data the phospho-
rus concentration in polySi was calibrated from a standard obtained
by implanting phosphorus into a silicon sample.

The ratio of W to Si signals in SIMS data (Figure 4.18a) does not
reflect the silicide composition, and there is an order of magnitude
increase in the Si signal going from the silicide into the Si. These
effects are due to the influence of the matrix on the yield of secondary
ions. The peak in the W signal at the silicide /Si interface is due to the
enhancement of the W ion yield because of oxygen at the interface
{note also the enhancement of the phosphorus yield at the Si/SiO,
interface). The RBS spectrum {Figure 4.18b) shows that there is no
peak in the W distribution at the interface and that the composition of
the silicide is WSI, ;. The increase in the Si signal around 950 keV is
due to the increase in Si concentration going from silicide to Si and
the decrease around 800 keV is due to the presence of a 700 A thick
layer of Si0, at the interface between the polySi layer and substrate
Si. The signal from the 1 atom % of phosphorus in the polySi cannot be
detected in the RBS spectrum but is easily detected in the SIMS data.
The amount of interface broadening is minimal in the depth profile of
the SIMS data and the concentration of light mass elements (oxygen
and phosphorus) can easily be detected. The strong influence of the
matrix on the ion yield does not allow an accurate determination of
the relative concentration of the major constituents (tungsten and
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Figure 4.18 (a) Secondary fon mass spectroscopy (SIMS) and (b) Rutherford backscat-
tering spectrometry (RBS) analysis of a tungsten silicide layer sputter deposited on a
phosphorus-doped polycrystallins silicon layer on a layer of SiO, on silicon. [Data from
C. Magee. RCA Research Laboratorles, private communication. ]

silicon}; these quantities are found along with layer thicknesses from
the Rutherford backscattering spectrum. By the use of two comple-
mentary analytical techniques (RBS and SIMS) a rather accurate pic-
ture of the composition of the sample can be obtained.

4.9 Thomas-Fermi Statistical Model of the Atom

Inlow-velocity collisions the impact parameter is sufficiently large so
that the nuclear charge is screened by the electrons. This leads to a
modification of the scattering potential from that of the unscreened
Coulomb potential, V = Z,Z,e?/r. The modified potential is found
from the Thomas - Fermi description which treats all atoms as identi-
cal aside from scaling factors.

The Thomas - Fermi model assumes that the electrons can then
be treated by statistical mechanics, Fermi - Dirac statistics, in which
they behave as an ideal gas of particles which fills the potential well
around the positively charged core. The density of states, n(E), of a
free electron gas is obtained by applying periodic boundary condi-
tions and box normalization to a cell of length L to give

3

n(E) =-—2# (2m)*/2E12, (4.36)

The energy of the gas increases as the number of electrons increases.
For a collection of electrons, the number at a point r, Z(r), is given by

—t
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Erlr) Er(n)
L*(2m)*/ L}(2m)/?
Zin) = f n(E) dE=-=——-——2(nz£, f EV2dE == B2 (4.37)
1] [}

where Eg(r) is associated with the maximum energy of the ensemble
of electrons at r.
The Fermi energy is simply the energy of the highest filled state.
In the many-electron atom which we are treating, the total energy E,
of an electron is E, = E, + V(r), where Ey is the kinetic energy. For a
bound electron E, = 0 which requires that for the maximum kinstic
energy electron Ep = —V(r). From Eq. (4.37)
) @mP e
o) =3 =y [ VIR, (4.38)
The self-consistency condition is that the potential due to the elec-
tron density in Eq. (4.38), as well as that due to the nuclear charge,
properly reproduce the potential energy, — V(r). Consequently, the
charge density, —ep, and the electrostatic potential, —[V(r)/e], must
satisfy Poisson’s aquation

—% ViV = —4n(—ep),

or

2[— 3/2
V2V=_1__d_(rz _3__‘:) =4ue=p=ie_[_ML' (439]

3nhd

Equations (4.38) and (4.39) may be solved simultaneously for pand V,
with the boundary conditions: As r — 0, the leading term in the
potential energy must be due to the nucleus, so that V(r) — —Ze?/r,
and asr — ®, there must be no net charge inside the sphere of radius
r, so that V falls off more rapidly than 1/r, and rV(r) — 0.

Egquation (4.39) and the boundary conditions given above are
conveniently expressed in a dimensionless form in which Z, E, m, and
h appear only in scale factors. We put

2
V(r) __ZTex' I =qax

and

0 =

2/ 2
1 ( 3_::) A 0.885a, (4.40)

i\a) mezn= A
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where a, = h?/me?, the Bohr radius. Equation (4.8) indicates that the
scaling parameter to describe the size of an atom is inversely propor-
tional to the cube root of the atomic number. (For electron spectro-
scopies where transitions are between core levels the 1s radius is
approximated by a,/Z.) With these substitutions, Eq. (4.39) becomes

d?y
1/2 M — 372
b I x¥3, (4.41)
In this dimensionless Thomas-Fermi (TF) equation, the potential
behaves like a simple Coulomb interaction in the extreme case as
r — 0. The accurate solution of Equation (4.41) is carried out numeri-
cally and there are also analytical approximations represented in
series expansions or exponentials. The Moliére approximation to the
Thomas - Fermi screening function shown in Figure 4.4 is most often
used in computer simulations and is given by

x(x) = 0.35e~%3 + 0.55¢12x 4 ,10e™59%, (4.42)

where x =r/a.

Problems

4.1, The maximum value of the nuclear energy loss occurs at re-
duced energy value of 0.3 for the Thomas-Fermi potential, What
energy in keV does € = 0.3 correspond to for Ar incident on Si, oxy-
gen on Si7?

4.2. Assuming nuclear energy loss dominates and the stopping cross
section is energy independent, what is the range of 10 keV Ar jons
incident on Cu.

4.3. Forascreened Coulomb collision with y = a/2r use the impulse
approximation to show that b, the impact parameter, is proportional
to (a/E8)'/* and derive o(6), the cross section.

4.4. Calculate the ratio of the unscreened to scresned nuclear cross

section do/dT for the following cases: 2.0 MeV He* on Au, 0.1 MeV
He* on Au, and 1 KeV Ar on Cu.

4.5. For a scattering potential V(r) oc r=2, what is the energy depen-
dence of the energy loss dE/dx.

4.6. Calculate the sputtering yield for 45 keV Ar ions incident on Si
(Up = 4.5 8V) using a screened potential. Compare your answer with
the data given in Figure 4.2.
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4.7. If the sputtering yield of species A is twice that of species Bin a
matrix AB, what is the ratio A to B of the flux of sputtered species at
(a) the initial time and (b) the steady state time and what is the ratio A
to B of surface composition at (c) the initial time and (d) the steady
state time?

4.8. Determine the time in seconds required to sputter 500 A of Si
usinga 104A /cm?beam of 45 keV ions of () Ne, (b}Kr, and (c) Xe. (Use
data given by the solid line in Figure 4.2.)
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CHAPTER

11

NONRADIATIVE TRANSITIONS
AND

AUGER ELECTRON
SPECTROSCOPY

11.1 Introduction

In previous chapters, we have discussed inner shell vacancy forma-
tion by photon irradiation (the basis of X-ray photoslectron spectros-
copy) or energetic slectron and proton irradiation. The excited atoms
can release their energy in radiative transitions (Chapter 10) with the
emission of X-rays or in nonradiative transitions with the emission of
electrons. The latter process forms the basis for Auger electron spec-
troscopy (AES) in which one determines composition by measuring
the energy distribution of electrons emitted duringirradiation with a
beam of energetic electrons, As with other electron spectroscopies,
the observation depth is about 10-30 A and js determined by the
escape depth (Chapter 6). The identification of atoms by core level

" spectroscopies is based upon the values of the binding energies of the

electrons. With Auger electron spectroscopy, the energy of the emer-
gent electron is determined by the differences in binding energies
associated with the deexcitation of an atom as it rearranges its elec-
tron shells and emits electrons (Auger electrons) with characteristic
energies. Figure 11.1 shows the Auger radiationless deexcitation pro-
cesses, in which the atom is left in the final state with two vacancies
(or hules). Ifone of the final state vacancies lies in the same shell as the
primary vacancy (although not in the same subshell), the radiation-
less transition is referred to as a Coster~ Kronig transition. This tran-
sition is significant because the Coster-Kronig transition rates are

287
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Figure 11.1 Schematic diagram of various two-electron deexcitation processes. The
KL,L, Auger ransition corresponds to an initial K hole which is filled with an L,
electron and simultaneously the other L, electron is ejected to the vacunm. The LM, M,
Auger transition is the corresponding process with an initial 2s vacancy. The Coster-
Kronig L,L,M, transition contains an initial L, hole which is filled with an electron
from the same shell (but different subshell, L,).

much higher than the normal Auger transitions and influence the
relative intensities of the Auger lines. For example in Figure 11.1, if
an L, shell has a vacancy, the L, to L, transition will be rapid (Coster—
Kronig), therefore reducing M electron to L, vacancy transitions.

11.2 Auger Transitions
11.2.1 Nomenclature

The nomenclature used to describe the Auger processes is shown in
Figure 11.1. For vacancies in the K shell, the Auger process is initiated
when an outer electron such as an L, electron (dipole selection rules
are not followed) fills the hole. The energy released can be given to
another electron such as another L, or an L, electron which is then
ejected from the atom. The energy of the outgoing electron is
Ey — E,, — E;,. The process described is called a KLL Auger transition
in general terms and, more specifically denoted as KL,L, or KL,L,. If
there are vacancies in the L shell, one can have Auger processes in
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which an electron from the M shell (M, electron) fills the L hole and
another M shell slectron (for example, an M, electron) is ejected, an
L,M,M; Auger transition. Since electron-electron interactions are
strongest between electrons whose orbitals are closest together, the
strongest Auger transitions are of the type KLL or LMM. For Coster -
Kronig transitions the vacancy is filled by electrons which come from
the same shell, i.e., LLM. Auger transitions involving the outermost
orbitals, the valence band, have an energy width of about twice that
of the valence band. In Figure 11.2, the Si KL,L;, and L,3V,V, (or
LVV) Auger transitions are indicated with V, and V, located at posi-
tions of maxima in the density of states in the valence band.

A complete nomenclature describing Auger transitions indicates
the shells involved and the final state of the atom. The final state is
usually described using the spectroscopic notation describing the
orbitals. For example, a KL,L, transition would leave the 2s shell
empty (two vacancies) and the 2p shell with six electrons; the transi-
tion is KL,L, (25°2p®). A KL,L, would leave the vacancies in the 2p
shell and would be indicated KL,L, (2s32p*). Even in the relatively
simple KLL transition, there are a large variety of final states which
can have slightly different energies and hence correspond to slightly
different Auger lines. In the following we discuss this in detail.

AUGER AUGER
ELECTRON (KLL} ELECTRON (LVV)

r VACUUM VACUUM

0 —pemoomaoan £ P ¢ DENSITY
F Er OF STATES

v
/ VAL ENCE ACENCE
A T e

) 99—Lm“_ Loy 99 Lz y

149 I L, 149 — e,

1839 K 1839 ~—eo9o———

a b
Figure 11.2 Schematic of the (a} KL,L,, and {b) LVV Auger deexcitation processes in

S1. Binding energies are indicated on the laft. The energy of Auger electron in the

KL,L,, process is approximately 1591 eV and the L,,VV Auger electron has an energy
of approximately 90 aV.
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11.2.1.1 KL,L,

In the usual X-ray notation this transition corresponds to an initial
state of a single 1s hole and a final state of two 2s holes. We can
consider electron holes as electrons to find the possible final configu-
rations of the final states. Then = 2 shell is now considered as 2s° 2pt
(where the filled shell is 2s22p®) and has states given by the possible
allowed quantum numbers consistent with the Pauli exclusion prin-
ciple: m, =+ 1,M =0, M, = 0, where M, and M, are the total orbital
and spin angular momenta, respectively. The notation S indicates a
state of total orbital momentum zero (S). This transition is properly
written KL,L, (%), although the final state (:S) is the only one allowed
and, in this case, the notation is slightly redundant.

11.2.1.2 KL,L, or KL,L,

In this case the final state electron configuration is written 28'2p°.
The possible quantum states are 1P and 3P, where P denotes the total
orbital angular momentum. This corresponds to two states coupling
to total angular momentum L =1, i.e., a P state with the electron

spins aligned °P and antialigned *P.

11.2.1.3 KLyLy; KL;Ly; KLsLy Transitions

Here the final states can couple to total angular momenta states of
D(L=2), P(L=1}, and S(L = 0) with different possible spin align-
ments to yield states 'D, *P, and 'S.

Thus in KLL type of transitions there are a total of six final states
possible:

KL,L, —2s°2p*(*S).

KL, L, ,—2s'2p*(P.°P),

KL, 5.Lz5— 2522p*(*D,*P.'S).
These final states are shown experimentally in Figure 11.3 for the
case of magnesium. [Actually the 25?2p*(°P) state is not observed due
to lack of intensity.]

11.2.2 Energies

The energy of the Auger electrons can in principle be determined in
the same way as that of X-rays: by the difference of the total energies
before and after the transition. An empirical way of doing that, for
example, is by

Bz, = B4 — Ej — B2 — }(EF" —Ef + Ej' = E5),  (11.1)
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- " ger spectrum of ma
L-8 coupling. [From Siegbahn et al.. 1323311“1 containing5 of the 8 lines predicted in

where EZ, i

O ?’tyh: ;]emt glger energy of the transition afy of the element 2

ensrgioeof e 8 correspond to the difference in the bindi -

and s o1 shells + B, yof the element Z. The correction term is sm nﬁ

lotioves th ;velrage Of. the increase in binding energy of t?l

T ocron wh a p-electron is removed and of the ﬁ-elfactrof)y h .
emoved. Measured values of Auger KLL transiti::rnse;:

givenin th i i
e Appendices along with values of the binding energies. A

Table 11.1 Tabulatio
n of Values Used to Cal
culat
of the KL,L, Auger Transition in Ni oo the Eneray

1 EM, = -
[[2; E{“"" EY' = B = BN — 4 (BE* — EM + E§» — B}
ectron binding energies in keV from Appendix 5

Ef' = 8.333
. EE.“ =0.951
—EN = . Efo m
i 085 k=72 i - 1008
\ 6.453 0.079 0.088
’ $(0.070 +0.088) = 0.084

E¥,L, = 6.453 — 0.084 = 6.369 keV
(3) Auger transition energy from Appendix 7
EN.., = 6.384 keV
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Figure 11.4 Principal Auger electron energies versus atomic number. The heavy
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numerical test of the approximation of Eq. (11.1)isgivenin Table11.1
for KLL transitions. The agreement is good. Figure 11.4 shows the
dominant Auger energies versus atomic number. The strong Z de-
pendence of the binding energiesleadstoa straightforward elemental
identification using this technique.

11.2.3 Chemical Shifts

The chemical environment of an aton is reflected in changes in the
valence shell orbitals which in turn influence the atomic potential
and the binding energy of the core electrons. The binding energies of
the inner core K and L ghells shift in unison with changes in the
chemical environment. For this reason, the K, X-ray emission lines,
which are transitions between Kand L shells, have only small shifts.
For KLL Auger slectron lines both the K and L shells are involved, but
unlike the K, X-ray emission lines, the L shell is involved twice in the
transition. The inner shell electron that is ejected in KLL Auger pro-
cesses therefore will display a chemical shift. Thus, one would expect
chemical shifts in both AES and XPS spectra.

Chemical shifts are evident in both AES and XPS spectra. How-
ever, the chemical shifts are more difficult to interpret in the two
electron Auger process than in the one slectron photoelectric pro-
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cess. Further, Auger linewidths are broader than XPS lines. Conse-

quently, the latter technique i
chemical binding, chnique is typically used to explore changes in

11.2.4 Estimate of the Au iti
I ger Transition P ility i
Hydrogenlike Atom: KLL TransiI:io:;Obablhty na

I .l. f ] A &‘
Q { \1‘ r‘

(11.2)

_2n 2
WA - _h'P(k}l(bf(n )Wf(rz)ﬁ(bl{rl)w‘(rz) dl’, dl‘zlz,

h = »
where p(k) = m (V/8x° h? k sin 0 dod¢ is the density of states asso-

ciated with normalization i
. inab
transition from a hydrogenlike a(:;zf volume Vand for a KLL Auger

1
biry) =7 ’; 6/2YT(9, . B,),

(11.3)
¢;(r.}=J—'z—; g/, (11.4)
Vit = = 2 ey, ¢,) (11.5)
¥y(r;) = 71‘-—, en, {11.6)

These wa i
ve functions represent electrons in the 2p state, the 1s state

the 2p state, and a f;
$: ree electron, respective! i =
the Bohr radius. Far convenience itpis use?u{'t it s/ Zand ions

as functions of r/a: o write these equations
d’l{r):—l'ﬁs’ h
Yo e T\ g/ (11.3)
= 2 r T
hir) =5 41(2), 1141
i = 1

1
wylry) = N glak v:/a 118)
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and the potential as
2 2
: ( . ) =Sv(r, /ax/0) (11.7)

a \Ir,;/a—r,/a|

In this calculation we are considering a KL,L, Auger transition,
the transition of a 2p electron (L,) to the 1s state (K) and the subse-
quent emission of another 2p electron (L;) to a free electron. In this
hydrogenic model the energy of the Auger electran, E,, is

EA=EK-EL'-EL=EK/2.

where E, and E, are the binding energies of the K and L shells, respec-
tively, and E_ = E in the Bohr model. In the hydrogenic model

E, = e*Z%/2a,

and
a=aqa,/Z

so that

ak = (0, /Z)VmEy/h2,
=1/42,

where we have used the Bohr relation a, = #2/me?. Then

-

” () = % glracos 63/0f2

In this form we can extract the basic dependence of the transition
probability on atomic parameters such as the atomic number Z. Sub-
stituting (11.3)-{11.7) (in modified form) into the formula for the
transition probability, we find

_2nmkdQ e'a 11.8)
A" h h%a* 9 (1.

where d) = sin 8d8d¢ and
dr, dr, (1 r
o= |[ [ 5 Ba(3)n(3)
LR APHEAY LA
v (@ 3) () )
F is a definite integration over all space forr, /aandr, /a, result-
ing in a definite number which represents a matrix element of the

natontial factor fIr, /a —r, /aj)™.
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Rememberin
4 that ﬂk =- 1
the transition probability as /¥2 and taking dC2 = 47 we can write

e'm
h’
where Cisan i
umerical constant dependent on the various factors jn

W, and F. Notin
. g that a, = p2 2
ple relationship o= #?/me® and v, = e’/ h, we have the sim.-

W,=C

Wy=Cvy/a,, (11.9)

wher i i

e Ae V: nl; tahe/ Bo!n' velocity, 2.2 X 108 cm/s, a, is the Bohr radius

integra‘channb Vo 1sla c:har_actaristic atomic time, 2.4 X 10~ 5, Th ‘

g 3- e[va uated in the crude approximationr, > r sc'| tha(:

proxjmatli =0 T, d/r,] Cos 8,,]/r,, where @, , = 8, —0,. 'llhis ap-

D va otion is. ased on the fact that the radial extension of th f
on is small compared to ths 2p function. The calculateior?

Tabie 11, i
e 11.2 grc:lril;pfirls;n of Auger Transition Rates and K leve] X
Sion Rates (Scofield) in eV /4 {from Bambynek e-tr:i[ 1972)

Atomic no. Element Auger KX
- -ray
> :B 0.23 0.005
12 M& 0.29 0.607
12 Als 0.36 0.010
" e 0.40 0.014
15 > 0.44 0.02
1 S 0.48 0.03
s i 0.51 0.04
e o 0.54 0.05
20 h 0.58 0.07

- Ta 0.85 0.12
y Cl 0.89 0.19
2 . r 0.72 0.28
po Nl? 0.75 0.40
s Gl 0.78 0.55
o Ke 0.83 1.0
b Zr 0.89 1.69
o P; 0.94 2.69
. T 0.99 4.94
o Ce 1.04 8.40
o T; 1.07 11.6
o iy 1.10 21.8

113 29.6
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of C is tedious but straightforward; resulting in C =7 X 107*. The
result for W, (Eq. (11.9)] is independent of Z as suggested by Table
11.2. In a more complete calculation one must properly account forall
the different equivalent pairs of electrons available for Auger decay.
The calculations can be done more precisely via numerical tech-
niques, which include more sophisticated wave functions and a bet-
ter description of the interaction potential {Bambynek et al., 1972).
The main feature is that the Auger transition probability is roughly
independent of Z in contrast to the strong Z dependence of radiative

transitions.

11.3 Yield of Auger Electrons and Fluorescence Yield

The lifetime of an excited state, t, {a hole in a shell) is determined by
the sum of all possible decay processes. Radiative transitions occur
with probability Wy. Auger transitions have a probability W, and
Coster-Kronig (where the hole is filled by an electron of the same
shell) W. There are no other deexcitation mechanisms, so that

1/1=Wyx+ W, + Wy, (11.10)

For transitions to vacancies in the K shell (as well as for holes in

the L, and M, shells), Coster - Kronig transitions do not occur and the

probability for X-ray emission, ey, is given by
-x
W, + Wy’

wy is commonly called the fluorescence yield. For transitions to K

shell vacancies, the probability for radiative decay is proportional to

Z4 (Chapter 10), and the Auger probability is essentially independent

of Z. Burhop' has suggested a semismpirical relation for wy of the
form

Wy (11.11)

Wx/Wa

Wy = W. (11.12)
where
w
va' (—a+bZ —cZ, (11.13)

1E. H. S Burhop, . Phys. Radium 18, 625 (1955).
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with the numerical values a = 6.4 X 1072, b= 3.4 X102, and ¢ =
1.03 X 107 This relationship yields the solid curve shown in Figure
11.5, the “Auger electron yield” is 1 — wy. This figure shows the
dominance of Auger transitions for low Z elements; in these cases
Auger emission is the important mechanism for relaxation of K va-
cancies. This curve does not imply that the Auger rate decreases at
high Z, but emphasizes that the X-ray transition becomes the pre-
ferred method of deexcitation at high Z.

The fluorescence yield for K, L,, and M, shells versus binding
energy is shown in Figure 11.6. The point of the figure is that the
fluorescence yield is approximately the same for comparable transi-
tion energies independent of the slectronic shell, in those cases
where Coster-Kronig transitions do not occur. For K shell transi-
tions, the fluorescence yield is less than 0.1 for binding energies less
than 2 keV, and the total Auger yield is larger than 90% for low Z
elements (Z < 15). Similarly, for L, transitions (Coster - Kronig transi-
tions not allowed), Auger transitions dominate for Z < 50 where L
shell binding energies are less than 5 keV.

11.4 Atomic Level Width and Lifetimes

As pointed out in Chapter 10, the energy width AE or more conven-
tionally I is related to the mean life 7 of the state through the uncer-
tainty principle, I't = A. The decay probability per unit time is equal
to the sum of the transition probabilities so that the total energy width

of the state is given by

Ir= rrldllnve + rnonndintlva' (11.14]

There is a decay probability for each atomic process, but there is only
asingle lifetime for the hole. The natural linewidth for each process is
given by the total lifetime. In the Z < 30 regime where Auger emis-
sion dominates, Table 11.2 shows that Auger rates vary from 0.23 to
0.80 eV/h. The total width of the atomic transition then is 0.23-0.8
eV.ForZ > 30, the K X-ray emission rates range upto 30 eV /4 witha
corresponding increase in atomic level width. The total lifetime
t=h/I',where k = 6.6 X 10~1%s, will vary from about 10~ 17 t0 10~ 15s.
Consequently, the measured X-ray spectrum will exhibit more line
broadeningat higher Z than atlow Z, hence Al or Mg are used as X-ray

sources for XPS.
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Figure 11.7 Comparison of & Lorentzian line shape [Eq. {11.15)] and a Gaussian line

shape with the same full wi i ian |
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;\n X-ray spectrum measured with high resolution would be in the
orm of a Lorentzian centered about an energy Ex (Figure 11.7)

A
Y(E)=
O Ry

(11.15)

11.5 Auger Electron Spectroscopy

As with the other slactron spectroscopies, Auger analysis is carried
out unde‘r high vacuum conditions, Figure 11.8 shows schematically
an experimental apparatus. The cylindrical mirror analyzer (CMA)
has an internal electron gun whose beam is focused to a point on the
Specimen sample at the source point of the CMA. Electrons ejected
from the sample pass through an aperture and then are directed
through the exit aperture on the CMA to the electron multiplier. The
pass energy E is proportional to the potential applied to the outer
cylinder, apd the range AE of transmitted electrons is determined by
the resolution R = AE/E, where R is typically 0.2-0.5%.

_ A schematic overall spectrum of electrons emitted from a solid
irradiated by a 2 keV electron beam is shown in Figure 11.9. The
narrow peak on the right side is made up of elastically scattered
electrons (no energy loss). Features at slightly lowar energy corre-
spond to electrons with characteristic energy losses due to electronic
and plasma excitations, Auger electron transitions generally appear
assmall features superimposed on the large background of secondary
electrons. The usual Practice is to use derivative techniques and
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Figure 11.8 Experimental epparatus used in Auger spectroscopy. [After Palmberg in
Czanderna et al., 1975.]

generate a dN(E)/dE function (insert on Figure 11.9). Differential
analysis of a hypothetical spectrum is shown in Figure 11.10. The
contribution from the slowly varying background is minimized by
the derivative technique. The total backscattered background cur-
rent with energy greater than 50 eV is typically 30% of the primary
beam current. The noise level due to this current and the ratio of the
analyzer AE to Auger line width generally establishes the signal-to-
noise ratio and hence the detection limit for impuritiesin the sample.
A typical value for the detection limit is 1000 ppm, = 0.1 atomic %.
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Figure 11.9 Spectrum of Z keV electrons scattered from a solid. The inset shows the
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AV =k sin ot (11.16)

is
superposed on the analyzer energy so that the collected electron

current I{V) is mod
pansion: ulated. I(V + AV) can be written in a Taylor ex-

IV + k sin wt) = I, + Ik si sinfet
}=1I, Iksmwt+k’T1"+...’ (1117)

where the prime denotes di .
. es differ ion wi \
higher order terms in the expafll;it:rlxuon with respect to V. Including
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3 2 4

I=1,+ [kl’ +%I"’] sin wt — [kzl” +%I’”’] cos 2wt, (11.18)
where I, contains all non-time-dependent terms. Inl this calculation
we assumed k << V so that terms of order k® and higher ca_n.be ne-
glected in practice. Using a lock-in ampliﬁfar. for phasle sensn}ve de-
tection, we select the component of the signal ‘asso’cmted with the
frequency w, which is simply the desirec‘l quan'tlty.l or dN/dE fo‘r a
cylindrical mirror Auger analyzer. To satisfy this criteria, we require
that k be less than the Auger width of ~5 eV.' ‘ o

An example of the use of derivative techniques is shown m.Flg-
ure 11.11 for 2 keV electrons incident on a Co sampl'e. In the direct
spectrum, n(E), the main features are the peak of elas.tlca!ly scattered
electrons and a nearly flat background. The arrows in Figure 11.11a
indicate the energies of oxygen and Co Auger transitions. The deriva-
tive spectrum (Figure 11.11b) reveals the LMM Co and KLL carbon
and oxygen signals.
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For a free atom, the Auger yield Y, is determined by the product
of the electron impact ionization cross section (Chapter 6} and the
probability for the emission of an Auger slsctron (1 — w,):

Yo% g, (1— awy). (11.19)

In a solid, the situation is more complicated even when considering
the yield from a layer of the thickness of the electron escape depth A.
For example, primary electrons that penetrate the surface layer and
then are backscattered can contribute to the Auger yield when the
energy E, of the primary electron is much greater than the binding
energy. The yield is also strongly affected by the angles of incidence
(diffraction effects influence the number of elastically scattered pri-
maries) and of emission (geometric projection of the escape depth).
Consequently, surface roughness plays a role; the escape probability
of electrons from a rough surface is less than that from a smooth
surface. In analyzing solids, then, one must consider the modification
of both the incident beam and the Auger electrons on passing through
the solid.

Auger electron spectroscopy is a surface sensitive technique.
Figure 11.12 shows the oxygensignal corresponding to the absorption
of 0.5 monolayers of oxygen atoms, In general, small amounts of the
typical contaminants, C, N, and O, are easily detected. Hydrogen
cannot be detected in Auger measurements since 3 electrons are
needed in an Auger transition.

The Auger signal from a substrate is sensitive to the presence of
surface layers. In Chapter 6, we noted that the substrate signal de-
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Figure 11.13 Auger traces of {a) freshly deposited Cu substrate, (b} Cu substrate just
prior to Pd deposition, and () Pd/Cu bilayer, 13.5 A of Pd.

creased as e /% where A = 5 A for Si electrons penetrating Ge. Figure
11.13 shows Auger spectra from a Cu substrate before and after the
deposition of 13.5 A of Pd. It is clear from the figure that the Cu signal
is strangly attenuated by the Pd coverage. In particular, the low en-
ergy Cu(MVV)] line is completely attenuated due to the small escape
length for 60 eV electrons; the high energy line at 918 6V is only partly
altenuated,

11.6 Quantitative Analysis

The determination of an absolute concentration of an element xina
matrix from the yield Y, of Auger electrons is complicated by the
influence of the matrix on the backscattered electrons and escape
depth. For simplicity let us consider Y4(t) the yield of KLL Auger
electrons produced from a thin layer of width At at a depth t in the
sample,

Yalt) = N, At - a,(t)[1 — wy e ttemera . 1) - T-dQ/4m, (11.20)
where
N, = the number of x atoms/unit vol;
o,(t) = the ionization cross section at depth t;
wy = the flucrescence yield;
A= the escape depth;

6 = the analyzer angle:
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T = the transmission of the analyzer;
d2 = the solid angle of the analyzer;
I{t) = the electron excitation flux at depth t.

It is convenient to separate the excitation flux density into two com-
Ponents,

[(t) = Ip + Ip(t) = Ip(t)[1 + Ry(t)],

where I, is the flux of primary electrons at depth t and Iy is the flux
due to backscattered primary electrons and Rp is the backscattering
factor (Section 10.7).

When external standards are used with a known concentration
N3 of element x in the standard, the concentration NT in the test
sample can be found from the ratio of Auger yields:

N§_ v$ (AT) [(1 +ﬂ§)]
NI YI\®/|[(1+Ry)

In this approach the ionization cross section and the fluorescence
yield are not required because the Auger ylelds from the same atom
are measured. In addition, if the composition of the standard is close
tothat of the test sample, the element composition can be determined
directly from the ratio of Auger yields if the measurements are made
under identical experimental conditions. When the composition of
the standard differs substentially from that of the test specimen, the
influence of the matrix on electron backscattering and escape depth
must also be considered.

Elemental sensitivities are acquired using pure element stan-
dards and are applied to unknown determinations in multielemental
matrices. One must correct for the highly matrix-dependent parame-
ters, which include the inelastic mean free path A.

~ Even with corrections for escape depth and backscattering, the
measured surface composition may not be related to the bulk compo-

§ition of the sample because of the fon bombardment used in sputter-
ing for sample cleaning and depth profiling (see Chapter 4),

11.7 Auger Depth Profiles

A n‘u!jor use of Auger electron spectroscopy is determining the com-
position as a function of depth in thin films and layered structures.

The conventional apparatus is illustrated in Figure 11.8, which con-
sists of an elertran mm and Fvea o1y, " )
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gun. The Auger signal is generated in the near surface region of the
sample (~ 30 A) and ion sputtering provides the layer sectioning tech-
nique required for depth analysis. In routine laboratory use, the
depth profiles are shown as Auger signal height versus sputter time.
Further calibrations are required to convert sputter time to depth and
signal height to atomic concentration. The combination of Ruther-
ford backscattering spectrometry (RBS) and Auger electron spectros-
copy (AES) is quite useful in such depth profile analyses because RBS
gives quantitative information on depths and heavy mass constitu-
ents without the complications introduced by the intermixing due to
sputtering. As discussed in Chapter 4, ion sputtering causes a change
in the composition of the surface layers due to surface segregation
and preferential sputtering. As compared to RBS, Auger depth profil-
ing provides better depth resolution and is sensitive to both heavy
and light elemants.

In Figure 11.14 we illustrate the data obtained from RBS and AES
measurements on a sample prepared by depositing 1000 A of Ni on
(100 ) InP (Figure 11.144) and annealing at 250°C for 30 min (Figure
11.14b}. In the RBS spectrum for the as-deposited case, the Ni signal is
superimposed on the signal from the InP substrate. In the AES spec-
trum, both the In and P signals have comparable heights and can be
clearly resolved. The long tail on the Ni signal which extends well
beyond the interface region is clearly an artifact of the sputtering
process because the Ni/InP interface is sharp, as can be inferred from
the rear edge of Ni signal in the RBS spectrum. After annealing, the
layer is partially reacted with an outer layer of Ni on a layer of
In,P_N,. The Nilayer and the reacted InPNi layer can be clearly seen
inthe AES spectrum, which hasa P/In yield ratio of =2 /1. Inthe RBS
spectrum, the heights of the Ni and In signals are nearly equal, which
indicates that the ratio of Ni to In is about 3 [oy, /6y, = 3.08]. Analysis
of the RBS spectra yields a P/In ratio of 0.5, a value quite different
from the P-rich composition deduced from the AES data. The origin of
the discrepancy possibly is due to preferential sputtering and segrega-
tion. The region of pure Ni in the reacted film is better resolved with
AES due to its superior depth resolution. Further AES allowed a
determination of the carbon and oxygen at the interface region (not
shown), which is not possible with RBS.

One of the advantages of Auger electron spectroscopy is its sensi-
tivity to low mass impurities, such as carbon or oxygen, which are
common contaminants at surfaces and interfaces. The presence of
these interfacial contaminants plays a disruptive role in thin film
reactions by retarding interdiffusion. The degradation of the plarrar-
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Figure 11.14 Comparison of RBS {left) and AES depth profiles of a 1000 A N; deposited

onInP: (a) as deposited; (b) annealed at 250 i
o] { at 250°C for 30 min. [From A. Appelbaum, private

ity of thin film structures following thermal processing is often di-

.. rectly correlated with these contaminants, The presence of a native

oxide of about 15 A thickness is readily apparent in the AES depth
proﬁlg shown in Figure 11.15, The removal of this native oxygen
layer is crucial for the formation of thin, uniform oxide layers on top
of the Ta-silicide layers during thermal oxidation. The presence of
the native oxide layer retards the release of Si from the poly-Si layer
and leads to the oxidation of the whole Ta-silicide layer rather than
the fo_rmatinn of a Si0, layer on the surface. Auger slectron spectros-
copy 1n conjunction with sputter depth profiling has the prerequisite

ts'ensitivity to detect contaminant layers that impede thin film reac-
ions.
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Figure 11.15 Sputter depth profiling with AES of the interface region of a Ta-Si film
deposited on polycrystalline Si. The shaded area represents the oxygen signal from the
nalive oxide at the interface. [From D. Pawlik, H. Oppolzar, and T. Hilimer, J. Vae. Sci.
Technol. B 3, 492 (1985).]
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Figure 11.16 Auger slectron spectroscopy sputter depth profiles of multilayer Cr/Ni
thin film structures deposited on a Si substrate. The top Ni layar is about 250 A thick
and the other films are about 500 A thick. Sputtering was carried out with a rastered
bearn of 5 keV Ar ions with a stationary sample in the upper portion {a), and a rotating
sample in the lower portion (b). The symbols reprasant: @ nickel; O chromium; A silj-
con. [From A. Zalar, Thin Solid Films 124, 223 (1985}
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Multilayer films are used in integrated circuits and optical struc-
tures as well as in many other aspects of solid-state science. Auger
electron spectroscopy with sputter depth profiling has a natural ap-
plication to the analysis of these structures.

Figure 11.16 shows sputter depth profiles of multilayer Cr/Ni
thin film structures deposited in a Si substrate. This impressive figure
demonstrates the ability of Auger spectroscopy, combined with sput-
tering, to profile a multilayer film of nearby elements in the periodic
chartin a semiquantitative manner. The roundingin the traces in the
upper portion of the figure reflects the irregularity in the surface
topology that developed during sputtering with a rastered beam of 5
keV Ar ions (see Chapter 4 and Carter et al., 1983}. In this example,
the surface roughness could be minimized by rotating the sample
(lower portion of Figure 11.16) during sputtering,

Modern analytical laboratories are now equipped with & variety
of systems for depth profiling of samples. When confronted with a
layered or thin film sample containing unknown impurities or con-
taminants, the analyst will use all techniques at hand. Sputter depth

profiling with Auger analysis often represents the starting point for
initial analyses.

Problems

11.1. You irradiate an AIP sample with 5 keV slectrons and measure
the KLL Auger electrons. Calculate the ratio of Al to Pionization cross
sections; fluorescence yields @y escape depths 4; and Auger yields.

11.2. Compare the Auger yields in Problem 11.1 with the electron
microprobe K X-ray yields ignoring X-ray absorption or electron

backscattering corrections.

11.3. A Mg K, X-ray creates a vacancy in the Cu L,(2s) subshell.
Estimate the energies of photoelectrons, LM,M, Auger elactrons,
L,L;M, Auger slectrons (Coster-Kronig transitions), and L X-rays.
Would this L shell vacancy preferentially be filled by radiative or
nonradiative transitions and make an estimate of the upper value of

the fluorescence yield? Which Cu L level would not deexcite by
Coster - Kronig transitions?

11.4. A beam of 10 keV electrons irradiates a 1000 A thick film of Ni
on a Sisubstrate. Calculate the ratio of K X-ray and KLL Auger yields.
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11.5. You are given a 200 A thick layer of Ga,Al,_,As on an InP
substrate about 1 mm thick and are asked to determine the Ga to Al
ratio. You can carry out XPS, AES or EMA analysis using 20 keV
electrons and an Al K, X-ray source. In order to compare the different
techniques, you carry out the following calculations or comparisons.
(a) What is the cross section ratio Oc. /04 for the K shell electron
impact ionization and L shell photoeffect?

(b) What is the fluorescence vield ratio wy(Ga)/w,{Al) for the K shell
hole?

(c) You measure the intensity of the K, X-ray emission from Ga and
Al with a detector system with 200 eV resolution. Would you expect
interference from K, L, or M X-rays from As atoms or from the InP
substrate? Would you expect electron backscattering from the InP
substrate to influence the total or the ratio of X-ray yields from Ga
and Al?

(d) In XPS measurements (neglecting work functions) what are the
Ga and Al photoelectron energies and associated escape depths (4)?
What is the intensity ratio assuming the same detector efficiency for
both electron energies?

{e) In measurements of KL,L, Ga and Al Auger electrons, what are
the energies and associated escape depths? What is the ratio of Ga to
Al transition rates?

(f} Compare the three techniques in terms of analysis depth, correc-
tions or interferences, and yield ratios for values of x near 0.9,

11.6. Compare transitions for K shell holes in Z = 20 and Z = 36 ele-
ments.

(a) Whal are the Wy /W, ratios (Eq. (11.13))? Compare these values
with the curve in Figure 11.5.

(b) What are the atomic level widths and lifetimes? Compare the
lifetime values for the two elements with the time for an electron to
make a circular orbit in the Bohr model of the atom.

11.7. In an XPS analysis system with an Al K, X-ray source, Auger
electrons as well as photoelectrons are detected (see, for example,
Figure 9.7). For a vanadium target, what would be the energies and
escape depths of the 2s photoelectrons and L,MM Auger electrons? In
comparison with 1.5 keV electrons, what is the ratio of electron to
photon cross sections, g, /O, to form a 2s hole? The L shell fluores-
cence yield is small (Appendix 8 or Figure 11.6), so estimate the ratio
of photoelectron to Auger slectrons assuming Coster - Kronig transi-
tions can be neglected. Is this a good assumption?
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