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The assessment of damage likely to be caused by pollutants in the
atmosphere is a problem of great practical importance. This assessment is
necessary in order to answer political and pianning ques.ions such as:
whether a pollutant source should be allowed, and where it should be
sited; what level of emissions should be allowed from a source; and what
contingency measures would be needed to deal with an accidental release
of a harmful pollutant.

Assessing likely damage involves three separate modelling components.
Firstly, the characteristics of the source need to be known — these
include things like the rate and duration of release, source size, initial
buoyancy and momentum. In some cases, for example steady releases
from power station stacks, these may be quite well defined. In other
cases, for example ruptured storage tanks, modelling may be required to
determine their likely values (or ideally their probability distributions).

The second component is the transport of the pollutant through the
atmosphere. This will always involve advection by the wind, and
molecular diffusion, but may well involve other processes too. These can
include buoyancy effects for heavy or light gases, two-phase releases with
thermodynamic effects, and non-conservative processes such as
deposition, chemical reaction and radioactive decay. In general surface
and atmospheric conditions need to be taken into account — surface
roughness, complex terrain, low level atmospheric stability, depth of
mixing layer etc.

The final component is the effect on people, or on some aspect of the
environment, resulting from a given exposure to a pollutant. Typical
hazards to be considered are those resulting from flammable, toxic and
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318 MODELLING CHANGE IN ENVIRONMENTAL SYSTEMS

radioactive pollutants. Chapter 12 discusses aspects of this human impact
problem.

The main interest in this chapter is with modelling pollutant transport; it
will be assumed that the source characteristics are well defined. The
environmental impact of pollutant exposure has to be dealt with to the
extent of determining which are the appropriate functions of potlutant
concentration that need to be modelled. While the more complex aspects
of transport listed above are important in practice, there is as yet no fully
successful model even for very simple poftutants and atmospheric and
surface conditions. Modelling more complicated situations is difficult to
Justify scientifically at present, For this reason we shail, unless otherwise
stated, restrict attention to passive conserved pollutants, flat terrain, and
neutral stability. We shall also consider only short ranges (up to at most a
few kilometres) from the source — otherwise it is necessary to have as
input the spatial mean wind field, or to model it with a numerical weather
prediction type model. Large area sources, such as car exhaust gases from
a city, will also not be considered directly. The related modelling problem
of pollutant transport in rivers is covered in this volume in Chapter 4.

QUANTITATIVE DESCRIPTION

The atmospheric flows in which pollutants are transported are always
turbulent, so the velocity ¥(x,7) at position x and time ¢, and the poilutant
concentration I'(x,z}, are random variables. Figure 1 shows a passive gas
cloud dispersing in a wind tunnel experiment. The random fluctuations in
concentration resulting from the turbulence can be seen clearly. Thus the
quantities which have to be modelled will be appropriate probabilistic
properties of the field T'(x,s). Which property is appropriate depends on
the particular application. The practical importance of concentration
fluctuations must be stressed — the mean concentration aloge is
insufficient for hazard analysis, as is clear from the cases considered
below.

For flammable gases the main questions of interest are whether an
ignition source at (x,£) will cause ignition of the gas, and what portion of
the gas cloud will burn up once ignition has occurred at some point. The
probability of ignition at (x,f) is given by P(8, <T'(x,r)<8,) where P( )
denotes the probability of - and 6, and 6, are the lower and upper
flammable limits, respectively (e.g. for methane 6, and 8, are
approximately 5% and 15% by volume). If pl;x,5) = dP(T(x,1) < 6)/d6 is
the probability density function (pdf) of I'(x,s) then
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Figure 1. Three views of a neutrally buoyant gas <!vud in a wind tunnel {taken from Trial
27A of Hall er al., 1982). (Crown Copyright. Reproduced by permission)
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GU
probability of ignition at (x,r) = J p(6:x,1) db.

L

This integral is then the quantity needing to be mcdelled. For flexibility,
and because it is the natural quantity to model in order to gain scientific
understanding, it is desirable to model p(;x,t) itsel’. The cloud burn-up
problem would require the joint pdf p(8,,....f 1¢,....x,;¢8,...,0,) for
Ix,.e .. Iix,,t,) for large n (in theory, for all n,. [his is a much more
difficult problem, and will not be considered in detail. (Not only is it a
much more difficult modelling problem, but the difficulties with obtaining
data for validation, discussed below, are also much more severe than for
the single-point pdf.)

For toxic gases, toxicological experiments sugges* that a measure of the
level of damage resulting from exposure at a fixed point x during a time
interval (z-%T,t+127] is the dose D, (x,t,T) where

t+4T

D, (xt,7) = L ™(x,s) ds (1)
t-1T

(Griffiths, 1991). The exponent n depends on the particular toxic gas, and
may be considerably greater than I (ten Berge er al., 1986). Figure 2
shows an example of a time series of D,, with n=1, for a steady release.
The evidence for equation (/) is not very strong, being based mainly on
exposure of small mammals such as mice and rats for differing constant
concentrations I', for differing exposure times 7. However, it is clear
from studies such as ten Berge er al. (1986) that the product of exposure
time and time mean concentration, i.e. D{x,£,T), is not in general a good
measure of the level of damage, and equation (I) is as good a measure as
is currently available. So for toxic gases one would like to be able to
model the pdf of the dose D,(x,r, 7). This will depend on the joint pdf of
the concentration for all the times in the interval [¢-24T, r+42T].

It should be noted that while the above quantities are those which are
necessary to answer the kind of questions required by a proper planning
process, they are usually not the ones used by regulatory bodies. This is
partly because regulatory bodies have concentrated on quantities which
are easier to model, like the mean concentration, but also because the
necessary questions have often not been posed. In particular the
importance of concentration fluctuations about the mean has been ignored



MODELLING CONCENTRATION FLUCTUATIONS IN AIR POLLUTION 321

G.0010

C.J005 + /

| WM}YMMML

5.0060 4
2 500 1000 1500

TIME

Figure 2. Time series of T D, (1,T) for n=1, where the concentration I' has be~n non-
dimensionalised by the source concentration. A steady continuous release in tae field
(Mole and Jones, 1993), T = 10s. Horizontal axis is time in seconds

or undervalued, and probabilistic arguments have been avoided. Further
discussion of these points can be found in Chatwin and Sullivan (1993).

The governing equations for the problem we are then considering are
the Navier-Stokes equation for Y(x,r), and

%_Pt_ + Y-VT = «V2T 2)

where « is the molecular diffusivity. From equation (2) the following
equation for p(f;x.7) can be derived (Pope, 1985; Chatwin, 1990):

ap . . _ I S o 1P -
= Ve @E{Y|T = 8}) = «Vp xﬁ (PE{(VTY|T =6} (3)

where E{- |-} is the conditional expected value (or ensemble mean).
Similarly one can derive equations for the dose D, (x,t,T) and its pdf

pD”(d);xvt) T):
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1+4aT
aDn e -2 2
%+ YYD, =« V'D, - « n(n-1) L T 2(x,5)[VI(x,)]? ds
4T
1+43T
- J (Y(,5)-Y(,0} - V[T0e,s)] ds n = | (4)
1-1T
BpDn

g V-(pD" E[Y|D, - ¢}) = xVipp - xa‘% CDDHE{(VD,I)ZIDH = ¢’})

reial
v xntn-1)2 |p  E I"YVIYds|D, - o
aqb ) 1-%T

1+4T
d

rus |PoE L Y& - Y@l vassiD, = ¢

Equation (4) shows that while D, is conserved, i.e.

D\dV = constant

a.s.

where a.s. denotes an integral over all space, diffusion acts to destroy D,
tor n>1. This ‘s analogous to the moments of concentration of order
greater than 1, which are also destroyed by diffusion (see a later section
and Chatwin and Sullivan, 1990a).

In addition to modelling the relevant functions of concentration for fixed
source and atmospheric conditions, it is also important to be able to assess
the environmental impact of change in these conditions. For changes on
timescales greater than dispersion timescales, this will be possible by
modifying model inputs appropriately once models which can handle a
range of source and atmospheric conditions have been developed and
validated. For changes on short timescales, models which explicitly model
changing conditions must be used. From the scientific point of view, this
should only be attempted once constant conditions can be modelled with
confidence,
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DIFFERENT MODELLING APPROACHES

LOW-ORDER MOMENTS OF CONCENTRATION

In principle equation (2), together with the Navier-Stokes equation, could
be solved directly (direct numerical simulation, or DNS). However, to
yteld accurate results the full range of physically important scales, from
the Batchelor and Kolmogorov microscales to the large energy-generating
scales, would hav= to be resolved. In the atmosphere this would imply
scales from O(107) to at least O(10°m) in the horizontal and O(10°m) in
the vertical. Together with the associated temporal resolution required,
this implies that such an exercise requires computing power orders of
magnitude greater than that currently available. Even for high Reynolds
number pipe flow, current computing power is far short of that required
(see Reynolds, 1990; Speziale, 1991). The latter estimates that for pipe
flow at Reynolds number 5 x 10°, economically feasible DNS would
require a computer 107 times faster than the Cray YMP.

Instead, a standard modelling approach has been to derive the Reynolds
equations for the mean velocity Ulx,t) = E{Y(x,)} and the mean
concentration C(x,r)=E{T(x,1)}. Letting Y = U + yand T = C+c¢, and
taking the mean of equation (2) gives

.%E + UrVC ~kVPC == V- E{uc} (6)

!

A similar equation for U can be derived from the Navier-Stokes equation.
Equation (6) exhibits the well-known closure problem ~ the right-hand
side involves an unknown term which is nonlinear in the fluctuating
quantities « and ¢. By similar means an equation for this unknown term
can be derived:

3 ac 3 3, 4

=E{ucy + Eluu} 2= + U . Efy Elucy_ 1 = -_7_ W,

ar e, i} ax; 7 dx, ek v Elue] dx, dx; Etuucy

—_IE{CiD.} + kE{uVic} + vE{cViu)
o ox

‘

(7)

where p is the pressure fluctuation, p is the density, and » is the kinematic
viscosity. A similar equation can be obtained for Efuuc. These
equations contain further unknown fluctuation products such as Eluuch
and E{cdp/ax,}.



326 MODELLING CHANGE IN ENVIRONMENTAL SYSTEMS

With presently available computer power, the dividing line between smail
and large scales is usually of O(10-100 m).

The most common approach is to use a simple eddy viscosity/diftusion
closure for these terms, although sometimes a more sophisticated version
is used with an extra energy equation to give the eddy
viscosity/diffusivity. Reviews of LES applied to turbulence are given by
Rogallo and Moin (1984), and Reynolds (1990). Examples of applications
of LES to dispersion are provided by Moeng (1984), Nieuwstadt and de
Valk (1987) and Glendening and Burk (1992). LES seems more
promising for atmospheric applications than se:ond-order closures, but
still suffers from some of the same problems with closure assumptions
and boundary conditions. The latter have recently been addressed by
Mason and Thomson (1992). Chapter 17 in this volume deals with the
application of LES to ocean modelling.

Random walk models

Another popular type of model is that of random walks. This involves
modelling dispersion through the random walks of discrete particles. Let
px,t|y,5)dxdr be the probability that a particle trajectory through (y,s)
passes through a  volume dxds  surrounding  (x,r), and let
P2 (X X0l Yy Y0, 80,5, )dx ddxydey be the analogous probability for two
particle trajectories. Then

EIT(n} = Jp;(x‘r\y,S)S()’,S)dde

<t

E{F(.ri ,[])F(L_,,I:)}

= P20y Xt V1Y 28 1052080580502, 5, )y, ds dyds,

I

where S(v,5) is the source strength. Thus calculation of p, and p, allows
the mean and variance of concentration to be derived. The densities p,
and p, are usually calculated by Monte Carlo releases of particle pairs
satisfying
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If it is desired to model higher moments like E{c’}, then similar
equations can also be derived for them. For the appropriate set of
equations to be used to model the desired set of moments, it is necessary
to close the equations by expressing the unknown terms as functions of
the quantities which are being modelled explicitty. Closure
approximations of this sort form the basis for one popular class of models
of turbulent dispersion, namely eddy diffusion and second-order closure
models. It should, however, he emphasised that such approximations are
not based on sound scientific foundations in general.

Eddy diffusion and second order closure models

Eddy diffusion models assume that E{uc} =-«x; dC/dx, where the eddy
diffusivity xy is specified (possibly in terms of local properties of the
velocity and concentration fields). In more sophisticated versions «; and
the eddy viscosity v, are expressed in terms of the turbulent kinetic
energy K = E{/2uu;} and the turbulent dissipation rate e = 2vE{u u.}.
Equations for these quantities (which have to be closed) are then solved.
This is the so-called K-e¢ method. In this method the variance can be
modelled, unlike the simple eddy diffusion models which only predict the
mean, Variants of this method model length or vorticity scales instead of
the rate e.

A further development of this approach was the second-order closure
models. In these, additional evolution equations for the Reynolds stresses
Efuu;} are solved, after having themselves been empirically closed
(Newman er al., 1981). In all of these equations the closurcs are usually
based on theory for isotropic limits and on principles like
coordinate-frame invariance, and quantities which must be positive (like
K) should remain positive in the models (realisability). These principles
lead 1o forms for the closures involving undetermined constants which are
usually set by fitting to simple laboratory experiments. Useful reviews of
these models are provided by Launder (1990) and Speziale (1991). The
fatter is for turbulence models only, but also includes eddy viscosity
models.

As discussed in these reviews, second-order closure models have bzen
more successful than K-e models for relatively simple engineering flows
in laboratories (e.g. rotating or swirling channel flows). Atmospheric
applications include Mellor and Yamada (1974), Lewellen and Teske
(1976), Yamada (1977), Andrén (1990) and Lobocki (1992). The general
problem with these closure models are the neglect of nonlocal and history
effects in making the closures, and problems near solid boundaries where
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dXx
dv,

Vdt
a(X,V,nde + b,j X, V,t)dzj

IR

where X=(x|.x,), V=(v,,»,) and v,,v, are the particle velocities. The dfj
are taken to be increments of independent Wiener processes (i.e. they
have a Gaussian distribution with zero mean and variance ds, and
non-overlapping increments are independent). The choice of Bg = %b,.kbﬂ(
determines the distribution of b,dg;, so the model is ixed by the choice
of a; and B;. Criteria for this choice include that tne sacrt-time behaviour
agrees with theory, and that an initially well-mixed particle distribution
should remain so. Recent examples of such models are Stapountzis e af.
(1986), Sawford and Hunt (1986), Thomson, (1986,1990) and Kaplan and
Dinar (1989).

Random walk models have the advantage over closure models that they
can include the effect of length scales. However, if desirable properties of
the above kind are satisfied, then for fixed y, the ensemble of trajectories
X,(1) depends on y, (Thomson, 1990). This is obviously undesirabie,
although simulation results suggest it might not be too important in
practice. The main drawback to these models is the oversimplified
turbulence properties. In addition, the computing time required to
generate adequate statistics is large.

PDF OF CONCENTRATION

While the models described above can predict low-order moments of
concentration, they cannot be used to predict the pdf. A possible approach
IS to attempt to solve equation (3) for the pdf. This is only possible if
closure assumptions are used, analogous to those described for the
solution of equations (6) and (7). An overview of such methods is
provided by Pope (1985). They suffer from all of the problems of the
closures discussed above, and methods used so far also assume that the
pdf is approximately Gaussian.

An alternative method is to use models for the low-order moments to
determine the parameters in a pre-chosen form of pdf. The chosen form
would be one which fits observations to a desired degree of goodness. If
different forms fit well under different circumstances then they can be
utilised as appropriate. This general approach has been demonstrated by
Jakeman er al. (1988), who term it the hybrid method. If it is deemed
necessary to use a pdf with more than two parameters, then an alternative
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to modelling higher-order moments using models of the above type is to
use a simpler physical or empirical model relating the different moments.
For example a model like that of Chatwin and Sullivan (1990b) can be
used. As is described briefly in the next section, this is based on a
combination of physical arguments from the case of zero molecular
diftusion, and of experimental observation.

It is typical of atmospheric dispersion that the concentration is
intermittent, i.e. there is a significant probal ility of the observed
concentration being indistinguishable from zero (t! re are difficulties with
making a precise definition of this property — see for example
Sreenivasan, 1985; Chatwin and Sullivan, 1989; Mole and Jones, 1993).
As a consequence the pdf p() is often idealised as

p6) = (1 - 1)8(6) + yAB) 620 )

where f6) is the pdf conditional on the concentration being non-zero and
y is the intermittency. Commonly suggested pdfs f§) for fitting to data
include the lognormal, exponential and truncated normal. A physical
justification (see Csanady, 1973) has been proposed for the lognormal,
but the underlying assumptions are not well-founded, and it does not
appear to fit experimental data very well. The exponential fits reasonably
well in the fringes of plumes, but not very well on the plume centreline,
and of these three, the truncated normal gives the best all-round fit
{Mylne and Mason, 1991), which might be expected from its flexibility of
shape. Use of the truncated normal is also sometimes justified on the
grounds that it is the two-parameter maximum entropy solution (e.g.
Lewellen and Sykes, 1986).

The goodness of fit has generatly not been carried out very rigorously.
(There is, however, a body of techniques which can be applied to estimate
parameters of the above distributions, and the Weibull and gamma
distributions; and to identify the most appropriate distribution to use in
practice. See Bai er al., 1991, for new maximum likelihood methods; Bai
et al., 1990, for a comparison of methods of moments versus maximum
likelihood; and Bai er al., 1992, for the identification methodology.
Taylor er af., 1991, describe a related computer program.) The goodness
of fit has also tended to be Jjudged by the main bulk of the distribution, so
the tail of the distribution may not be well predicted by using these pdfs.
Furthermore, these fits have been made to data which include effects of
noise and instrument smoothing (as discussed below), as well as explicitly
applied time averaging. Thus the degree of applicability of these fits to
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the pdf of the true concentration is not clear.

SOME RECENT IDEAS

A major source of difficulty in modelling turbulent dispersion is the
interaction of molecular diffusion and turbulent advection. While
molecular diffusion has little effect on the mean concentration, it plays an
important role through dilution, which causes the dissipation of
concentration  variance (and, indeed, higher-order moments of
concentration), Thus a framework in which the effects of diffusion and
advection are decoupled may allow relatively simple models to be
developed. Here we shall briefly describe two possible ways of doing
this.

The first is to consider fluid which has emanated from the source
separately from that which has not. This was fully discussed by Chatwin
and Sullivan (1989). If « = 0 then for a source of uniform concen. ation
there is a precisely defined intermittency my, = C/6,, where 6, is the
source concentration, and the pdf of concentration is

p@) = (1-m)8(8) + w,5(8-6,) (9)

When « >0 the pdf can be written exactiy as

pi6) = (1-m,)g(6) + m A6)

where g is the pdf conditional on being in non-source tluid, and f is the
pdf conditional on being in source fluid. Since C is litle different from
when k=0, m; can be estimated as C/f,. Furthermore, since the highest
concentrations occur in  source fluid, the distribution of high
concentrations wiil be determined by f.

The moments based upon (9) can all be expressed as tunctions of C and
fl;. Chatwin and Sullivan (1990b) used physical arguments to generalise
these expressions to the case of non-zero molecular diffusion. This allows
the moments to be expressed in terms of C and a local mean
concentration scale (, (e.g. the maximum mean concentration in a plume
cross-section, or the maximum mean concentration at a particular instant
in an instantaneously released cloud). Two parameters o and 8 are also
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required. Experimental observations have been shown to be well fitted by
these expressions (see Chatwin and Sullivan, 1990b). For the self-similar
cases considered by Chatwin and Sullivan (1990b) these parameters are
constants, but in general they may depend on x and ¢. Examples of the
latter are provided by Moseley (1991) and Sawford (1992, personal
communication),

The second method is to integrate over the whole cloud or over the
whole plume cross-section. The easiest case to consider is that of an
instantaneously released cloud. The following theory has been developed
tn Chatwin and Sullivan (1990a), Moseley (1991), Sullivan and Ye
(1992a.b) and Sullivan and Heagy (1992). When equation (2) is multiplied
by nT"' and integrated over all space (a.s5.) the following equation results
on taking the mean:

% IE{I‘"}dV:-xn(n—l) [E{F""-’(Vrf}dv n>1 (10

a.s5. a.s.

Moseley (1991) used a closure scheme for the right-hand side of equation
(10). Use of equation (J0) for n = 2,3 together with an assumed Gaussian
profile for C allowed predictions to be made for the downwind variation
of o and § in a plume. These agreed qualitatively with experimental
results.  Working with the cloud-averaged quantities has the advantages
that the choice of the closure scheme is probably less critical, and that
when enough  spatially distributed measurements are  available,
convergence of observed statistics will require fewer replications, or a
shorter run for a steady case, than for point quantities. This approach is
theretore more realistic in terms of demands on data.

Chatwin and Sullivan (19904) and Sullivan and Ye (1992a) developed
the cloud-average approach to apply o the pdf. A new quantity p(8,r)
can be defined by

pib = I p@x.0dV

a. s

0

where Q is the total mass of material released. This has the following
interpretation: p(6,7)dé is the expected proportion of the total mass of
material which is found in the concentration interval [6,6+d6]. This is a
quantity which should be capable of robust estimation given a suitable
measurement system. The litmus fluid technique of Baines and Corriveau
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(1992) is one which is particularly suited to this. The moments of p are
related simply to the moments of I', integrated over all space. For
applications where damage occurs above some threshold, p provides the
expected proportion of total mass above the critical level. The quantity p
is not affected by turbulent advection except indirectly — only molecular
diffusion can alter p from its initial delta function (for a release of
uniform source concentration).

MODEL VALIDA (ION AND UNCERTAINTY

Assessment of the relative performance of the models described in the
second section of this chapter is not easy. In addition to qualitative
arguments about the shortcomings of particular models, one would like to
be able to make quantitative comparisons for particular cases of interest.
However, when models appear in the published literature, quantitative
comparison with other models is usually limited. Model comparison based
on evaluations against experimental observations is made difficult by the
frequent use of different data sets, or of different features of the
predictions, for evaluations of each model. Major benefits could result
from a more consistent and coordinated approach to model evaluation, as
advocated by Britter (1991).

The scientific appropriateness of individual aspects of models can be
examined through theoretical argument and by comparison with
experimental data (for example relationships assumed in closure schemes
can be tested directly against data), and this is obviously an important
source of improvements to models. However, the uitimate test of a
practical model is how good its end predictions are. For this reason the
validation of model predictions against experimental observations is vital,
both for the assessment of model performance, and for the identification
of weaknesses and the suggestion of potential improvements. This process
must include the consideration of sources of uncertainty, as distinct from
model errors resulting from incorrect representation of the physical
processes involved in dispersion,

Over the past decade an increasing effort has been devoted to model
validation and to the assessment of uncertainty. This effort began with the
recommendations of the 1980 American Meteorological Society workshop
at Woods Hole (Fox 1981), and has been continued by a range of studies,
including Fox (1984), Smith (1984), Cox and Tikvart (1990), Weil er al.
(1992) and Hanna er al. (1992). Recently a workshop was held at Ris¢
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(Olesen and Mikkelsen, 1992) to discuss objectives for short-range
atmospheric dispersion models, where these aspects were among those
considered. However, the range of models to which these analyses has
been applied is limited. Mostly these have been operational models based
on Gaussian plumes, and on box models for heavy gas dispersion. To our
knowledge this type of intercomparison of models aguinst each other and
against data has not been carried out for the types of statistical models
described above.

Here we shall briefly summarise some of the techniques currently in
use. We st.il also consider a more general applicat n suitable for the
new generation of models which, as described ove, will make
predictions for more general parameters than just the mean concentration,
Our comments here will apply to general models of atmospheric
dispersion, and not just to those considered in our second section.

In this general context four questions need to be posed:

Question 1. Which quantities are being predicted (and so need to be
validated agatnst observations)? In most models for which validation has
so far been carried out only the mean (or an often ili-defined average,
e.g. a time average) has been predicted, but in general one would want to
validate models for higher-order moments and for the pdf of concentration
at the very least.

Question 2: Which ensemble are these quantities being predicted for? At
one extreme the ensemble may be for a very specific set of physical
conditions. e.g. a particular mean wind speed and direction and
atmospheric and surface conditions. At the other extreme the ensemble
would include all conditions experienced at a particular site over the
course of many years. The latter case is not likely to be attempted except
by purely statistical models, but the other end of the scale is unlikely to
he precisely attained either, since data for validation will usuaily include
at least some variation in mean wind speed, direction etc.

Question 3: What size observational sample is available for the ensemble
being considered” There may be only one observation, for example for an
instantaneous atmospheric release, or there may be 4 large sample from
which parameter estimates and their confidence limits may be relatively
easily derived.

Question 4: How significant are the effects of instrument smoothing and
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noise on the observations?

The approach to validation will differ according to the answers to these
questions. The currently well-established methods apply to the case when
only the ensemble mean concentration is predicted. and when only one
sample s available for each ensemble. In order to analyse model errors,
the sources of uncertainty in both model predictions and in observations
need to be identified and quantified.

The major sources of uncertainty in observitions are measurement
effects associated with instrumental shortcomings, and natural variability
resulting from the random nature of turbulent dispersion. In principle it is
possible to reduce the measurement uncertainty chrough instrument
improvements. This will also have the effect of making the perceived
natural variability (which will increase) closer to the true natural
variability. The natural variability produces an irreducible uncertainty in a
single observation of concentration, but mo uncertainty in probabilistic
quantities such as the mean and variance of concentration. Unce tainty in
the estimation of the latter quantities results from sampling error, and can
in principle be reduced by increasing the sample size. There is also
uncertainty arising from the indeterminate nature of the ensemble which
the observations represent. This is because of the difficulty of
distinguishing between trends (representing change in environmental
conditions) and long-term random variations for time series of steady
refeases. Similarly, the indeterminate nature of such variations causes
ditficulty in forming a meaningtul ensemble for repeated unsteady
releases. This problem is one which ought to be given more attention than
has hitherto been the case, and places severe limits on how significantly
uncertainty in the mean and variance can be reduced.

There are two obvious sources of uncertainty in model outputs. The first
Is errors in coding the computer programs, which are likely to be more
significant the larger the model becomes. The second is uncertainties in
inputs, which are then propagated through the model in a manner
dependent on the details of the particular model. Inputs for validating a
model will include parameters defining the ensemble ot interest (including
details of the emission and of the ambient atmosphere}, which will have
been derived from the set of observations with which the model output is
to be compared. These inputs will inevitably contain the observation
uncertainties described above. In the general predictive application of a
model the output uncertainties resulting from input uncertainties will be
significant, and it is now abundantly clear and generally recognised that
any outputs must be accompanied by estimates of their uncertainty;



334 MODELLING CHANGE IN ENVIRONMENTAL SYSTEMS

otherwise the model should not be used. Such estimates can be given for
a specific model if the appropriate input distributions can be estimated
(Lewellen and Sykes, 1989).

Suppose the population parameter being predicted is A, and let the
predicted and observed values of this parameter be A, and A, respectively.
We shall label the different ensembles by a superscript i, where
i=1,..,m; thus X\, is the observed value in the ith ensemble. The
approach which is now becoming standard is outlined by Weil er al.
(1992). It treats the case where A is the mean concentration and only one
observation is available for each i, so this observation must serve as A
{with large natural uncertainty). Statistics (e.g. the geometric mean and
variance) are calculated for A/\, using all the i values, and confidence
limits are estimated for these statistics using bootstrap techniques (Hanna,
1989). A good model is one which gives a confidence interval for the
mean value of A /A, which includes 1, with relatively little scatter. In this
case, however, the scatter includes the natural variability of A, and the
related uncertainty in inputs, and so may be large, regardless of how good
the model is. One ought also to examine the pdf of N/, — ideally it
would have a peak at or close to 1. A model which gave an acceptable
confidence interval for the mean, but had two peaks in the pdf to either
side of 1 would not be satisfactory since it would probably not give good
results for most ensembles. It would only appear acceptable when results
were averaged over many ensembles. This general approach assumes that
)\;, and A, for different / are representative of the ensemble for fixed i,
except perhaps tor some scale factor dependent on i (as discnssed by Weil
et al., 1992). The variation of model performance with i is examined
through the variation of residuals NfN,  with  particular  physical
parameters, e.g. downwind distance, after grouping similar ensembles
together. This can suggest the physical conditions for which the modet is
poor, and for which improvements to the model should be sought. If there
were no uncertainty in A, and X, this approach would give a measure of
the overall performance of the model for a range of ensembles. When A is
the mean concentration and more than one observation is available for
each ensemble this method can still be used with all observed
concentrations being used as estimates of A. However, when A is some
other parameter, e.g. the standard deviation of concentration, the
observed concentrations in a particular ensemble must be combined to
give an estimate for A\ before such an analysis can be performed.

When there is more than one observation for each ensemble then
estimates of the natural uncertainty (and of the input uncertainty) can be
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made. The non-parametric bootstrap methods can then be used to derive
confidence intervals for A, for each i. In such a case the input variability
can be used to estimate confidence intervals for ?\; (as in Lewellen and
Sykes, 1989). If the confidence intervals for X, and A, do not overlap
then the model performance should be deemed unsatisfactory. Statistics
for A,/A, could also be generated using the set of A, and the set of
bootstrap estimates for A,. If statistics indicating the success of a model
over all ensembles i were desired then the values of )\;,/A:, can be
combine. .ver all i, and statistics calculated in the standard ways. These
statistics can be used to reject poorer modeis by estimating the
significance of differences between models.

A drawback to the above methods is that differences between A, and A,
after taking uncertainties into account (e.g. by constructing confidence
intervals) may not be entirely a result of model errors. In particular
measurement errors are systematic. For example, lack of instrument
resolution in space and/or time causes smoothing of the true concentration
so that the observed standard deviation and extreme values of
concentration are reduced. In addition measurement noise always
increases the observed standard deviation of concentration. It is possible
to model concentrations smoothed in space-time in a manner
corresponding to that of the measuring instrument, so that the smoothing
1s no longer considered as a measurement error, but this adds extra
difficulties to the modelling. Furthermore, it is the unsmoothed
concentration which is physically important to the applications described
above, so it is better to treat instrument smoothing and noise as
measurement errors. For effective model evaluation it is then desirable to
‘reduce these effects as much as possible. Instrument improvements will
allow some progress in this respect, but will never entirely remove them.
Signal processing techniques will also allow some of these errors to be
reduced (Mole, 1990).

FUTURE WORK AND PROSPECTS

In addition to the problems already discussed there are two significant
areas where further modelling work is required for the applications
described here. For flammable gases there is the burn-up problem
mentioned in the introduction. Because of the spatial and temporal
resolution required over a wide area for each realisation this problem has
not really been tackled in models or experiments. Perhaps the best hope
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of immediate progress is empirical work based on laboratory laser sheet
experiments. In the case of toxic gases more work is required on the
toxicological effects (both short and long term). In particular a better idea
is needed of what function of the concentration field is a suitable measure
of harm, Assuming the best available estimate to h> the dose as defined in
the introduction, the best present modeiling approach is probably again to
seek empirical extensions to existing work.

In bhoth of these applications a significant 1 ¢ is played by high
concentrations, and regulations are often frai..d in terms of high
concentrations, Modelling of the whole pdf is unlikely to give good
results for high concentrations, so it may well be desirable to use a
separate model for the tail of the pdf. Little use has been made of
statistical extreme value theory in this field — one of the few examples is
given in Davison and Smith (1990}, This theorv gives extreme value
distributions which hold asymptotically in the limit of large sample size,
for particular classes of stochastic process (for example, at the simplest
level, when sample members are independent). This provides an
advantageous basis for the development of empirical models.

An obstacle to further model improvement is provided by the lack of
good quality experimental data. There are two drawbacks to the
experimental data. Firstly, there is a shortage of field experiments, in
particular replicated experiments, with which to validate and develop
models. This is especially important for unsteady cases such as those
resulting from accidental refeases, or when the meteoroiogy is changing
rapidly. Even when the release is steady, it is far from clear that
atmospheric conditions are sufficiently stationary for convergent and
medningful statistics to be obtained trom a single release. There has been
4 tendency on the part of experimentalists to vary release conditions and
source-receptor arrangements, when it might have been protitable to use
the experimental time tor replicated experiments under near-identical
conditions. Although expensive, this is an area which needs attention for
modelling 10 progress.

Secondly, poor resolution, noise, baseline drift. and uncertainties in the
accuracy and stabitity of calibrations all corrupt measurements. (These
problems can be compounded by poor analogue-digital conversion and
inappropriate thresholding.) Improvements in instrument design and in
analytical techniques will alleviate these problems but never entirely
remove them.

The most fundamental mathematical problem which hinders modelling is
the closure problem, discussed in the introduction. The only real hope of
avoiding it is by repeated numerical solution of the Navier-Stokes
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equation and equation (2) with all relevant scales resolved. As discussed
above, the necessary computer power is orders of magnitude beyond that
currently available. While increases in computer power will enable
advances, this objective is unlikely to be achieved in the foreseeable
future. Even if it is achieved. the problem of defining an appropriate
ensemble for practical applications will remain,
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