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Statistical analysis of
extreme wind speeds

G. Solart

Institute of Construction Science, {Genoca University, Italy

1 Introduction

The statistical analysis of extreme wind speeds represents the fundamentai
preliminary step of all the studies concerned with structural safety under
wind lnads.

This chapter provides a systematic [ramework of the methods mosily
used al present for determining the probabilily distribution of the maximum
wind speed over a fixed period of time. Within this ambit, it deals initiaily
with the most reliable procedures [or well-behaved climates characterized by
the occurence of ordinary winds oniy. It later provides a synthetic presenta-
tion of the methods available to generalize the above mentioned analysis to
extraordinary aeolic phenomena such as hurricanes and tornadoes.

2 Ordinary aeolic phenomszna

Consider an aeolic data base characterized hy the representativeness, correct-
ness and homogeneity properties discussed in paragraph 2 of the previous
chapter ..... The data base consists of M values of wind speed V. Extract
from this N samples, formed by n = M/.\V values and corresponding to a

This text is based on the lecture given at the College on .iimospheric Boundary Layer
Physics, 2nd Workshop on Modelling of the Atmospheric Flow Fields, 21 May ~ 1 June
1990.
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Figure L: Up-crossings of the v threshold.

unitary time period I, foilowing a principle equivalent to casuaiity. The
maxima of the N samples, provided independent, are defined as extremes.
Within the ambit of engineering applications, it is usual to assume 7 = |
year; in this case the extremes are identified with the annual maxima. Dif-
ferent approaches to this method are discussed by Lagomarsino et al [1990].

The probability distribution of the extreme values is usually assigned by
means of the distribution function Fy(v) of the maximum v being thc state
variable of ¥. As an alternative, it can be given by expressing v as a function
of its mean return period B(v):

L
— (1)
l—Fw(b‘) N

R(v) =

defined as the number of time intervals T {normally years) which run, on
average, between two successive aeolic occurrences exceeding the v threshold.

With the current extent of knowledge, the evaluation of these quantities
in the presence of ordinary winds only is usnally carried out on the basis of
three alternative procedurcs defined as process analysis (paragraph 2.1), pop-
ulation analysis (paragraph 2.2) and asymptotic analysis (paragraph 2.3). A
synthetic comparison between the results obtained when applying these pro-
cedures is given in paragraph 2.4,
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2.1 Process analysis

The process analysis considers wind speed as a stochastic and stationary
process {Gomes and Vickery, 1977]. The mean number N of the up-crossings
of the v threshold (fig. 1) in the unit of time T is provided by the relationship
(Rice, 1944, 1945]:

Nv) = /’“ ofyo(v.0)do (2)

where ¥/ is the first derivative cf the process V, and fuy (v, %) is the joint
density function of V and V. Assuming ¥ and V to be statistically indepen-
dent, f,u(v,0) = fv(v)fy(9), where fi(v) the density function of V (see
Chapter ...) and f;(¥) is the density function of ¥'. In this case eq. (2)
becomes |Lagomarsino et al., 1990]:

N(w)=Afv(v)  (3)

where:
;\-_-_/:x oo (9)do (4)

Asguming that the v threshold ix sulliciently high, up-crossings 1iay be con-
sidered as rare and independent events; as such they constitute a2 Poissonian
process. The extreme distributicn function is given therefore by the expres-

ston:
= e—.\(u) (5)

Note that eq. {5) gives the distribution of maxima without neeessarily know-
ing them. Making use of the population density, it becomes apnlicable tn
data bases containing a limited amount of data. Unlike analogous equations
discussed in the following paragraphs, it does not allow to express v as an
explicit function of the mean return period R.

There are four techniqucs for estimating paramcter A. The first, based
on its own definition (eq. 4), requires the knowledge of f;,{¢}, a problem at
this stage. The second, proposed by Gomes and Vickery [1977), expresses A
as a function of the expected frequency of the wind speed process, analyzing
the harmonic content of its power spectral density; this technique appears
to be very burdensome and rather deiicate from the computational point of
view. The third thecnique, again by Gomes and Vickery {1977|, enumerates
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the N up-crossings of the v threshoid in time T', expressing A according to

the formula:
L N(v}
A=E [fv(”)} (6)

where E| | is the mean of the obscrved value. The fourth and last tech-
nique [Lagomarsino et al, 1990} estimates the A parameter appiying the
order statistics by directly regressing egs. (3) and (5) on the basis of the
extremes:

\—E [—InFM(U)]

f(v)

Using a “Gumbei probability paper” {Benjamin and Cornell, 1970], fig. 2
shows some extreme distributions corresponding to estimates of A obtained
by means of eqs. (6) and (7). These diagrams also indicate the observed
maxima. It is Lo be noted that eq. 6 fiis the extremes only in the domain of
the highest R values.

(7)

2.2 Population analysis

On the assumption that the iV samples extracted from the data base are each
compaosed of T statistically indapendent values, the distribution function of
the maxima assumes the axpression {Benjamin and Corneil, 19701

Fulo) = #8(0)  (8)

Fi-{v) being the distribution function of V {see Chapter ...}. in reality; by
virtue of the process continuity, the hypothesis of statistical independence is
quite nnacceptable. This incongruily can be elitninated, while preserving the
formal simplicity of eq. (8), by expressing the extreme distribution function
by means of the formula {Davenport, 1968; Cook, 1982]:

Fu(v)=FF(v) , '<n (9)

where n’ is the amount of independent data during time T. Similarly to eq.
(8), eq. (9) also provides the distribution of the maxima without necessarily
having knowledge of them. This expression is also applicable to limited data
bases. Substituting eq. (19) or eg. (21) of Chapter... in eq. (9), it is possible
to render v explicit as a function of R. The same result cannot be reached
expressing Fi-(v) by eq. (25) in Chapler....
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Figure 2: Examples of extreme wind speed statistics computed by process
analysis.



The classic procedures proposed for estimating n’ can be divided into
three distinct categories, The first evaluates n' by means of the antoco-
variance function, aceording to a range of alternative methods discussed by
Essenwanger {1986]. The second associates n' to the mean number of inde-
pendent storms which occur dusing the period T [Cook, 1982]. The third
expresses n’ as a function of the expected irequency of the acolic process,
analyzing the harmonic content of its power spectral density [Davenport,
1968; Gomes and Vickery, 1977]. However, weak objective procedures are
involved, sometime theoreticaily inconsistent and computationally burden-
some. Nevertheless Lagomarsino et al [L990] have recently proposed two
alternative methods, The first evaluates n’ on the basis of the observed
extremes v;(i = 1,...V} through the non-linear least square regression:

N
D In{Felo) [FF (0) — Fu(v)FY ()]} =0 (10)

1=1

The second expresses £ (v) through eq. (19) in Chapter... and evaluates n',
# and ¢ simultaneously, & and ¢ being the Weibull parameter; substituting
eq. (18} of Chapier ... in eq. (9), the latter is traced in the “probability
paper” governed by the expression:

- - i/n', - \
in{—inll — -'“_-J"(v)_!}:klm — alne (11}

Applying the order statistics and ieast squares methods iteratively, n’,
& and c are =silmaied by iiuimizing the ercor function represented by the
standard deviation ot the distances from the observed extremes. ‘'his Droce-
dure has the intrinsic limit of precluding the expression of Fy(v) by nieans
of eq. (21) or eq. {25) in Chapter ... On the other hand, it possesses the
censiderable merit of allowing an es:timaie of & and ¢ and, therefore. an
allotment of fi-(v) and Fv (v}, only the extremes being known.

Fig. 3 shows some resuits provided by the two ahove methods, assuming
T = 1 year. The comparison between fig. 3 and fig. 5 in Chapter indicates
that eq. (11) offers valuations of k and c reasonably close those obtained
regressing the population by the censored technique. Moreover, utilizing
three free parameters, it considers the maxima observed in a clearer manner
than that possible by eq. (10). This does not mean that eq. (11) is to be
preferred to eq. (10): although the latter estimates n’, k and c instead of n’
only, the former, being regressed over the entire data population, implicitly
contains decidedly richer informadion.
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Figure 3: Examples of extreme wind speed stalistics computed by population

analysis.



2.3 Asymptotic analysis

It has been demonstrated {Fisher and Tippett, 1928] that, for n or 7’ tending
towards the infinite, the distributions of the extreme values provided by
eq. (8) and eqg. (9) tend, according to rules depending on the tail of the
population diszribution {Gumbel, 1958], towards one of the three following
asymptotic distributions denominated respectively of the [, II and III type:

Fy(v) = ezp{—ezp{—a(v - u)i} , -0 <v<+toec  (12)
Fr(v) = exp{— (%)a} , =20 (13)

—-v

)by G

where a,u,w,a, 3,2,y are the parameters. 1gs. (12), (13) and (14) have
the merit of mocelling the exiremes without requiring knowledge of the data
population.

Literature on this subject, especially the less recent, gives preference,
with diferent reasoning and according to the problem deait with, to type
[ [Court, 1953: Shellard, 1983; Davenport, 1968; Simiu et ai. 1978}, type 11
[Bernstein, 1367; Thom, 1968] or type I distribution [Simin and Filliben,
1980|. The wore modern iendencies, however, agree on judging the type I
asymptotic distribution as optimal. The reasons for this choice are many: as-
suming that the population distribution is represented by the Weibull model,
it falls within the exponential tail function class where it is demonstrated
that the distribution of the maximum tends towards eq. (12); the estimation
of u and ¢ is simpler than the estimation of the paramelers of the type OO
and TTT distributions; ones 2 and a are known, v may he expressed explicitly
as a function of K. ''he applicative studies indicate that the eq. {12} is
the asymptotic form best fitting the extremes observed. It is to be noted,
however, that this expression, being inferiorly unlimited, is not sufficiently
adequate from the concepiual viewpoint for representing wind speeds. 'fo
this, it must be added that, if it is substantially acceptable to assume n or
n' as tendentially infinite in the domain of ordinary return period values
(R = 20 — 100 years), this is found so much less correct the greater becomes
this quantity Cook, 1982; Lagomarsino et al., 1992}.

The estimation of the parameters u and a is generally made on the basis
of three classes of procedure: the momenis method, the least square method

Fy(v) = ezp{- (z

-z
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and the BLUE method. The moments method has been found to be decid-
edly inadequate due to the non-symmetry of the type I distribution. The
least square method has the limitation of being “hiased”. Among the BLUE
methods, the technique proposed by Lieblein [1974] is currently the most ac-
credited though it does not always provide completely reliable resuits. Some
preliminary analyses indicate ihe nse of robust and resistant mecthods as
being the most promising [Hoaglin et al., 1983.

Fig. 4 compares some type | extreme distributions obtained by regressing
the parameters v and a with different methods. It confirms the negative
opinion expressed on the moments method; in the cases shown, substantial
diversities do not appear between the use of the least squares method and
the Lieblein method.

2.4 Comparison between different procedures

The practical comparison between the process, the population and the asy mp-
totic analysis reveals that, when correctly applied, they furnish almost co-
incident results in the range of the return periods not greatly exceeding the
number of years for which measurements are available. On the other hand.
they often lead to increasing divergencies when considering return periods
well above this range (fig. 5).

Lagomarsino ei al. [1992] have demonstrated thai these tendencies strictly
depend on the & parameter of wind speed distribution (eqs. 18- 21 in Chap-
ter ...). If k£ > 1, Lhe asymptotic analysis furnishes resuits on the safe side.
while the process analysis is, with respect to the population analysis, more
prudent. On the other hand, if £ < 1, the asymptotic analysis becomes
unconservative, while the popuiation analysis is, at the same time. the most
prudent and reliable, In the same paper, a general framework is also given
of the most suitable approximate retationships aimred ag estimating the pa-
rameters of a given model, assuming the parameters of another as known.

3 Extreme wind speed statistics - extraordinary
aeolic phenomena

A sub-data base corresponding to winds of extraordinary type such as hur-
ricanes (paragraph 3.1) or tornadoes (paragraph 3.2) contains, in principle.
too small a number of elements (in most cases it does uot contain aay at all)

to allow application of the statistical analysis techniques described in rela-
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totic analysis.
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tion to ordinary winds. This makes recourse to alternative methodologies
indispensable.

3.1 Hurricanes

Statistical analysis of wind speeds associated with hurricanes has long since
heen carricd out utilizing the procadure formulated by Russeil [1971] and
summarized below:

1. the geographical areas in which hurricanes develop capable of striking
the station considered are identified;

2. a mathematical model based on the physical paramecters governing
the behaviour of the hurricane is set up. The model parameters are
characterized through probability distributions gained from the data
gathered, over the course of years, in the areas under examination (fig.
6);

3. applying the Monte Carlo method, a historic series of hurricanes is
generated such as to produce sufficient data at the station considered;

4. the ariificial daia thus acquired are submitted to the statistical analy-
sis techniques previously described, thus determining the distribution
function Fy(v) of the maxima due to hurricanes for each station.

Detailed expianations and considerable developments of this procedure
have heen carried out by Tryggvason et al. [1976], Batts et al. {1080j,
Georgioi vi al. 19831, Delaunay {1987}, Sanches-Sesmna et ai. [1988].

3.2 Tornadoes

Statistical analysis of wind speeds associated with tornadoes may, in prin-
ciple, bo carricd out paraphrasing the critcrion illustrated in relation to
hurricanes. This results de facto of little advantage, since the area struck by
an individual tornado is so limited as to render the generation time interval
tendentiously infinite such as to produce sufficient data.

With the current state of knowledge the analysis is generally carried out
following the formulalion given to the problem by Thom [1863):

1. the territory under consideration is divided into M regions character-
ized by homogeneous type tornadic occurrence;
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2. treating the tornado as a Poissonian event, and utilizing the informa-
ticn gathered, the probability F7,(v) is estimated that the maximum
speed does not exceed the v threshold at a given point of the region
containing the station examined;

3. the cumnulative distribution of the maximum Fy/(v) is expressed as the
product of F},(v) by the probability thai ihe tornado may strike the
station considered (fig. 7).

Substantial developments of this method have heen proposed by Wen
and Chu [1973), Garson et al {1975}, Twisdale {1978!, Twisdale and Dunn
(1082].

Independently of the mathematical aspects of these procedures, it should
be mentioned, however, that to rthe knowledge of the author, there are no
current single anemometric recordings able to prove the occurrence of these
phenomena {the extremely few instruments which have experienced a tor-
nado have duly ended up out of order or destroyed); all values currently
available have been gained by scales of intensity, following recornaissance
carried out in the areas hit [Metha et al., 1976; Waide-Tinsae et al., 1985].

3.3 Mixed wind statistics

With knowledge of the distribution functions FU\} (k = L,.., L) of the
annual speed maxima associated with the I aeolic phenomena considered,
the wlubal distribution function Fiyr(v) wray be expressed in an elementary
form bv introducing the hypothesis that said phenomena are statistically

independent from each other ;Gomes and Vickery, 1977/1978]. In this case
it resuits:

Fig. 8 exemplifies this result taking advantage of a choice of coordinated
axes such as to render the functions v¥(#){k = 1...L) linear; Lhis is pos-
sible only in the case in which all the L distribution functions Fi¥(v) are
expressed through the same model. In figure 8, diagram {a) illustrates the
case in which ordinary winds only are present. Diagram (b) shows what
happens when, alongside ordinary winds (dotted line), exceptional type ae-
olic phenomena occur (dot-dash lines); the more these are rare and intense,
the more the diagrams representing the same increase in their gradient and
translate towards the greater values of the return period.
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(a)

pell

Figure 8: Comparson between extreme wind speed statistics referred to or-
dinary winds and mixed situations.
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Experience shows that, in most cases, the first point of intersection 0 of
the sheaf of curves in diagram (b) is set to the right of the number of years
for which measurements are available. Significative exceptions to this prin-
ciple are represented, for example, by the U.S. east coast and by the north
Australian coast where tropical cyclones possess extremely high frequency
and intensity.

4 Conclusions and perspectives

A synthetic outline has been furnished of the methods at present most ac-
credited for analyzing extreme wind speed statistics. In addition to these
methods some recent results are also described of 2 series of researches car-
ried out by the author together with his co-workers prof. ing. Giulio Ballio,
dott. ing. Sergio Lagomarsino and dott. ing. Giuseppe Piccardo.

The writer maintains that the quality of results ebtained when applying
the above techniques can be substantially improved by re-formulating the
same procedures, :aking into vonsideration the effects associated with wind
direction. With the aim of developing this subject, a series of studies are at
present being carried out, the preliminary results of which strongly confirm
this concept.
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