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~ ditions.

1. Tntroduction

In a review of modeis for calculating atmospheric
dispersion, Smith (1984) reported that modals used
for regulatory applications are generaily many- years
behind the state of the art and produce predictions that
do not agree well with observations. Similar findings
were reported by Hayes and Moore { 1986}, who sum-
marized 15 modei evaiuation studies. Several regula-
tory modeis were tested by Bowne et al (1983, 1985)
with the Kincaid, Qlinois, and Bull Run, Tennessee,

tracer datasets used in our model deveiopment project.

For exampie, an equivaient of the Environmental Pro-
tection Agency (EPA ) CRSTER modei and two others
were tested by Bowne et al. (1983) for their perfor-
mance in an “operational” or “reguiatory” apptication,
Le., for their ability to predict ground-level concentra-
tions (GLCs) for specific averaging umes—1, 3, 24
h——without regard to the validity or accuracy of indi-
vidual model components ( plume rise, dispersion pa-
rameters, etc.). When predicted and observed concen-
trations at the Kincaid site were unpaired in space and
time, the CRSTER-equivaient modei predicted the
maximum hourly averaged SO, GLC to within 30%
but overpredicted the SF, GLC by 35% to0 70%; the
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field with any accuracy, ¢.g., the correlation coefficients
berween observed and predicted concentrations were
often negative. In their evaluation of individual model
components at the Kincaid and Buil Run sites, Liu
and Moore ( 1984 ) and Moore et al. ( 1985) found that
many did not perform well. For exampie, lidar obser-
vations of vertical dispersion, «, were generzily smaliler.
than model predictions.

A set of review papers in the November 1985 issue
of the Journal of Climaie and Applied Meteorolegy
(JCAM) summarnized recent research on turbulence
and dispersion in the pianetary boundary layer and
discussed its use in the development of improved mod-
eis for dispersion applications. The results of most im-
mediate use concerned dispersion in the convective
boundary layer (CBL), in which the important length
and velocity scaies of the turbuience are the CBL depth,
h, and the convective velocity scale, wy:

( ﬁ oh)ln
Wy =X | —=

7 (1)

Here, g is the gravitatonal acceleration, w and dp are
turbulent fluctuations in verucal velocity and potential

temperature. wdo is the surface kinematic heat flux.
and 6, is the mean potential temperature at the surface.
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The overbars refer to time averages over about | h.
Note that the convective velocity scale is not dependent
on the wind speed, u.

The emphasis on the CBL was driven in part by

applicatons—ihe maximum GLCs from tail stacks
generally occur during convection. One of the key rec-
ommendations from the JCAM ~apers was that w,
and k& should be used directly in expressions for the
lateral { o) and vertical ( ¢.} dispersion parameters since
suceessful demonstration of this approach already had
been made. Another suggestion was that the p.d.f. dis-
persion model, which is based oa the probability den-
sity function (p.d.f.) of vertical veiocity fluctuations
(w), should be extended 10 buoyant plumes. In the
CBL, the verucal velocity p.d.f. is non-Gaussian and
accounts for the non-Gaussian nature of the vertcal
dispersion. A third recommendaton was that a special
treatment was required for the slow downward disper-
sion of highly buoyant plumes thar loft near the top of
the CBL.
" In addition to the above, recommendations were
given for planetary boundary layer (PBL) wind and
turbulence profiles as weil as methods for estimating
key boundary layer variables: e.g., the surface heat and
momentum fluxes, 4 (van Ulden and Holtslag 1985;
Weil 1985). Recommendations were aiso given for
dispersion in the stable boundary layer (Hunt 1985)
and on conceatration fluctuations and uncertainty;
however, they were considered more for research and
future model development than for immediate use.

Prior 10 the JCAM articles, several efforts took place
to develop improved dispersion modeis based on PBL
understanding. One was by Venkatram (1980}, who
developed an “impingement” model for buoyant
plumes. The GLC distribution was found from an as-
sumed ..d.f. of the impingement distance, which .3
where piume segments caught in downdrafts first touch
the surface. The mean irnpingement distance was found
from Briggs’ (1975) touchdown model for piume rise.
The mode! included convective scaling and showed
good performance in an evaiuanon with field obser-
vations around tai stacks.

Other efforts were those of Weil and Brower ( 1984)
and Berkowicz et al. ( 1985) who improved the Gaus-
sian plume model by including dispersion parameters
and stability estimation methods based on convective
scaling ideas. Weil and Brower adopted Briggs’ empir-
cai dispersion curves, which were intended for elevated
releases and were consistent with the short-range limit
of statistical theory. They reiated the curves to u/w,
using interpolation expressions for the turbulence
components, ¢,, 0.. Lhey inciuded Brggs' (1975,
1984) formulations of final rise in convective condi-
tions and partial piume penetration of elevated stable
layers. An evaluation of their model with SO, GLC
measurements around Maryland power planis showed
that it performed much better than the EPA CRSTER
model. However, a later evaluation by Tikvart et al.
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{1987 showed that it overestimated the maximum SO-
concentrations around the Clifty Creek power plant by
a factor of about 2. The overpredictions occurred for
highly buoyant pilumes that did not penetrate the eie-
vated inversion and presumably did not disperse as a
passive tracer (Weil and Conio 1985). Instead. such
piumes tended to remain near the top of the CBL and
disperse downward slowly over long distances.

Berkowicz et al. (1985) deveioped expressions for
oy and o, explicitly in terms of w,, u,, &, Z, and x,
using statisticai theory for elevated sources and an ad-
aptation of it for surface-layer sources. Here, u, is the
friction velocity, 2 is the surface roughness length, and
x is the downwind distance. Evaluation of their model
with GLCs from a few selected periods at the Kincaid
plant showed satisfactory performance.

Researchers at the EPA foilowed some of the rec-
ommendations in Hanna et al. (1977) and the 1985
JCAM papers to formulate their Gaussian model, TU-
POS (Turner et al. 1986). For example, they calculated
dispersion parameters directly using statistical theory
and vertical profiles of turbuience based on PBL pa-
rameterizations; in addition, they computed plume rise
and partial penetration of elevated inversions using
modeled profiles of wind and temperature. Gryning et
al (1987) used a combination of eddy-diffusion theory,
statistical theory, and empiricai parameterizations
aiong with simple expressions for wind and turbulence
profiles in terms of relevant PBL scaling variables to
derive simple expressions for dispersion and concen-
tration fields. Their model, applicable only to non-
buoyant sources, showed good azreement with ob-
served dispersion and concentrations.

Qther models have been developed or evaluated us-
ing portions of the Kincaid data base. One is the Ber-
kowicz et al. ( 1985 ) model mentioned eardier. A second
example is Pierce’s (1986) testing of Briggs’ (1985)
empirical model for dispersion of higbly buoyant
piumes in the CBL. Although there was considerable
scarter berween observed and predicted GLC's, the
performance statistics for the Briggs’ model were sub-
stantially better than those of the EPA MPTER modei.
A third is that of Petersen et al. ( 1987) who tested their
eddy-diffusion { X} model with two days of the Kincaid
data. Their K values were prescribed in terms of tur-
buience velocity variances which were calculated from
a second order closure modei. The modei performed
satisfactorily under neutral to stable conditions but
underpredicted the maximum of GLC’s by a factor of
two during convection; the authors artributed this par-
tially to the inadequacy of K theory for geating dis-
persion in convecton.

The purpose of the project descnibed in this paper
was to deveiop a new dispersion model for buoyant
piumes from tail stacks, inciuding as many of the new
theoretical concepts as possible. The new model, called
the Hybrid Plume Dispersion Mode! (HPDM ), was
intended for applicaton in the reguiatory setting (i.e.,
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TABLE 1. Site charactenistics and data collected.

Parameter Kincaid Buil Rua
Te.rain Flat farmland, some lakes Roiling 100 m forested hills, some lake .
Megawatts 1320 950
Stack height and diameter i37Tm.9%0m H¥im,%0m
SO, dats 30 stations, operatad for about one year Not used
SF, data 200 monitors depioyed on ares from 0.5 1o 50 km: 200 monitors deployed ca ares from 0.3 to 50 km;

location depends on met.; three 3-week periods.
(00 m tower (including wuw turbulence) doppier acoustic sounder, slow-rise tempersture soundery, 10 m

Meteorologicai data
suppiementai towers

Lidar Three rypes of lidar doing piume scans

location depends on met; two S-week periods.

Two types of lidar doing piume scans.

applications to a year of hourly data, where only routine
meteorological data are available). HPDM was devel-

oped and evaiuated primarily using field data from the

Kincaid, Illinois, and Bull Run, Tennessee, power
plants. It was also evaluated with a high-wind dataset
from five other power plants. The following sections
describe HPDM and its meteorological assumptions.

" 2. Field data used for model development and evalu-

ation

Scientists, engineers, and techaicians from several
companies converged on the Kincaid, Illinois, power
plant in 1980 and 1981, and the Bull Run, Tennesses,
power piant in 1982 in order 1o collect meteorologicai
and acrometric data to be used in the development
and evaiuation of transport and dispersion models for
emissions from tall stacks. The Kincaid plant is sur-

. rounded by flat farmiand and the Bull Run plant by

rolling wooded terrain, typicaily 100 m high hilis. For
most of the observations, the basic averaging time was
1 h: the primary tracer material measured was SF gas,
which was reieased from the plant stacks. Bowne et al.
(1983, 1984) summarized these observations, which
are believed to be the most comprehensive of their type.
The total data file from these experiments inciudes five
Henz turbulence data, S-min SO, data, and lidar data
from huadreds of plume scans. Tabie | lists the site
characteristics and types of data coilected. The 200 SFs
monitors were shifted day-to-day to coincide with the
forecasted wind direction and the expected distance to
the maximum ground level concentration. Figure |
shows a map of monitor positions at Kincaid for neu-
trat conditions and westerly winds. For a wind speed
of 5-10 m s~', the angular extent of the monitors
should be sufficient 10 capture the entire plume. Thirty
S0, monitors were also operated at Kincaid, and their
positions are shown in Fig. 2. At Buil Run, where winds
were lighter ( typicaily about 2 m s™'), the anguiar ex-
tent of the monitors was increased (Fig. 3 shows the
monitor positions at Buil Run).

It ‘vas recognized that the data used to develop the
new model shouid not be used in the final evaiuation
of the model. Consequently, the data were divided (by
day) into two paris—a deve{opmentai database and an
evaination database. The evaluation database was not
touched unni the ninal mode! runs were made that are

reported in this paper. These data are not truly inde-
pendent, since the fieid site is unchanged and pollutant
concentrations on one day could be correlated with
those on the next. However, the database division was
the best approach that could be foliowed without con-
ducting experiments at more sites. _

Most of the metsorological and acrometric obser-
vations in the developmentai database were analyzed
to some extent. In the anaiysis, it was discovered that
some observations contained much more uncertainty
than others. For example, the turbulence and PBL
height measurements from the Doppier Acoustic
Sounder (DAS) were unreiiable during nighttime and
transition periods. In addition, the turbulence mea-

surements from a three-dimensional propeller ane- -
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mometer on the tower were found to have several un-
resoived problems including a mean verrical speed, W,
nearly equal to the standard deviation (e.). Other
measurements such as the SFg concentrations and the
wind speeds from cup anemometers on a tower were
much more accurate, Tabie 2 presents a summary of
the estimated uncertainties in some of the measure-
ments. Note that a 6% error in the measured SF; con-
centration transiates directly into a 6% discrepancy be-
tween observed and predicted concentrations.

3. The hybrid piume dispersion model (HPDM )

The maximum hourly averaged ground-level con-
centrations { GLCs) around tall stacks in flat terrain

usually are observed during unstable conditions whea
plumes are dispersed by large-scale downdrats and
updrafts (section 1). The rate of dispersion depends
not oniy on u, w,, and 4, but also on the plume buoy-
ancy flux. Another meteorological situation that can
lead to moderateiy high GLCs around tail-stacks is
high-wind. neariy-neutral conditions in which wrbu-
lence and dispersion are dominated by wind shear. This
situation also can cause high GLCs over a 24-h period
because it can persist for many hours with a quasi-
steady wind direction. For tall stacks. the CRSTER
model significantly underestimates concentrations
during high-wind, nearly-neutral conditions because
the modeled #. is too small (e.g., Venkatram and Paine
1985). In devetoping HPDM, we have focused on dis-

.‘.
b
1
<
#
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TaBLE 2. Uncertainties in EPRI data. Kincaid site.
e

Standary
deviation
Parameter of error Method of determination
Monitored SF,
<100 ppn 6 ppt Colocated samplers, duplicats
=100 ppt % anaiyns
Wind direction
Vane on tower 1* Alignment checks*
Various 20* Comparison between rawinsonde,
instruments DAS, and vane on tower
Wind speed (tower) Qlms™ Tura cups by motor®
Turbsient spead 05ma with cups
(3D procs)
dT7dz (towen) 0.01°C/m Tower versus sounding
Mixing height &
Night DAS™ =100% Comparison with sounding
Day tempersrure =10-20% Analysis of sounding by three
ounding metedrologisy

'mmlmhwyhn.ﬁumm-u-m
wmwmmmmmmm
straments.

** DAS = Doppier Acoustic Sounder.

persion in these two meteorological situations and. on
the estimation of the necessary PBL variables,
HPDM is intended to be applied in the same magner
as EPA regulatory models such as CRSTER, MPTER,
or ISC, and, therefore, must be computationally effi-
cient. That is, it should caiculate the hourly averaged
GLCs at multiple downwind receptors over a [-yr pe-
riod and within a reasonabie amount of computer tirne,
In addition, it must be “user friendly” such that prac-
titioners with a minimum of training can apply it. For
these reasons HPDM was formulated in the basic
framework of the MPTER model, which is familiar 1o
the air quality modeting community. The equation for
the goound-level concentration, C, has the general
form: . '

c-—-L~QG G: (2)

where Q is the source emission rate, u is the mean wind
speed, and G, and G, are concentration distribution
functions in the laterai and vertical directions, respec-
tively. HcreG_.iscvaluatedatthemnﬁce,z=0.Asis
customary with “steady” plume models, the source and
meteorological conditions are assumed to be constant
over the averaging time (| h) and the wravet time from
the source to the receptor.

The lateral concentration distribution is assumed to
be Gaussian for ail stability conditions; i.e., Gy is given
by

Gy = (V2xa,)™ exp(—0.5((y - y,)a,)) (3)
where y, is the lateral position of the piume centeriine,

The vertical distribution is assumed to be Gaussian
only for siable and neutral conditions, which are de-
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fined in Section 3a; for these conditions, G, is given
by

G, =(Vx/20.)"" CXP("OJ(;}/"':)Z) (4)

where z, is the height of the plume centerline above
the ground. Equation (4) accounts for plume reflection
a1 the surface; image sources are added to accounr “r
plume reflection at the top of the boundary layer, z
=k,

The dispersion parameters and piume height depend
on the vertical profiles of wind, temperature, and tur-
bulence in the PSL. In the following, we discuss meth-
ods for determining these profiles and then describe
modeis for estimating the dispersion and plume height,

a. Boundary layer parameterization

Wind, temperature, and turbuience profiles can be
provided to HPDM by detailed on-site observations if
availabie. These data should be obtained within 2 ki-
lometer or so of the source. However, since these ob-
servations generally are not available, we have included
formulas for modeled or parameterized profiles, These

profiles depend on the surface heat and momentum -

fluxes and the mixing depth, which can either be mea-
sured or estimated from routine observations such as,
for exampie, wind speed near the surface, insolation,
cloudiness, and temperature. At most sites, the fluxes
and the mixing depth probably wouid have to be es-
timated due to the lack of direct measurements. Here,
we summarize the methods used to estimate the fluxes,
the mixing depth, and the profiles; mast of these meth-
ods have been obtained from previous investigations.

) SURFACE HEAT AND MOMENTUM FLUXES

‘I'hcsurfaccsensiblchmﬂux,H,mnbedemrmined
from the energy balance at the earth’s surface (QOke
1978):

R =H+ LE + G, (5)

where R, is the net radiation, LE is the latent heat flux,
and G, is the soil heat flux. This general relationship
is used for both daytime in which R, is dominated by
the insolation and nighttime when R, is determined
largely by the outgoing longwave radiation. Storage and
advection of energy are neglected in this equation.
Consequently, it is expected to be least accurate during
sungise or sunset transition periods when surface tem-
peratures are changing most rapidly, or during post-
frontal situations when significant cold or warm air
advection is occurring.

In daytime, the net radiation R, is found from 2

surface radiation budget formuia suggested by Hoitsiag
and van Ulden (1983);

_(l—f)R*'C.Té—trT'-i-cuV
I+

R, (6)
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where R is the solar insolation, r is the surface albedo
(expressed as a fraction), T is the air temperature,
N is the cloud cover (expressed as a fraction), and
s is the Stefan~Boitzmann constant, 5.67 X 107
W m-? K. Holtslag and van Ulden assumed ¢,
=531 X 10"*Wm K™ and ¢; = 60 W m " based
on other studies and derived ¢; = 0.12 from cbserva-
tions in The Netheriands. In the absence of measure-
ments, the solar insolation is calculated from the
Holtslag aod van Ulden (1983) expression

R = ((990 W m %) siny — 30 W m~2)(1 — 5, ¥*)

y (7
where » is solar ¢levation angle and the dimensional
constants are appropriate for temperate sites at mid-
latitude. The parameters b, and &, are empirical coef-
ficients derived from observations of solar insolation
during conditions with varying cloudiness; we assume

by = 0.75 and b, = 3.4.

The albedo is relatively constant for solar elevation
angles, v, above 30°, but increases for lower angles

(Coulson et al. 1971; Igbal 1983). We derived an em--

pirical expression for the albedo, r, versus the solar
elevation angle, », that gives a reasonabile fit to the data
of Iqbal (sce Hanna et al. 1986) and have used it in
determining R,. ltis

r=r +(1—r)e”™n | (8)

where # is the albedo for » = 90°, a = —0.1, and &
==0.5(1 —r).

Jsing the observed insolation, we find that *he pre-
dicted R, from Egs. (6) and (8) is in good agreement
with observations at the Kincaid piant; ¢.g., the cor-
relation coefficient between the predicted and observed

- R, values is 0.985, and the root-mean-square (rms)

deviation between the two is 42.9 W m ~? (see Hanna
et al. 1986).

Given the net radiation. R,, the sensible heat flux,
H, is obtained from the expression of Hoitslag and van
Ulden (1983):

(1 —a)+{v/s)
H=
( L+ (v/s)

where a is an empirical surface moisture parameter
ranging from 0w 1, ' =20 Wm™, G, = 0.1R., 5
= dg./dT, g is the saturation specific humidity, ¥
= ¢,/ \, ¢, is the specific heat of air, and A is the latent
heat of water vaporization. The ratio /s varies with
temperature, 7, in the manner listed below

) (Re~Gp) = a8 (9)

TG -5 0 5 10 15 20 25 30 35

/s 01 a4 106 079 0.60 045 035 027 0.2

Holtslag and van Ulden found that « was | for a grass-
covered surtace in The Netheriands and was 0.45 for
a moderately dry surface in the U.S, (in the Praine
Grass expenment ).
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The assumption that the ground heat flux G, is 10%
of the net radiation flux R, is valid only for grassy
ficlds. For desert areas, G, may be as much as 30% of
R,, and for forests, G, may be as low as {% of R,. In
urban areas, G, is sometimes equal to. R,.

Given the definitions of latent and sensible heat
fluxes in the Holtslag and van Ulden method, the fol-
lowing expression for the surface moisture parameter,
a, can be derived:

. (1 + v/s)0.9R,)
(1 + Br){09R, + F(1 + v/5)]

where Br is the Bowen rato

(10)

x

Brﬂ% {11)

During daytime, Br is usuaily positive with values

ranging from 0.1 for water bodies, to 1 for temperate
grassiands, and as large as 10 for deserts, In HPDM,

‘the Bowen Ratio is estimated by month for certain

wind direction sectors, as a function of surface type
and general climatological datz (see Hanna etal. 1986).
For each hour, an estimate of the moisture parameter,
a, is made from Eq. (10), which is then substituted
into Eq. (9) to calculate the sensible heat flux, A.

Using the sensible heat flux, H, the Hoitslag and van
Ulden (1983) method calcvlates a neutral friction ve-
locity, u,,, and a Monin—Obukhov length, L, using
the following equations:

"tty, = 0.4u/1n(z/20) (12)
L = —u Toc,/(0.4gH) (13)

The friction velocity, i, equals the square root of the
surface momentum flux divided by p. For daytime
conditions, the following Eq. ( 14), and Eq. (13) are
iterated over u, and L until the desired accuracy of L
is reached, using ¥, as the stability correction. These
formuias are suggested by Businger et al. (1971):

uy = 0.4u/(10{2/2) — ¥m) (14)
where
Ym = 2(0.5(1 + €71)) + In(0.5(1 + 221
- 2 arcan(®;) + x/2 (15)
and
&, = (1 — 15z/L)"""* (16)

Because Eq. (12) neglects the displacement length,
it should not be zpplied to sites where the wind speed

is observed near the tops of tress or other large rough-

ness slements. Also. it shouid be pointed out that Eq.
(13) neglects the contribution of water vapor 10 buoy-
ancy. This omission has less than a 10% erfect on the
calculated L (Bnggs [985).
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At night, when the aumosphere is stable, the Weil-
Brower (1984) method is used to calculate the heat
and momentum fluxes and the Monin-Obukhov
length. It is assumed that ¢, = -3z/L = —4.7z/L in
Eq. (14). A scaling temperature, 4, , is defined by the
rejator:

0 = —H/(pcou,)

Our methods of estimating 4, are guided by observa-
nonsmponadbyvanlndcnandHoltslag( 1985) which
show that 8, o u3 atsmallu.,a. ~ constant at mod-
erate u,,and 8, o uy' at very large u, . A first estimate
of the scaling temperature 4, is made using Hoitslag
and van Ulden's (1982) empiricai equation for the
moderate u, region:

8o, = (0.09 K)(1 — 0.5N%) (18)
where NV is the fractional cloud cover and §, has units

of Kelvins. Note that this equation implies that the.

scaling temperature is a constant at night under clear
skies. A second estimate of 4, for the small u, region

"is made by setting 2uy/CH3 u = | in Eq. (20) below.

This resuits in;
’ Ouy = TConts* /(48 mzg) L (19)

where the neutral drag coefficient Cpy is defined as
0.4/In(z/z) and 8, is a constant 4.7, This limit will
produce the minimum possible L from Eq. (20) and
thus, combined with the 8, from Eq. (18), will define
i maximum range on #,. Then 4, is set eoual to the
smaliler of 8,, and O4,-

From Eg. (17) it is seen that the sensible heat flux,
H is proportional to the product of «, and &,. For
la:ge values of u {or u,), where §,, is sailer than
0¢,, an additional check ou the product u,8, must be
made, since the heat flux i does not keep increasing
indefinitely with higher wind speeds. Here H is lim-
ited by the isothermal net radiation, (, which is arbi-
trarily taken as —50 watts/m? Thus, equating &
= —pCltd, with ', the vaiue of 4, is not ailowed to
exceed 0.05/ u,, where ail parameters are expressed in
MKS units.

During stable counditions, when ¢, = —8.2/L in
Eq. (14}, a quadratc equation in u, resuits and an
analytical solution for u, is possibie:

11/2-
u_:c';””[u(l—(;‘f;’)) ] (20)
where

Uy = (Bmg8e/T)"? and Con = 0.4/10(2/2) (21)
For real soiutions, the foilowing condition must be met:
2uy/{CHau) < | (22

If this condition does not hold. L is set to a defauit
minimum of 5 m in HPDM and u, is calculated with
that assumpnion. Otherwise, L is caiculated from
Eq. (13).

(17)
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From these procedures, estimates of A, u,, L. and
d, for ai] stabilities are made within HPDM. The min-
imum set of input data consists of wind speed at a
single height, time of day (to calculate the sun’s ele-
vation angie), and cloudiness. If other observations
are available (such as ground heat flux or net radia-
tion), they can be substituted for the dd'ault assump-
tions used above,

- 2) MDXING DEPTH, A

Observations of mixing depth, 2, should be used if
available and if there is expected to be little error. Our
experiences at the Kincaid site (see Table 2) suggest
that observations of /4 tend to have an error of +20%
during the afternoon and +100% during the nighttime
and transiton periods. These mixing depth observa-
tions were made by Doppler Acoustic Sounder (DAS)
and by slowly rising minisondes, and the errors were
determined by intercomparisons of mixing depths es-
timated by three different meteorologists from the dif-
ferent observing methods. These observations have
much uncertainty in the mid-to-late morming period
when maximum ground-level concentrations are ob-
served.

If observed mixing depths are unavailable or unre-
liable, anatytical formulas for the mixing depth are used
im HPDM. For stable conditions, the Nieuwstadt
(1981) interpolation formuia was first tested:.

=1 + (1 + 2.28u,/fL)'"?
3.8

which approaches the limit # = 0.3u4,// in neutral
conditions ( L = o ). The Coriolis parameter, f, which

(h/L) = (23)

- equals 107 sec™' at midlatitudes is included in this

equation mainly because a time scaie is needed in a
dimensional argument, rather than because it has any
physical significance. For unstabie conditions, the Car-
son (1973 ) prognostic equation for 4 is used, as mod-
ified by Weil and Brower (1984). This procedure de-
pends on estimation of the surface heat flux, H, and
the magnirude of the temperature gradient in the cap-
ping inversion, and produces a rising mixing depth
during the moming as heat is added to the boundary
layer. The Carson unstable mixing depth estimate does
not necessanily approach the limit A = 0.3,/ f ia neu-
tral conditions (L — —« ). Furthermore, neither this
formmuia nor any other theoretical formula can ade-
quately treat the breakdown of the inversion during
the late aftemoon.

Initiaj testing of Eq. (23) in HPDM showed poor
modei performance in high-wind neariy-neutral con-
ditions. An independent dataset consisting of over 200
h of SO, concentration observations during high-wind
conditions (u > 8 m s~') at five power plants was
available for mode] testing (see section 44 for a more
compiete description of these dawa). The observed
maximum SO, GLCs showed no significant variability



214 JOURNAL OF APPLIED METEOROLOGY

from stable to unstable conditions. However, Eq. (23)
predicts a rapid drop in the mixing depth between neu-
tral conditions and slightly stable conditions (e.g.,
for u, = 0.5 m s, the predicted neutral & = 0.3u,/f
~ 1500 m:but forue = 0.5 ms'and L = |00 m
the predicted £ = 225 m). Because the stack height is

about 200 m and plume rise is on the order of 100.

m, the plume centerline height for uz, = 0.5 m s~

and L = 100 m is above the mixing height predicted
by Eq. (23), and GLCs predicted by the dispersion
model are therefore very low.

To produce agreement between observations and
model predictions of GLCs during high-wind condi-
tious, the predicted mixing depth should be sufficiently
above the predicted plume cievation that it does not
affect the plume dispersion. For these reasons, the de-
fault assumption is made in HPDM that & = 0.3u//
for high-wind neutral conditions. For the purposes of
- calculating ground-level concentrations, neutral con-
ditions are defined in HPDM by L > 100 m on the
stable side and by 2 method proposed by Goider (1972}
on the unstabie side. The Goider method uses boundary
layer theory to assign limits to L for certain roughness
lengths and Pasquill stability classes. Perhaps in the
future, researchers can work towards the development
of a method for predicting mixing depth that provides
_ a smooth tragsition from unstabie to stable conditions

and is consistent with observations of vertical disper-
gion of tall stack plumes in high-wind conditions.
HPDM currently has a discontinuity in A as L passes
through approximately —100 or {00 m. For example,
when L = 101 m, h is assumed to equal 0.3u,/f, and
.when L = 99 m, 4 is given by Eq. {23).

In practice, any definitions of mixing depth that in-
volve the friction velocity, u,, and hence the Monin—
Obukhov length, L, will experience difficuities during
light-wind cloudy conditions. Wind observations be-
come highly uncertain at values near the threshoid of
the instrument, and therefore any caiculations of i,
L, and A are equaily uncertain. The threshoid or start-
ing speeds of anemometers used for rounine observa-
tions are typicaily on the order of ! m s~*. Conse-
quently it is expected that the boundary layer param-
eterization in this secrion will be mcst accurate during
moderate to high-wind neutral conditions rather than
during light-wind neutral conditions. This problem
during light-wind neutral conditions has limited impact
on comparisons with observed maximum GLCs, since
the plume wiil rise high into the atmosphere and dis-
perse to0 the ground relatively slowly at those umes.

3) WIND SPEED PROFILE

If observations of wind speed at piume elevation are
not available. the Businger et al. (1971} wind speed
profile formulas (14-16) are used to extrapolate to
stack top eievanion during unstable conditions. For
stabie conditions. the wind speed protile formula re-
duces 10 2 simpie log-iinear refanon:
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Uy z z
au e [1.,(:_0) + 4.7( L)] (/L>0) (24)

Theoreticians suggest that this formula may break
down at about z = L, above which the profile tends to
a purely linear form. We assume that it is valid up to
the top of the nocturnal boundary layer (A ~ 5L).
Because comprehensive observations and modeis are
not available for the wind speed in the upper part of
the PBL for ail stability conditfons, the wind speed is
assumed to be constant at heights above the nocrumal
boundary layer {from Egq. (23)] or the highest mea-
surement level (whichever is higher). The model can
also accommodatc chzerved wind data if they extend
above stack top elevation.

. 4) POTENTIAL TEMPERATURE PROFILE

In some rare cases, temperature profiles may be ob-
served at heights where the plume is located and would
be input directly 1o the model The following proce-
dures are used if these data are not available:

if conditions are unstable, HPDM sets dff / dz to zer0
at piume elevation. Otherwise, the Stull ( 1983 ) scaling
formula is used:

(d8/dz)/(dB/dz) = exp(—0.T7(z2/ Hr — 2,/ HT)]
: - (25)

where it is assumed in HPDM that the scale height Hr
equals the pbi height A, as observed or as predicted by
Eg. (23). Note that an observation or prediction of
dﬂ/dzatsomelevei(z.)isneededinordcrtoestimate
dd [ dz at another level (2;).

If no df / dz is observed at any levet, the mode] creates
one in the surface layer using an equation suggested
by Businger et al. (1971):

dijdz = (8,/0.42)(0.74 + 4.7z/L).  (26)

A height of z, = 50 m wouid be used in this procedure,
and the resuiting ( 48/ dz); would be input to Eq. (25).
This part of the model has not been adequately tested,
since the Kincaid and Buil Run piumes never produced
significant ground level concentrations during stable
conditions.

5) TURBULENCE FORMULAS

If the turbulence componenats ¢, and s, are observed
at stack elevation the model uses these observations
directty. Otherwise, it calcuiates the turbulence com-
ponents internaily by means of analytical formulas.
With the exception of dual doppier acoustic sounders
or extremely tall towers, current technology is inade-
quate for making routine observations of turbuience
at heights of 200 10 300 m. Qur experience with the
Doppler Acoustic Sounders at the Kincaid and Bull
Run expenmental sites suggests that these turbulence
measurements are unreliable. Consequenty, the theo-
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retical formulas for turbulence are likely to be used in
all instances at tall stacks. Hicks' ( 1985) interpolation
formulas for hourly averaged turbuience components
are used in HPDM for nearly neutrai conditions with
positive sensible heat flux;

Ty = (1.20u? + 0.35w2 )72 (27)

T = (3.60u? + 0.35w2)112 (28)

where subscript “0™ refers to conditions near the
ground surface. Predictions of these formulas were
shown by Hicks to agree quite well with observations
at a number of field sites. The p.d.f. and convective
scaling models assume that o, and o, are constant with
height within the mixed layer (0 < z < h). If the plume
is compietely above the mixing height in unstable con-
ditions, the turbulence parameters #,’'and @y are ar-
bitrarily set equal to 0.] times their surface values.

There is no information in the literature on the values:

of ¢ and «, above the mixed layer and the transition
layer, but as this information becomes available,
HPDM should be modified, where appropriate.

. Initially, HPDM was tested using the following -
theoretical formulas for the turbulence parameters in
slightly stable and stable couditions (Hanna, Briggs, .

and Hosker 1982): ,
Slightly stable (L > 100 m):
Twi e = 13 &xp(-2/z/u,)
| ooty = 2.0 exp(—2f/uy)
Stable (L < 100 m):
L e = 13(1 = 2/k).
ov/ty = 2.0(1 — z/h)

(29)
(30}

(31)
(32)

This set of theoretical formulas did not produce good
agreement with SO; GLCs observed during the high-
wind experiments ( see Section 44). Consequently, sets
of effective turbuience parameters were defined that
produce the best estimates of GLCs from tall stacks
during the high-wind conditions that were investigated
in this project.

Slightly stable (L > 100 m):

Tw = 0.50, (33
oy = 0.704, (34)
Stable (L < 100 m):
T = 131, (35)
oo = mMax([.5uy,, 0.5 ms™") (36)

These formulas are recommended for stack heights
above 100 m. The 0.5 m s™' minimum in Eq. (36)
accounts for meandering that occurs over an hourly
period and has been found to be valid at several ex-
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periments in a variety of locarions ( Hanna et al. 1985).
The L = [00 m criterion for the dividing point between
slightly stable and stable conditions is the sz.nie as that
specified in section 3.2, These formuias apply oniy to
tall stack plumes within the mixed layer. For plumes
above the mixed layer, the arbitrary assumptions .,
= (.10, and @, =0.1¢,, are made, as before. Equations
(33) through (36) represent effective turbuience pa-
rameters ag they relate to dispersion of plumes from
tall stacks towards the ground, and it is not implied
that these turbulence parameters would be observed
by an anemometer at stack height. Furthermore, since
the GLC is also a strong function of plume rise, these
optimum estimates of ¢, and o, are tied to the plume
rise equation (see Eq. 58) that applies in these condi-
tions. : :

b. Vertical dispersion in unstable conditions

Here HPDM has two options for the vertical term,
G, in the dispersion equation (Eq. 2) for unstable
conditions: a probability density fiinction (p.d.f) mode!
developed from the Weil and Brower (1985) paper,
and 2 convective scaling mode] described by Hanna
and Paine (1987). These formulas for unstable con-

ditions are more important than the formulas for stabie

or neutral conditions at Kincaid and Buil Run because
maximum observed ground-level concentrations were
observed during unstabie conditions at those sites. The
p.d.f. model is so named because it accounts for the
known non-Gaussian p.d.f. of vertical velocities in the
convective boundary layer (Briggs 1985, Weil 1985).
It is used to predict the crosswind-integrated concen-
tration, C,, which is equal to the (Q/u)G, product in
Eq. (2). The p.df model is used in HPDM for low
buoyancy fluxes, defined by F, < 0.1, where the di-
mensioniess buoyancy flux is defined by

Fy = Fluwkh (37)

where

F= w,R,z(g/T,)( Tp - Te) (38)
and w, is initial plume vertical speed, R, is initial plume
radius, gis the acceleration of Zravity, T, is initial plume
temperature and T, is ambient temperature. The pa-
rameter F is commonly referred to as the plume buoy-
ancy flux.

The scaling parameter, F,, is approximately pro-
portionai to the ratio of the plume rise in convective
conditions w the mixing depth. For F, < 0.1, the upper
part of the plume does not touch the top of the mixed
layer and the ground-ievei concentration can be pre-
dicted by integrating over an assumed analytical for-
mula for the verticai velocity p.d.f. This p.d.f. is the
sum of two Gaussian distributions—one for the up-
drafis and one for the downdrafts. It is assumed that
downdrafis occur 60% of the time. The dispersion pa-
rameter, ., is assumed 10 be a function of the buovant
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plume rise and the turbuient dispersion. The toilowing
solution is obtained:

Cyut/Q = (0.48/a%) exp(=h7"/2427)
+(0.32/0%) exp( 23%/2e7%)  (39)
where
o3 =02 FIXY + pix? (40)

Y =h?+ L6FPXYT +aX,  (41)

cd=lor2, hf = h/h, e%=o,/h, and X, = w.x/uh

The parameter A, is the stack height. The constants g,
= —0.35, a; = 0.4, by = (.24 and &, = 0.48 are r=lated
to the vertical velocity p.d.f. Subscripts | and 2 refer
to the downdrafts and updrafts, respectively. The F,
term in Eq. (40) contains the contnibution to o due

to buoyancy effects. Material that reaches the upper

boundary, A4, is assumed to disperse downward ac-

cording to a2 Gaussian formula. In order to obtain point

coucentrations from the predictions of cross-wind in-

tegrated concentration, C,, Eq. (39) must be muitiplied

by the horizontal term, G,, Eq. (3), with g, in the
p.d.f model given by: ‘

oy/h = 056X, /{1 +0.7X,)'"? (p.d.f model) (42)

..As the dimensionless buoyancy parameter, F,, ap-
" proaches | or greater, the plume interacts more and
more with the stable air capping the mixed layer. A
convective scaling formula (Hanna and Paine 1987)
is used in HPDM for extreme light-wind convective
conc’ticns with F, > |:

Cmax = 0.4(Q/FYwi(h ~ h,)/ h? (43)

where C,.. is the maximum GLC anywhere on the
network. This type of scaling formuia was suggested
by Briggs (1985), although we have substituted the term
(h — .}/ h* for 1 /A in his formula. This substituzion
is mecessary for tail stacks, where the buovant plume
begins rising from a height that is a significant fraction
of the mixing depth. The mode! implicitly accounts
for plume lofting into low canping inversions and sub-
sequent teentrainment of piume matenial into the
mixed layer. Note that Eq. (43 ) is independent of wind
speed and hence gives a solution even if the wind speed
approaches zero. To calculate concentrations art any
specific position, the following simple convective scal-
ing formulas are used for C, and a,:

Cuh/Q =0056X,/F, for X,/F.<10 {44)

Guh/Q = exp(—(TF,./ X)) for X./F.> 10
(45)
ay/h = 0.6X,. (convective scaiing model) (46)

Equation (43) was tested with the Bull Run data by
Hanna and Paine ( [987) with the resuits shown in Fig,
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4. The maxima observed and predicted C/Q agree
within +{0%, but the correlation among all the points
is not significantly different from zero.

< Di.i'pem‘on in newtral and stable conditions

The Gaussian formuia is used for horizontal disper-
sion for all stabilities and for vertical dispersion for

cutral and stable conditions. The total dispersion, o,
is assumed to be the quadratic sum of the component
due to plume zuoyancy, o, = Ah/3.5, and the turbulent
component, o, Or a.. The parameter A4 is the plume
rise above the stack 10p efevation. The turbulent com-
ponents are given by the formuias (Hanna et al. 1977):

oy = euxflx/uTy, ) u - (47)
. = o xf(xfuly, ) u (48)

‘where g, and ¢, are turbuient components, f, and f;

are dimensionless functions, and 7, and 7T, are
Lagrangian time scales for dispersion. If ¢, and o.
are not observed, they are predicted by Egs. (33)
through (36).

The functions f, and f; are given by:

Sy={1+0.9{x/(ux150005)]"2}~" (49)

fe=[1 + x/(2uT, )] {350)

The form of f, is based on a study by Hanna ( 1986),
who found that a ime scale T_ of 15 000 sec provided
a best fit to observations of lateral dispersion of plumes
from sources with stack heights of about 200 m. Draxler
(1976) first suggested this /y equation. bur assumed
that the ume scaie was 1000 sec based on observations
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of plumes from sources at heights closer to the ground
surface. The vertcal Lagrangian time scaie T_isgiven
by the formulas:

Stable:
T, =2zfen (ifzsL) (51)
T, =027s7'2 (if L <« .0 m) (52)
T, = (z/e )L~ 10m)/(z— 10 m)

+ 0275~z - L)/(z~10m) (if10m < L < 3)
{53}
Slightly Unstable:

T, =027(z/¢.)(0.55 - 0.38z/{-L})

(fz< |—=L]) (54)
Tz, = (0.3k/ @)1 — exp(=5z/h))]
= 0.0003 exp(8z/h) (f |-L| <z<h) (55)

where s equais (g/T) -(d8/dz). Equations (51), {54),
and (55) were suggested by Hanna, Briggs, and Hosker
(1982) and are based on boundary layer observations.
Equations (54) and (55) are used in HPDM for slightly

* unstabie conditions (unstable class “ D" as defined by

Golder 1972). The T, asymptote for stable conditions
(Eq. 52) is a slight modification of Hunt'’s ( 1982) sug-
gestions. Equadon (53) is an interpoiation betwesn
Eqs. (51) and (52) and should be further tested with
independent data. )

d. Plume rise and partial penetratwn of elevated in-
versions

The p.d.f and convective scaling model options -

contain implicit procedures for mmmg plume rise. For
neutral and stable conditions, plume rise and inversion
penetration are caiculated cxphcxtly by HPDM using

. formulas in this section. Plume rise, A4, is assumed to

be given by the minimum of the predictions of the
following set of standard equations:

Bent-over stabie

Ah = 2.6(F/us)'? {56)
Calm stabie

Ah = 4F' /g8 (57)
Finai transitional

Ak = 38.7F3 5y (58)
Unstabie break-up

Ak = 43(Ffu)y¥3g-ys (59)

Neutral break-up
Ah = V3(F/uud)(1 + A,/ k)23 {60)

where f is the surface heat flux in units of m* s~ 2,
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calculated using formuias in Section 3a. Briggs ( 1984)
discusses most of these plume rise options. and the
“final transitional” option is the equivaient of a formula
in the MPTER model, assuming high initial piume
buoyancy flux.

If the plume rise, AA, calculated from these proce-
dures exceeds 0.67 times the distance (A = A,) to the
mixing depth, then the top of the plume impacts the
capping inversion, partial plume penetration of the :n-
version is expected, and a new estimate of plume rise,
Ahy, is made using Eq. (57) and a default potential
temperature gradient d#/dz = 0.5°C/ 100 m. This de-
fault value is haif of what Weil and Brower (1984)
used in their PPSP model, and is necessary to prevent
overpredictions of GLCs discovered for the PPSP
model (Tikvart etal. 1987). The 0.67 factor is derived
from the assumption that plume radius is proportional

.10 0.5 times plume rise; consequently the top edge of

the plume first bumps the inversion when Ak = (&
~ h,)/1.5. The fraction, P, of pilume mass that pene-
trates the inversion is given by

P=l if (h—h)/ Ak <05 (61)
P=15—(h~—h)/6h if
0.5 <(h—h)/ ok <15 (62)

The effective plume rise of the pomon (1l = P)of the
piume t.rapped beiow h is calcuiated from the formula:

= (0.62 + 0.38P)(h — A,), (63)

wluch is based on lidar observations reported by Weil
and - Bower (1984). Given pew values of source
strength, Q(1 — P), and plume elevation, A, + Ak, the
standard Eq. (2) is used to calculate the downwind
distribution of ground-level concentrations.

Many researchers are currently working on the par-
tial penetration or lofting problem, and it is expected
that improved formuias for this phenomenon will soon
become available. Because of the modular format of
HPDM, modifications to the code can easily be made.

4. Evaluation of HPDM

HPDM has been evaluated using fieid data from the
Kincaid and Bull Run power piants and from a selected
high-wind dataset from five power plants. These two
evaluation exercises are described below.

a. Kincaid and Bull Run datasets

Details concerning the field experiments at the Kin-
caid and Bull Run sites were discussed in section 2,
and maps of the monitor locations are given in Figs.
| through 3.

1) PROCEDURES FOR MODEL EVALUATION

About 200 h of SFy data are available in the inde-
pendent datasets from each site and about |20 days of
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SO; data are available from Kincaid in the evaluation
database. The days in the evaluation database were not
used at all in the deveiopment phase of this project.
Recognizing the large errors in model predictions due
to wind direction uncertainties {Swith [984), it was
decided to restrict the model! evalyation 10 the maxi-
mum observed and predicted concentratons during
each hour on each monitoring arc. In any given ex-
periment, there were typically about five monitoring
arcs operating. Thus the observed and predictad values
are paired in space to the extent that they are the same
distance from the source, bur they may be at different
angular positions. In the resuits given below the fol-
lowing statistics are calculatad (Hanna and Heinoid
1985):
Mean Bias = C, - C,
Normaiized Mean Square Error (NMSE) _
= (Cp - Co) /CpCo (65)
"Correlation r = (C, - NG, — Col/oc,0c, (66)
Percent of C, within a factor of two of C, (67)

where an overbar indicates an average, and subscripts
P and o represent predictad and observed vaiues, re-
spectively, In addition the foilowing artributas of the
unpaired concentration distributions are studied:
maximum overall concentration, and the average of
top 25 concentrations (C (Top 25)).

(64)

Confidence limits on these statistics (except for the

" maximum ) for individual models and the differences

between the <tatistics for pairs of models are calculated

by estimating a p.d.f. of the statistic using the bootstrap
resampling procedure (Efron 1982). The bootstrap

procedure is very useful because it is NONparametric;

i.e,, it does not rely on a specified distrtbution function
for the concentrations. If the p.d.f.s were parametric
(e.8., Gaussian), standard statistical tests such as the
student ¢ or chi-square could be used to determine
confidence intervals. The bootstrap is best explained
using a simple example. Suppose a set of 100 pairs of
observed and predicted concentrations are avalable,
and G, and C, are calcuiated. Suppose the statistic of
interest is the mean bias, Cy — C,. In the bootstrap
procedure, 100 new pairs are selected randomly (with
replacement) by computer from the original set and
new values of C, and C, are calculated. This is done
100 to 1000 times (depending on the computer costs
and availability), giving a histogram or p.d.f. of the
statistic C, ~ C,. If ail of the resampied vaiues of c,
- C, are, say, greater than zero, then it can be stated
with great confidence thar C, — G, is significantly dif-
ferent from zero. But if the resampied ¢, - G, distri-
bution crosses zero at some point between the 2.5th
and 97.5th percentiles, then 1t cannot be stated with
93% confidence that Co—C,is signtficantly different
from zero.

The bootstrap can be applied to anv of the stansuyes
listed in Egs. (64) through (67). However. any siatis-
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tical procedure is limited by its underlying assumption
that the data are independent, which is not strictily true
for these data. Because the data are somewhat corre-
lated from one hour to the next, the effective number
of degrees of freedom will be less than the number of
data points, the true variance of the population will be
underestimated, and hence the statistical significance
of model differences will be underestimated. In addition
the estimation of confidence intervals is limjted by the
maximum value in the observed distributions; this is
more important for statistics near the tails than near
the center of a distribution.

2) RESULTS FOR KINCAID AND BULL RUN

The modei evaluation procedures described above
were applied to the evaluation database at Kincaid and
Buil Run. The MPTER model and the HPDM modei
were tested. Turbulence vaiues (o, and s,,) observed
at the 100 m level of meteorological towers at cach site
were used in HPDM where required. Mixing depths
predicted by the Carson-Weil-Brower method were
used for the SFs data hours and observed National
Weather Service (NWS) mixing depths {based on air-
port data) were used for the SO, data hours. Calcula-
dons of 1-h SF, concentrations and 1-h, 3-h, and 24~
h averaged SO, concentrations were made. Note that
the concentrations were normalized by the source
strength, O, in all these calculations.

The resnits for the maximum concentration (un-
paired) and the average over the top 25 concentrations
are given in Table 3. T*. » calculation of 95% confidence
limits on the C/Q (top 25) values yieids the following
resuits:

* HPDM predicted vaiues of C/Q (top 25) are not
significantly different from the observed vaiues for the
SF¢ Kincaid | h and the SO, Kincaid 24-h datasets.

* HPDM and MPTER modei predictions of C/1Q
(top 25) are not significantly different from each other
for the SF, Kincaid 1-h and the S0, Kincaid {-h da-
tasets.

It can be concluded that the two modeis have simiiar
performance when tested with the SFs Kincaid data,
although HPDM is cioser to the overal maximum.
The maximum is underpredicted by 3% by HPDM
and overpredicted by MPTER by 8%.

At Bull Run. where light-wind convective conditions
prevaiied, the MPTER predictions of C/Q (top 25)
are low by about a factor of 2. while the HPDM pre-
dictions are within 15% of the observations. The max-
imum C/Q at Buli Run is overpredicted by 13% by
HPDM and underpredicted by 33% by MPTER. The
MPTER model underpredictions at Bull Run are
probably due to the modei’s neglect of partial penetra-
tion of the capping inversion. On many hours, the
MPTER mode! caiculates that Anf(h —h) > | and
theretore assumes that the plume never comes 1o the
grouna.
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TABLE 3. Resuits of Evaluation of Top 25 Modet Predictions.
[C/Q, in units of (s/m) X 107Y]

C/Q Max T7G (100 25)

Dataset Obs MPTER HPDM ©Obs MPTER HPDM
SF, Kincx'd

lh 208 25 202 130 133 13
SF, Bull Run ’

lh 338 pri 383 197 37 170
SOy Kincaid

1h 269 230 264 160 143 145
SO, Kincaid

3k 161 117 129 83 65 87
SO, Kincaid

24h 76 56 55 B 23 b1

The evaluation of the top 25 SO, data subset at Kin-
caid suggest that HPDM and MPTER perform equaily
weil (accuracy of about £10%) for | h averages, but
that MPTER. underpredicts by more and more as the
averaging time increases. An examination of the
73 (top 25) results for the 24 h averages shows that
MPTER underpredicts by 40% while HPDM matches
the observed value exactly. The progressively worse

underprediction by MPTER as averaging time in-

creases is due to the increasing influence of neutral
conditions, for which MPTER is known to underpre-
dict (see section 4b).

The results of the apphcmon of the modei perfor-
mance measures to the maximum C/Q on monitoring
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arcs for each hour in the evaluation dataset are given
in Table 4. The observations and predictions are paired
in time and in radial distance from the stack. The
number of elements (7) in each dataset is listed. Values
of the four performance measures given in Eqs. (64)-
(67) are listed for both models, along with resuits of
‘he application of the bootstrap procedure for esu-
mating confidence limits (listed in rows A and B). We
note that even though the concentration data at aay
site tend to be log-normally diszributed, the bootstrap
confidence limits do not depend on the concentration
p.d.f. It is seen that both modeis underpredict the mean
C./ Q at both sites for both tracers, with MPTER about
15% to 80% low and HPDM about 5% to 40% low.
The best performance for the modeis occurs for the
Kincaid SF; data, where the predictions by the two
models of the mean C/Q are not significantly different
at the 95% confidence level. Part of the discrepancy for
SO, at Kincaid may be due to the fact that the back-
ground is ignored.

'I‘heblg:stdxﬂ'amcebe:weenthemoddsmowsup
mtheNMSEstansuc.whemtthPTERmode!has
the poorer performance for every dataset HPDM has
an NMSE of about 0.9 for the Kincaid SFy data and
the Kincaid SO, 24-h average data (ie., the root-mean-
square error is about equal to the mean).

The correiation coefficients are seen to be not very
useful for comparing model performance, since they
are quite low (at most, 7> = 22% of the variance-is
expiained), and there is no significant difference (at
the 95% level) between the correlation coefficients for

TABLE 4. Resuits of evaluation of madeis for maximum concentration on monitoring arcs (C/( in units of (s/rr') X 107,
Subacript M indicates MPTER and Subscript H indicates HPDM.
- ]

SF.1h Kincaid SO,
Kincaid Bull Run th ih 24h
Performance measure o= 175 o= |53 n= 2380 n = 960 n= 120
CdQ 935 30.4 20.4 18.0 13.6
CoiQ ~ CJ0 -8.3 —65.4 -11.4 —10.4 -7.7
[alTs B ol -36 -31.3 6.9 -6.1 vy
A® (zero bias test) H
A" (zero bias difference test) M-H asal na
'NMSE,, 1.22 7.10 4.85 1i8 1.72
NMSE, 90 1.73 282 1.95 83
B*™ (zerc NMSE difference test) na n.a
T 06 25 33 39 38
™ . D4 S 41 4T A3
A* (zero rtest) M. H
B** (zero r difference test) M-H M-H na. n.a M-H
% FAC 2 (M) 45 13 10 17 23
% FAC 2 (H) 49 33 18 2 45
8™ (zero FAC 2 difference test) M-H na na

* Row A: Models for which the stanstic is not signifcamiy different from 0 at the 95% confidence level,
= Row B: Cases where the difference in the statistic is not sgmificantly different from 0 ar the 95% considence level.
! n.a: Bootstrap procedure not applied to this case, snce the number of cases 15 very large.
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the models for any gziven dataset. MPTER tends to
have the iower correlation, buz it is not significantly
lower.,

The “percent within a factor of 2" statistic indicates
that HPDM is significantly better than MPTER for
Bull Run SF; and Kincaid SO; 24-h averages. The
magnitude of this statistic is not as high as one would
hope, with a median value of 33% for HPDM and 17%
for MPTER.

The scatter of individual ratios of predicted to ob-
served concentrations is large for both models, with
standard deviatons on the same order as the mean.
Figures 5 and 6 contain values of individual C,/C, for
the maximum hourly concentrations at Bull Run,
plotted as a function of mixing depth, 4, for the HPDM
and MPTER models, respectively. The large number
of C,/C, = 0 cases in Fig 6 for the MPTER modet at
low mixing depths reflects the failure of the modei to
* account for plume materiai remaining in the mixed

-+« layer during periods when the plume rises up t¢ or
 aboave the mixing depth. The data in Fig. 5 illustrate

that HPDM has eliminated much of this problem.
There is little bias of C,/C, with mixing depth for
HEPDM, and about 40% of the points are within the
range from 0.5 to 2.0 (i.e., factor of 2 accuracy).
Tabies 3 and 4 and Figs. 5 and 6 suggest that HPDM
may be a significant improvement over the MPTER
.+ model, which is the recommended EPA model for tail
stacks in flat or roiling terrmin. The biggest improve-
ments occur for 1-h average concentrations during
light-wind convective couditions ( Bull Run SF, data)
and for long-term averages when' nearly neutrat con-
ditions are important (Kincaid SO, 24-h datz). In most
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FIG. 6. Residual piot showing C,/C, versus mixing depth for
MPTER predictions at Bull Run.

cases, there is a significant difference {at the 95% con-
fidence level) between the MPTER model and HPDM.
The absoiute highest SF; concentrations are predicted
by HPDM with an accuracy of 15% or less.

b. Evaiuation of HPDM with high wind dataset

The Kincaid and Buil Run datasets include very few
high-wind periods. High GLCs can occur around power
plant stacks during periods with high winds due to the
reduced plume rise and enhanced rate of vertical dis-
persion associated with these conditions (Hanna, Briggs
and Hosker 1982). This problem is more severe when
the stack height is {00 m or less. In order to thoroughiy
test the moduies in HPDM for high-wind. neariy neu-
tral counditions, an independent dataser from SO,
monitoring networks around five separate power plants
was used. This secnon describes the dataset and the
resuits of the model evajuaton exercise. In all cases,
turbulence observadons were not available and tur-
bulence intensities were caiculared using the defauit
formutas in HPDM.

A set of 264 h of high-wind data was available as a
result of a previous study { Paine and Veniatram (983;
Venkatram and Paine 1985). A summary of the char-
acteristcs of this dataset is given in Table 5. Hours
were included in the dataset from the five power plant
sites if the observed speed exceeded 8 m s ™', In a few
cases, this criterion was relaxed somewhat if the wind
shear at plume level was strong. At Baldwin and Clifty
Creek, an additonal criterion imposed was that ihe
maximum observed SO, GLC must exceed about 250
ug/m7. Thus. in each of the 264 h. there was a good
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TaBLE 5. Summary of characteristics of high-wind dataset.
Qlifty Creek Dickerson Chaik Point Morgantawn

Plant Name Baldwin (llinois) (Indizna) (Maryland) {Maryland) {Maryiand)
Megawatts 1800 1300 555 710 1150
Stacks 184 m (three} 208 m (three) 122 m (two} 122 m (two) 213 m (two)
Penod studied 4/1978-3/1980 19741977 1972-1975 1972-1975 1972-1975

4/1982-4/1983

5Oy Monitors* Up to 5 fixed monitnrs One fixed monitor Mobile van Mobile van Mobile van
Roughness 02m 02m 0lm 0im 01m
Terrain . Flat In valley Rolling Fimzt Fim
Hours of data 157 : 9 13 9 6

* Data from monitors is included only if high concentrations are cbserved. Sometimes as many as five monitors show high concentrations
at Baldwin: only onc shows high concentrations at Clifty Creek; and only one point is exiracted from the mobile van data at the three

Maryland power plants.

chance that the concentration near the piume center-
line was sampled. Because the observations at the three
Maryiand Power Plants were taken as part of a speciai
field program, there are only 28 h available, but the
data are generally of high quality (Weil 1977). The
maximum observed hourly averaged concentration in

the total set is 1048 ug/m > and the mean over ail hours

and ail monitors is 325 xg/m°.

HPDM and the MPTER model wers both run for
these datasets, with the results shown in Table 6. Sta-
tistics are calculated for the following data subsets:

# All hours, all monitors {600 monitor hours)

¢ All hours, maximum monitor (264 monitor
hours}

¢ Stable hours, ail monitors (200 monitor hours)

e Stable hours, maximum monitor (97 monitor _

hours)
o Unstable hours, all monitors (380 monitor hours)
o- Unstabie hours, maximum monitor { 167 monitor
hours) ' .

Thedamamscpamtcdintostahléandunsta.blchours

" because the modeis sometimes use different algorithms

to estimate turbuience and diffusion in these cases.

The statistics that are employed for the evaluation
it Table 6 are the mean bias and the normalized mean-
square error, NMSE. The maximum and mean of the
top ten coacentrations are also evaluated because of
their regulatory significance.

Table 6 shows that HPDM performs quite ‘veil for

all datasets, whereas MPTER underpredicts by a factor
of about five, on average. In nearly all cases, the HPDM
performance measure is significantly better than the
MPTER performance measure. The exception is that
MPTER does as well as HPDM in predicting the top
ten concentrations in unstabie conditions. There is not
a significant difference (at the 95% confidence level)
between the two models in this case. These few hours
when MPTER does weil happen to be those classified
by the modei as stability class C (3). As soon as class
D (4)is used in MPTER, it consistently underpredicts.
it may be that MPTER would be better if class C dis-
persion curves were used wherever class D stability is
indicated with strong winds, aithough this change was
not tested. In any event, Ht DM does equaily well for
both stable and unstable high-wind hours. Its normal-
ized mean-square error ( NMSE) is about unity for all
data and z2bout 0.4 for the maximum monitor dataset,

TABLE 6. Evaluation of HPDM and MPTER for high wind dataset. (Concentrations are in ug/m-.)

———
Datasets C, {(max) C, {max) (C, - E-) (1op 10} (Ep = C,) (all data)
HPDM MPTER HPDM MPTER HFDM MPTER
All Hours 1048 1198 1109 6* |7 -75 ~158
Stable Hours 1045 363 193 -120 -741 -il6 -316
Unstable Hours 1043 1198 1109 60 33 —49 =224
Numpber of cases
NMSE (ail data) (C, = C.) (Max monitor) NMSE (Max monitor) " All monitors (Max monitors)
HPDM MPTER HPDM MPTER HPDM MPTER
1.10 6.2 -390 =379 40 4.4 500 264
125 15.8 -128 ~439 J4 8.3 220 97
.04 1.4 —-47 =314 45 3.2 380 167

* If an astensk appears next to a pair of numbers, then the difference between modeis is not significandy different from zero at the 95%
confidence levet.
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In other words, the mms error for HPDM s less than
or equal to the mean. [o contrast. the NMSE for
MPTER is in the range from about 5 to {5 for these
cases, mostly due to its large underpradictions. The
MPTER medel’s prediction of the overall maximum
concentration during stable concentrations is only 18%
of the observed value, indicating that the model under-
estimates verricn) dispersion in those conditions.

Table 6 shows that there is little difference in observed
GLCs berween stable and unstmable conditions. This re-
sult led to the conciusion that the high-wind (neutrai)
dispersion aigorithm in HPDM should be independent
of whether conditions were slightly unstabie or siightly
stable. Consequentdy, HPDM will predict similar ground
level concentrations for both positive and negative values
of L such that L] > 100 m.

¢ Sensitivity of HPDM to externally specified M—
eters

The maximum ground level concentrations pre-
dicted by HPDM are dependent on four externally
specified meteorological parameters: the mixing depth
A&, the capping inversion strength d/dz, the friction

- velocity u, and the sensibie heat flux . There is at
least a2 10% to 20% error in the specification of any of
these parameters, and sometimes (e.g., periods with

. advection or rapid local variability with time) this error

| grows to a factar of 2 or more. We have studied the
sensitivity of the model to variations in the sensibie
heat flux caused by variations in ground moisture con-

ditions, finding that maximum concentrations increase .

by about 20% to 30% if the ground moisture is de-
creased from “typical temperate” to “dry”. With dry
conditions, turbulence is increased and the plume is
brougiit to the ground faster. Similarly, if the capping
inversion strength is increased from 0.005°C/m to
0.01°C/m, the maximum concentrations increase by
a factor of about two, due to less penetration of the
inversion by the plume, When the mixing depth is close
1o the plume efevation, errors of a factor of 2 in mixing
deptly can greatly modify the calculated plume con-
centration factor, and thus can cause an order of mag-
nitude difference in ground level concentration pre-
dictons.

Although we have not conducted a comprehensive
study of HPDM sensitivity 10 these meteorologicul pa-
rameters, our limited anaiysis verifies the finding that
the uncertainty in HPDM predictions is quite high for
specific places and times. A more detailed study could
better pinpoint the expected uncertainty. However,
when looking at the sets of observations and predictions
unpaired in space and time {e.g, maximum concen-
tranion observed and predicted anywhere on the Kin-
caid monitoring network over the entire duration of
the experiment ), the agreement is fairly good. Appar-
ently, we are satistactonily modeling the joint disini-
buuon of the parameters 2. df/d=. u,, and H. even

YoLumE 28

though we cannot accurately model their individual
values for a given place and time. This conclusion is
consistent with that reached by other investigators
(Smith 1984: Weil {985). '

5. Conclusions

The Hybrid Plume Dispersion Model (HPDM) has
been developed following suggestions by Hanna er al.
(1977), Smuth (1984), Weil (1985), and others who
recommend that applied dispersion models should be
updated to reflect current knowledge of atmospheric
boundary layers and dispersion. For example, state-of-
the-art procedures for estimating surface fluxes of heat
and momentum based on simple wind and radiation
measurements and site characteristics have been in-
corporated. Convective scaling principies have been
used as the basis for a simplified model of vertical dis-
persion in the daytime. Lofting of buoyant plumes into
elevated capping inversions is accounted for, Since so-
phisticated instrumentation is usuaily not available to
provide detailed meteorological input, the mode} has
various default options that will use limited observa-
tions (e.g., wind speed at 2 single level, cloudiness, and
time of day) to internaily generate the required param-
eters. [n some cases, such as the specification of vertical
profiles of turbulence, the parameters that were as-
sumed represent those that provide the optimum
agreement with observed GLCs. ‘

The modef is developed specifically for buoyant
piumes from tail stacks in reiatively flat terrain (hiil

. height less than about one-haif stack height). It is also

assumed that building-induced downwash is a minor
effect. Because the highest GLCs from these sources in
flat terrain occur during light-wind convective condi-
tons (ie., summer afternoons) with relatively low
mixing depths, HPDM model development has em-
phasized these conditions. The mode! is expected to
perform best for short-term averages (1 to 3 h) during
strong convection, and is expected 10 be least successtul
dunng stabie nighttime conditions. However, buoyant
plumes from stacks with heights of 100 m or greater
in flat terrain do not show significant GLCs during
stabie conditions. This conclusion is quite different for
stacks located in terrain where the hill heights are
greater than the stack height.

The greatest improvement of HPDM over the ref-
erence EPA model (MPTER or CRSTER.) is seen for
high-wind neutrai conditions, where the EPA model
underpredicts by a factor of two or more, while HPDM
is shown to be accurate within =20%. For the same
reason, HPDM is more accurate for long-term averages
(24 b or greater), since nearty-neutral hours make up
most of the average. During convective conditions at
Kincaid where winds were usuaily moderate (5 to 10
ms~'), the MPTER modet and HPDM can both sim-
ulate the observed maximum concentration guzte well
{+20%). However, dunng verv convective conditions
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at Bull Run. where winds were very light (2 m s~ or

less}, MPTER underpradicts the maximum concen-
trations by a factor of 2 since it permits too much of
the plume to be lost in the capping inversion. An ex-
amination of data from all hours shows that HPDM
generally shows a smaller mean bias and NMSE. al-
though the difference between these performance mea-
sures for the models is sometimes not significant (at
the 95% confidence level),

The surface heat and momentum flux caiculations
made within HPDM are based on the assumption of
a ground surface that is grass, agricultural, or forested.
The ground moisture is assumed to be at the low end
of the typical range for the Kincaid and Bull Run sizes,
since both field experiments took place during drought
conditions. It was found that the maximum predicted
concentration could vary by £30% depending on the
ground moisture assumption { more ground moisture
leads to lower sensible heat fluxes and hence lower ver-
tical dispersion). However the highest observed con-
centrations were found to be well-correlated with dry
conditions, and these periods conmributed heavily to
the top 25 data subset. More research is needed on this
sensitive parameter.

To conclude, HPDM is recommended for use for
the following conditions:

¢ Buoyant plumes from stacks at least 100 m tail.

¢ Terrain heights less than one-half stack height.

o Cases where building-induced downwash is not
important. -

® Sites where convection is strong or winds are high
and the ground surface is grass, agriculturai, or forested.

In the future, research will be performed to generalize
the mode! Jor other conditions. The first effort will in-
volve including the effects of an urban surface. In ad-
dition, a crude terrain correction factor (like that in
MPTER } wiil be installed for future testing.
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