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ABSTRACT

SPRAY, a 3D Lagrangian particle model for the simulation of complex flow dispersion, is presented, Iis
performance is tested against the EPA wind tunnel concentration distribution of passive tracer released from
elevated point sources, located in the lee region of a two-dimensional schematic hill, in a neutraily stratified
boundary layer. Based on the measured values of the first two moments of the turbulent flow velocity, the mean
fietds are computed over a regular grid using 2 mass-consistent model, whereas the turbulence structure is simply
interpolated. From these fields, trajectories of tracer particles are computed using a linear formulation of the
Langevin equation, with a correlated, skewed forcing. The self-consistence test {well-mixed condition?, aimed
at maintaining an initially well mixed particle distribution uniform in time, has shown satisfactory results in
the region under study. The computed concentration field turns out to be in good agreement with the observed
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one. [n detail, ground-level profiles and vertical cross sections of concentration are compared, showing the
imporant effects resuiting from the topograpkic influence on the fow structure.

1. Introduction

The growing concern for environmental problems
and their management underlines the importance of
correctly predicting the fate of pollutants released into
the PBL and calls for new and more reliable models.
This is even more essential in complex terrain where
orography produces inhomogenecus fields of mean
wind speed and turbulence.

“..miting the present considerations to a local scale
(a few tenths of a kilometer), numerous modeling ap-
proaches can be found. We may mention the numerical
Lagrangian model for reactive plumes of Stewart and
Liu (1981), rotating water channel simulations per-
formed by Alessio et al. (1992), Eulerian 3D simula-
tions {Dawson et al. 1991), Gaussian plume models
in the climatological version { Runca et al. 1982; Hanna
et al. 1984; Hanna and Chang 1993), and the Lagran-
gian puff model (Yamada et al. 1992). In particular,
Lagrangian particle models are able to yield reliable
simulations of atmospheric turbulent dispersion both
in flat terrain ( De Baas et al. 1986; Brusasca et al. 1989,
1992; Anfossi et al. 1992) and complex terrain
(McNider 1981; Segal et al. 1988; Thomson 1586).
While horizontal homogeneity can be assumed in flat
terrain, however, in the case of complex terrain the
compiete 3D structure of the turbulent flow must be

Corresponding awmthor address: Dr. Gianai Tinarelli, ENEL/
CRTN-—Via Rubattino 54, Servizio Ambiente, 20134, Milano, Italy.

© 1994 American Meteorological Society

considered. This means that the spatial variations
of wind velocity moments should be taken into ac-
couuult.

Our team designed a Lagrangian particle model
(SPRAY) for the simulation of dispersion in complex
flows, such as the turbulent flow occurring under con-
vective conditions or over complex terrain in real at-
mospheric situations and has tested its performance in
situations of increasing com lexity. In a previous paper
(Anfossi et al. 1992) a dispersion experiment on flat
terrain in the Environmental Protection Agency (EPA)
wind tunnel (Khurshudyan et al, 1981, hereafter KSN)
was simulated, which allowed us to test both the choice
of mode! parameterization and the moments of the
random forcing.

The purpose of the present study is to verify our
dispersion model capability in well-defined and con-
trolled situations. We therefore compare the results
with the concentration data obtained in the same wind
tunnel from elevated point sources in the presence of
a schematic hill {(KSN), using vertical and horizontal
profiles of concentration measured at various down-
wind distances from the source. As far as flow and
turbulence fields are concerned, it should be noted that
in the flat terrain simulation (Anfossi et al. 1992) all
the profiles measured at one place were assumed to
define the whole computation domain. On the con-
trary, here they must be given at grid points since the
presence of the hill induces both vertical and horizontal
inhomogeneities.

/J9 B7229%8835 02-08-94 15:03:18 LP: JAM (Jurne '94) — 0610



002

The EPA wind tunnel experiments form a very use-
ful dataset for the study of flow and dispersion over
gentle orography in controtled conuiuons, It is worth-
while recalling that previous papers dealing with the
same dataset (Arva et al. 1987; Lawson et al. 1989;
Tampieri et al. 1990) were mainly devoted to an anal-
vsis of the variations in the ground-level concentration
(GLC) induced by the presence of the hills with respect
to the {lat terrain case.

A description of the Lagrangian dispersion model is
given in section 2. In section 3 the wind tunnel exper-
iment is briefly outlined. Wind and turbulence fields
and refated parameterizations are presented in section
4. Section 3 deals with the results of the comparison
between simulations and experiments.

2. Description of the Lagrangian dispersion model

In Lagrangian particie diffusion models turbulent
dispersion is simulated by following a great number of
fictitious particles released from an emission point, 1e-
constructing the concentration field from their trajec-
tories. In Lagrangian single-particle medels, such as
SPRAY, each particle trajectory represents a single
statistical realization in a turbulent low with the same
macroscopic¢ initial and boundary conditions; in this
way, the motion of any two different particles is com-
pletely independent and the concentration fields must
be interpreted as ensemble averages.

a. Model equations

In SPRAY each particle position is represented by
a vector of three Cartesian components Xi(i=1,2,
3) in which the first two are herizoatally directed while
the tLird one is along the vertical. At gvery time step
A, particle positions are updated using the following
equations:

Ui + Uit + An

(i=1,2,3) {(la)
-1
Uit + Ar) = U,-(:)(l —E:;.‘L_)([ +.2’;_IL)

Ar \7?
+ i + = '
#(1 ZTLf) (1)

where U, is the ith component of the particle velocity,
T, is the Lagrangian time scale for the ith velocity
component, and u, 1s the /th component of a random
forcing vector, picked from a generic joint probability
density function (pdf) P(u,, #2, k3}. Equations (1b)
are a discretized form of the linear stochastic differential
Langevin equation (De Baas et al. 1986; Gardiner
1990) originally developed to describe the Brownian
motion. They have been used to simulate atmospheric

JOURNAL OF APPLIED METEOROCLOGY

VOLUME 00

dispersion both in homogeneous and inhomogeneous
turbulence conditions {Thomson 1984, 1986; De Baas
et al. [vs6; Brusasca et al. 1989). In these equations,
random terms come from a generic 3D distribution
not necessarily Gaussian. This allows us to take into
account:

(i) the cross-correlation terms between different
components of wind fluctuations;

(ii} the skewness of the wind distributios in certain
directions; :

(iii) the spatial variations of the turbulence ficlds,
both vertical and horzontal {typically induced by the
orography).

According to Thomson (1984}, in order to prevent
particle accumulations in regions with low velocity
variances, a form for the pdf of the random forcing
must be prescribed that depends upon the turbulence
conditions in such a way that the steady-state pdf of
the particles in phase space is the same as that of the
air. This condition satisfies the so-called well-mixed
condition, which is a form of the second law of ther-
modynamics (Sawford 1986) and is a NECessary con-
straint to perform physicaily well based simulations
(Thomson 1987). The well-mixed condition requires
that an initially uniform distribution of particles is
maintained after a time long enough to ensure complete
decorrelation with the initial conditions.

The random forcing is theoretically assigned pre-
scribing the complete hierarchy of the infinite moments
of its pdf of the form u7"usu? with m, n, p=0. In the
Appendix, the formulas for the moments up to third
order are reported showing the relationship with the
Eulerian moments of wind components and the La-
grangian time scales. Most of these quantities can be
directly measured or adequately parameterized and
represent the main input parameters of SPRAY.

This scheme has been criticized by many authors
(see Thomson 1987; Sawford and Guest 1987)and the
related problems have been discussed in a previous
work ( Tampieri et al. 1992), showing that the approach
is substantially acceptable and capable of giving a
unique solution in a 3D domain. A different approach,
based on a generalized and nonlinear form of the Lan-
gevin stochastic differential equation for the particle
velocity, has been intraduced by Thomson (1987),
Sawford and Guest (1988}, and applied by Luhar and
Britter (1989} to a convective boundary layer case. This
approach is theoretically more sound than the previous
one but does not have a unique solution in two- or
three-dimensional flows { Sawford 1993),

In our model each particle velocity component is
split as follows:

Uity = Ui(x, 1) + Ul1), (2}

where U, (X, t) represents a mean value and U:(._r) is
a fluctuation. Equations ( 1b) are then transformed into
new equations describing the time evolution of the
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flucruation terms (Anfossi et al. 1592), that represent
a modified form of the Langevin =quations:

e+ A = Ui 1 A !+—m)—l
U,‘([ - [)—' il ( ZTL‘ ZTL‘
A\ 1
+ : + — _ s A[’ 3
H (1 ZTL‘.) Us 3, (3)
where
U, (U Uy) al/,
oy — —_— T -[-=1]a
i = 7. At e At ( Y ) s
i=1,2,3 (4)
are the new random components. Their moments are
- _ U U, U al;
"=,___A___'A[—'_—A[ 5
b T T T (6:) (3)

4w = mi + O(Ar?), (6)

The velocity moments and the Lagrangian time
scales should be known as a function of position x in
space (lowercase letters indicate Eulerian coordinates)
and time ¢ on a three-dimensional Eulerian grid as a
result of measurements or of a mathematical mode].
The grid is defined in a terrain-following coordinate
system (x, y, 5) in which the vertical coordi...:¢ s is

zf— zk(x» y)
Zwop ™ Zglx, ¥)

where =/ is the height above the flat ground, =, (x, y)
the orography height, and Ziwp the top of domain,

To obtain the meteorological values at a particie po-
sition (.Y, X3, X3), the model at first translates the
particie coordinates into the (x, Y, §) system and then
makes a linear interpolation using the values at the
eight corners of the grid cell to which the particle be-
longs,

5= (7)

b. Random forcing generation and approximations

Thomson's (1984) complete scheme produces an
infinite moment hierarchy provided that all the Euler-
ian turbulence moments are known. In order to pre-
serve the correct physical information, in our imple-
mentation we assumed the joint pdf of the random
forcing to be Gaussian, cross correlated with nonzero
mean in the horizontal direction and asymmetric in
the vertical direction. This allows us to consider both
the horizontal and vertical turbulence inhomogeneities
through the drift acceleration terms {Thomson 1984),
This pdf takes into account all the moments up to the
second order (including the cross-correlation terms)
together with the skewness relative to the vertical di-
rection, that is: uf, pia (i, = I, 2, 3), and p¥*. The
actual values {or these moments can be obtained from
formulas (4), and (35), and those in the Appendix. In
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order to build a pdr that satisfies such constraats, a
generalized form of the algorithm described in Anfossi
et al. (1992), which makes use of linear combinations
between couples of cross-correlated Gaussian distri-
butions, has been used.

3. Wind tunnel experiment

The tracer dispersion experiments were carried out
by KSN in the EPA meteorological wind tunnpel. A
neutral boundary layer (NBL) over either schematic
hills or flat terrain was reproduced, with the following
main characteristics: height equal to, | m, surface
roughness zp = 1.57 X 10™* m, free-stream wind speed
Ueo =4 ms™, and friction velocity Uy =0.185m s,
According to the authors, this corresponds to a rural
NBL about 600 m high, characterized by a 2y of about
0.1 m. In the experiments the x axis was aligned with
the mean wind direction {wind tunnel lonsitudinal di-
mension ), the y axis along the crosswind direction and
the = axis upward. Due to the symmetry of the exper-
iment, the bulk flow was homogeneous in the Y axis
direction. Three two-dimensional hilis, with the same
maximum height & = 0.117 m but different aspect
ratios (ratio of the half-length a to the maximum
height) equal to 3, 5, and 8 (named H3, H5, HE8) were
used. The tracer, ethylene (nearly neutrally buoyant
1n air), was emitted from a source consisting of a porous
sphere 0.015 m in diameter, Various source heights
and locations (all along the tunnel centerline)} were
utilized during the experimeats, The wind tunnel scale
represents in the real world dispersion in hilly terrain
up to distances of the order of 5 km.

The dataset includes: (1) flow data-—the vertical
profile of the mean wind speed U, and U, the standard
deviations of wind fluctuations oy, and oy, and their
cross correlation U Uy { measured by hot-wire ane-
mometer) at numerous positions upwind, over, and
downwind of the model hill; (ii) concentration data—
GLC values along the tunnel centerline, vertical and
lateral concentration profiles at various downwind po-
sitions; the concentration C has been normaiized by
KSNasx = CU_ 42/, where @ is the emission rate
and A, = 0.234 m is a reference height. The standard
deviations «, and oy and centroid height 7 of concen-
tration distribution as a function of the downwind dis-
tance can be computed.

We are interested in the sim ulation of tracer releases
from point sources located in the lee of the obstacle,
where the largest inhomogenecities in the low field are
observed. The less steep hill [{8 lLias been chosen be-
cause, as pointed out by XSN, wind and turbulence
measurements in the near wakes of the H3 and Hs
hills could be unreliable as they were measured by hot-
wire anemometers, which are unable to detect flow re-
versals in the separated region, if any. Nevertheless,
even the gently sloping H8 produces important distor-
tions in both the flow and concentration fields. As far
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as the GLCs are concerned, Fig. | is quite informative:
it shows that the measured maximum GLC in the hill
case is about a factor of 3 higher than in the flat terrain
case and is closer to the source. Furthermore it can be
seen that some tracer is found upwind of the source in
the presence of the hill. This is consistent with visu-
alization experiments conducted by KSN where, even
if no average flow separation was detected, occasional
puffs of smoke were observed to travel short distances

up the lee slope. It should be noted that, because of

the complexity of the lee region, the KSN comparison
between K models and the experiment gave, in this
case, the worst agreement. To investigate dispersion in
different regions of the perturbed NBL, two diffusion
experiments {Tom source heights A, = H/4 = 0.029 m
and A, = H = 0.117 m have been simulated.

4. Input data and parameterizations

The general meteorological input for the model re-

quires the three FEulerian mean wind components
Uiix, 8}, Us(x, 1), Th(x, 1), fluctuation velocity mo-
meuts, and the Lagrangian time scales Te,, Ty, Ty,
The symmetry characteristics of both the wind tunne!
and the hill make the standard deviations of wind
components oy, oy, oy, and the cross<correlation
term U U/ the only nonzero second-order moments.
All the data are reported as functions of the height
above the bottom surface z = zr— zg(x, ¥).

JOURNAL OF APPLIED METEOROLOGY
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The smoothed data of mean wind vertical profiles
(Trombetti et al. 1991), whose locations are shown in
Fig. 2, have been used to build the initial conditions
for the mass-consistent flow mode] MINERVE {Geal
1987), which gives a three-dimensional nondivergent
mean flow field on the same termain-following grid used
by our dispersion model. The computational domain,
whose horizontal and vertical dimensions are 7.4 m
X 7.4 m and 2 m, respectively (see Fig. 21, is divided
into 64 X 64 X 135 grid points with constant horizontal
steps Ax = Ay = 0.117 m. This guarantees a good
resolution in the description of H8, which occupies |7
grid points. The vertical steps are of variable size
(smaller near the ground: the minimum being Ay
= 0.005, which comresponds, over flat terrain, to Az
=0.01 m), in order to permit a good description of
large vertical gradients occurring in the region adjacent
to the ground. The comparison_between the experi-
mental vertical profiles of U/, and U/; and those obtained
from the MINERVE code is shown in Fig. 3 (see also
Finardi et al. 1993). The root-mean-square errors be-
tween the |5 observed U, and U profiles and the cor-
responding ones calculated by MINERVE are 0.1 and
0.04 m s™', with the maximum point-to-point errors
of 0.37 and 0.09 m s~', respectively. The agreement
i quite reasonable and particularly good in the region
downwind of the hill, where our simulation takes place.
In Figs. 4a and 4b isolines of U, and U, in the x-zr
plane are shown. A wake with a decrease in wind in-
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FiG. 2. Computational domain used in the imulzations of dispersion
from sources located at the downwind base of H3 (x/a =0}). Hor-
izontal grid spacing is Ax = Ay = 0.11T m (Le, Ax/a = Apfa
= Ifg). The vertical scale is cxpanded with respect to the horizontal
one and the continuous lines represent the aonuniform vertical grid
spacing. Vertical bars at p = 0 indicate the flow data measurement

_points.
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tensity is present in the downwind region without flow
reversal. '

The smoothed vertical profilee of ¢y, 0., and
U U (Trombetti et al. 1991) have been used to pro-
duce the respective 3D fields by linear interpolations

at the grid points. Isolines of these fields in the X-z

plane are shown in Figs. 4¢, 4d, and 4e, which all show
the existence of horizontal gradients induced by the
presence of orographv and highlight the lee region
where the turbulence fields are stronger.

Because of its finite size, the wind tunnel is not able
to simulate the effects of mesoscale horizontal eddies,
As a consequence, some parameters used in the cal-
culations are prescribed in order to match the wind
tunnel conditions, not the corresponding atmospheric
ones. This choice was also adopted by KSN in their
simulations. Therefore, in order to simulate oy, and
horizontal Lagrangian time scales T;,and T,,, we used
the parameterizations described in Trombetti and
Tampieri (1992) and Anfossi et al. (1992), based on
the available data and on general spectral features as
described in the [iterature. Using vertical profiles of
Ty, Ory, and oy, measured over flat terrain, the fol-
lowing empirical relationships were found:

{ [.550y,, z2<02m

7% 710850y, z>02m,

and assumed to hold also in presence of the hill. Figure
4f shows tl.» isolines of ou, in x-zyplane obtained using
this parameterization. As far as the horizontal Lagran-
gian time scales are concerned, the assumption T,
= T, was adopted; T, was estimated from the follow-
ing refation: :

&

I,

where A\, represents the Lagrangian length scale:
AL = A5+ (e)7N

To evaluate Aq and ¢ Trombetti and Tampieri { 1992)
showed that, because of the horizontal homogeneity,
it was appropriate to apply Taylor’s (1921) formula,
which was used with T, given above, to fit the [ateral
plume standard deviations o, measured for flat terrain.
The values A9 = 0.1 m and ¢ = 3.05 were estimated.
Moreover, Trombetti and Tampieri { 1992) found that
this parameterization worked well enough (within an
error of about 25%) in the case we are dealing with. In
Fig. 4g T}, isolines in the X-Irplane are shown.

A parameterization of the Lagrangian vertical time
scale, based on the vertical turbulent diffusivity X pro-
posed by Berlyand and Genikhovich (1971) is used,
that is,

TL](*“; Y, :)

2 - H
] G
LA szs(x- Y, z)Jo aU.(x: »z')

T[_z =
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where k = 0.4 is the von Kirman constant and ¢
= 0.046. In Fig. 4h isolines of Ty, obtained with this
parameterization are reported. In the simulations no
vertical gradients of the three Lagrangian time scales
are assumed near the ground, imposing the values at
the ground to be equal to those at the first layer (s
coordinate ). The Eulerian skewness of the vertical wind
fluctuations was not measured by KSN; we chose to
set it equal to zero.

5. Results

In order to test the SPRAY model, two kinds of
simulations were performed. The first one is a self-
consistence test aimed at verifying the well-mixed con-
dition in the presence of orography, while the second
concerns the dispersion from elevated point sources,

a. Well-mixed condition

To perform the well-mixed condition test, about
50 0G0 particles were released uniformly into the com-
putational domain to be advected and diffused ac-
cording to the mean wind and turbulence fields pre-
viously described, for a time ¢ = 37y, this being the
maximum value for the Lagrangiai, time scale. This
condition ensures that the final particle distribution is
uncorrelated with the initial one. The time step used
is Az = 0.002 s, much smaller than the minimum value
of the Lagrangian time scales, Reflecting boundary
conditions were prescribed at the ground and the top
of computational domain and periodic ones at the lat-
eral boundaries.

In Fig. 5 normalized vertical concentration profiles
at different points in the region considered by the dif-
fusion experiment at¢ = Q and ¢ = 3T 10 are shown.
Despite the limited number of particles used in this
simulation, the average rms of the particle concentra-
tion at the different levels, computed for the plotted
vertical profiles, turns out to be aimost constant, giving
0.11 for the initial distribution and 0.09 for the final
distribution. This shows that the model is able to
maintain the well-mixed condition, satisfying the
theoretical applicability requi ‘emeants.

b. Simulation results

Most of the following results refer to the comparison
between observed and predicted dispersion from the
source at height //4 (0.029 m), located at the down-
wind base of H8. The dow ana turbulence fields used
in these simulations are those previously described.
Even the time step At is the same one utilized in the
well-mixed condition *est. Particles emitted from the
source are advected and diffused by SPRAY up to the
boundaries (reflecting boundary condition imposed at
the ground). When a stationary number of particles is
reached within the computational domain (about
20 000 in this simulation) the particle positions are

LP: JAM (June ‘94) — 0610
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FiG. 3. Verucal profiles of the particle distobution at different
distances from the H8 downwind base. ¢ = O (dotted): ¢ > 3T,
(solid).

saved to compute concentration fields, In the present
case the domain is divided into cells of volume AxAyAz
(0.025 X 0.025 X 0.010 m®) and the number of par-
ticles counted in each cell is assigned at its center. The
CPU time required to move 1000 particles at each time
step on a VAX station 6000/40 is about 10 s.

On some occasions two sets of concentration mea-
surements were carned out in the EPA wind tunnel
experiments and are indicated in our plots to give an
idea of the scatter and uncertainty of the measured
data. Moreover, KSN indicate an average relative error
for each measurement of about 10%.

Measured and computed GLC values along the cen-
terline are tliustrated in Fig. 6. [t appears that the overall
simulation is quite satisfactory. The peak position is
correctly captured and predicted resulits are particularly
accurate near tt e source and in the tail of the GLC
distnbution. Thus, the mode! is capable of simulating
the main expected features (see Fig. 1). Moreover, a
nonnegligible amount of model particles (as well as of
measured tracer) is able to travel upwind of the source.
This means that, even if no average recirculation oc-
curred, occasiona; flow fluctuations caused tracer mo-
tion in the direction opposite to the bultk Aow.

Although most of the up-to-date dispersion models
results are discussed using only GLC values, it is ob-
vious that the spatial distribution of the concentration
shouid be carefuily computed {also for many practical
applications, for instance when deposition or scaveng-
ing is evaluated ), as noted by Huat et ai. (1990). Lat-
eral and vertical concentration profiles computed at
varous downwind distances are shown in Fig. 7. Con-
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cerning the lateral concentration profiles, we note that
all the measurements we: e performed at ground levet
with the exception of those at x/a = 0.08, which were
carried out at 0.03 m (about the source height). The
scatter appearing in many plots is due to the limited
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Dotted lines represent the 0% experimental error band.
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FIG. 9. As in Fig. 6, but with the source at the height
of 0117 m(ie., H).

number of particles used in the simulations. As a gen-
eral rule, .Le larger the number of particles, the
smoother the resulting concentration profiles, since the
associated error decreases as the square root of the par-
ticle aumber. However, our experience suggests that
any further increase over an empirically determined
threshold does not improve the accuracy of the results
but only slightly reduces the scatter. To obtain a more
quantitative evaluation of our model’s performance,
we computed seme statistical indexes, taking into ac.
count all pairs of 3D observed-predicted concentra-
tions (282 data). The following statistics were obtained:
normalized mean-square error 0.208, correlation coef-
ficie .0 0.970, and fractional bias 0.014, The agreement
between predicted and measured concentrations is no-
ticeable, giving further evidence to the good and reliable
performance of our modei.

From vertical and horizontal concentration profiles
evaluated it different downwind distances from the
source, Z, ¢., and oy Were computed as the centroid
and the standard deviations of the particle distribution.
Figure 8 shows that the simulation reproduces quite
well the measured values that were obtained as averages
weighted with the concentration data (at variance with
KSN, who interpolated the profiles with analytical
curves). With reference to the gy trend, this result
means that the parameterization of crosswind turbu-
lence is satisfactory.

Finally, Fig. 9 depicts the comparison between ob-
served and predicted GLC distribution of tracer emitted
from the source 0.117 m high {equal 1o the hill height).
The horizontal cell dimensions {Ax, Ay) were doubled
with respect to the previous case to account for the
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smailer number of part.cles near the ground. This sim-
ulation was carried out in order to assess the ability of
our mewuel (considered in its main components: the
reconstruction of flow and turbulence and the diffusion
determination ) to simulate dispersion in a different part
of the NBL where the influence of the upwind hill is
quite different, as can be clearly seen from the com-
parison between Fig. 6 and Fig. 9. Nevertheless, the
GLC (Fig. 9) and the vertical and lateral concentration
profiles ( not shown here) also turn,out to be satisfactory
for the higher source. In {act, taking into account the
195 pairs of observed-predicted concentrations, the
following statistics were obtained: normalized mean-
square error 0.030, correlation coefficient 0.988, and
fractional bias 0.015,

KSN computed the terrain correction factor {TCF)
(which gives an idea of the increased maximum GLC
of the hilly simulation compared to the flat terrain case)
by means of their X model. Table | shows that their
reseits compared to the measured ones and to the
SPRAY predictions. As can be seen, SPRAY performs
quite well.

6. Coaclusions

A 3D Lagrangian particle model (SPRAY) devel-
oped to deal with dispersion over complex terrain was
tested against tracer diffusion data collected in the KSN
wind tunnel experiment. Using this model, the con-
centration field of the tracer emitted at the downwind
base of a two-dimensional hill was simulated. The
comparison between predicted and measured results,
discussed in section 5, appears to be quite satisfactory.
This is due, on the one hand, to the comprehensive
and accurate experimental dataset considered, which
allowed us to reconstruct Guite well the flow and tur-
bulence field, and on the other, to the appropriate
choice of each model compenent. Good results also
emerge from the coasistence test (well-mixed condi-
tion} which indicates that SPRAY is able to keep well
mixed for a period greater than three times Ty, .. an
NBL initially well mixed in +“a lee region,

In reiation to the above resuits the following points
should be borne in mind:

(i) Thomson's {1984) model, though presenting
some theoretical problems (Thomson [987; Sawford
and Guest 1988), is to our kncwledge the simplest full
3D particle model available. On the other hand, Tam-
pieri et al. { 1992} showed that, providing some carz is
taken in the choice of the rancom velocities generated

TABLE !, Termain corrsction factors for maximum GLC.

Ay () Observed KSN SPRAY
0.029 3.43 1.42 3.63
0.117 2.39 1. 2.18
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by the above-discussed random forcing, the well-mixed
condition may be adequately satisfied. Thomson's new
proposal ([987) while solving some problems, also
poses a further difficuity, as Sawford 2nd Guest ( 1988)
and Sawford (1993) have shown: that is, it does not
assure a unique solution in 3D flows.

(ii) The comparison between observed and pre-
dicted vertical and horizontal concentration profiles
highlights the accuracy of the model in reproducing
the complete 3D concentration field.

(iii) The results obtained in the present paper show
that our model is quite flexible, as it is able to work in
different parts of the H8 lee region. The model also
gave good results for flat terrain (Anfossi et al. 1992),

(iv) The gocdness of the simulation results implies
that the reconstruction of the mean wind field in the
lee region, obtained by our mass consistent model is
satisfactory. The same holds true for the interpolation
scheme and the parameterization adopted for the tur-
bulent fields.

A comment concerning the application of SPRAY
to the real atmosphere may be appropriate. At first,
special attention should be paid to the definition of
mean flow and turbulence fields. In fact, apart from
the technical quality incorporated into a model, its
performance depends on the quality of the meteoro-
logical input. We plan to derive this input mostly from
measurements obtained by Doppler sodar, sonic ane-
mometers, and standard meteorological stations prop-
erly integrated by suitable models (from mass-consis-
tent to second-order closure models). The turbulent
values not available from direct measurements or
model outputs, like the Lagrangian time scales, will be
assigned according to some parameterization schemes,
such as those proposed by Hanna (1982) and Hanna

and Chang (1993).

d
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Moreover, the understanding of the processes of t... -
bulent dispersion in the atmospheric boundary layer
and the increased accuracy in the observations has ev-
idenced that approaches based on the Gaussian-type
formulations or even on X theory show substantial dif-
ferences between the model results and the experi-
mental data (Brown et al. 1993). On the contrary, par-
ticle models showed better agreement over flat terrain
both in windy and in low wind conditions (Brusasca
et al. 1989 and 1992). In complex terrain, regions of
very small mean velocity exist in conjunction with very
high turbulence intensity. This requires the inclusion
in the model of the longitudinal diffusion, which is not
accounted for by simple models but is considered by
SPRAY.

In conclusion, SPRAY seems to take into explicit
account some peculiarities of the dispersion in complex
flow and, as such, could constitute a useful tool in con-
ducting accurate simiulations in the real atmosphere.
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APPENDIX

Moments of the Random Forcing
Probability Density Function

The first three moments of the random forcing pdf
in accordance with Thomson ( 1984) and Tampieri et
al. (1992) are:
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where /, j, k, [ = |, 2, 3, the velocity splitting L;
= U; +_U; holds, and nondivergence of mean wind
(9/8x;)U; = 0 has been imposed,

In the SPRAY model, only the third pure vertical
moment (i = j = k = 3) is retained in the following
simplified form:

— U9 = 0 —  § —
= 3Az[:——’ - U&'(T TiT3 + 3= U303
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