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_$. . MWIDE AREA NETWORKS

What is the dxffcrt'm:t between’ ‘wide | grew - network- “and 'local area

networka? Firstly the duunci spanned; typ;ellly ~ 1 km all the’ way up to
% 10*° km for WANs. Secomdly LAN mt“tumcnon patha are provxdgd ‘by ‘the
orgam.sauon owning them. 'l‘hey lay the: cables.
for this philosophy ko - be com:muad when . there are long dutancea involved.

Another approach is requimds

already in _existence a whole network of comunuanon paths; these used to
trangmit. tha human voice over toe public telephone system. Although newar
l:echm.ques for lofig haul trammusmn have evoived with time by far the most
coumon WAN dats transmission medxums #re voice grade telephone lines. -We

shall now examice . the properties of such lines and at some of the problems
‘involved in their use,

Telephone Lines, their characteristica and capacity to transmit data

The first thing one has to point out about the public telephone networks
is that they were originally not designed for the transmission of anything

else except the human voice im analogue form. The reason that the telephone

service is used as a digital data communications medium is simply because of

its extensive coverage not its intrimsic suitabilicy!

Fig. 32 shows the spectrum of human speech. To provide a telephone

system which handles this range would be very expensive, although very good

for long distance transmission of your latest hi fi record! However you can

see that most of the power of the human voice lies within a bandwidth of about

3000 Hz. 1In fact if all frequences below 300 Mz and above 3300 Hz are cut off

it is still quite possible to recognise a speaker and understand clearly what

he or she is saying. For telephone communications this what is done; the

passhand for speech is restricted to 300 -3000 Hz see Fig. 33. This raiges a

problem if one wants to transmit normal digital data, which is a string of

information in the form of square pulses representing ones and zeros. Suppose

one 1Is generating a stream of serial data at N bits per second. The

signalling frequency ranges from 0 Hz if all ones or all zeros are being sent,

to N/2 Hz if alternate ones and zeros are being transmitted. If we Ery to

send this type of signal through the telephone system we should experience
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severe distortion due to the lower cut off at 300 Hz that is impoged. We will
see that the answer to this problem is to modulate the origingl signal onto a
Ycarrier" signal whose frequency is within the range passed by 'the telephone
system. Now let us turn te the problem of the capacity of the telephone
networks to carry information. Information is convaniently expressed as a
number of bits. The capacity of 2 path or channel &0 eavwy informacion is
expressed as the tumber of bits per second that caw Wy saet. Consider a
signal on a transmission medium, then if the signal mes L @ffferent levels or
values it can represent n bits of informetion at sy Gime and n = log, L.
For example see Fig 34, if a signal r~an nave four lewsks iy can represent two
bits of information, if & signal has eight levels it Gt gepresent three bits
of information.

In 1928, H. Ryquist showed that if a charsel Ze capable of passing a
bandwidth of frequencies w then it can signal up Go # mmEimum rate of 2w, but
not greater. The capacity of a channel for caroylmg fwformation is thereforas
= C= W log,L bits/s.

Let us now see what capacity a telephone Line with a 3000 Hz bandwidch
has :

number of bits number of bit/s

per signalling signalling levels

interval or values
1 2 6000
2 4 12000
3 8 18000

You may ask why not go, what limits you? The answer is noise. So far we have
neglected noise and in practice one cannot. Noise consists of random
electrical impulses. These unwanted signals are introduced by a variety of

sources and are generally classified as impulse noise or white noise.

Impulse noise is usually caused by the operation of wachinery and by
switches and by electrical storms. It is characterised by its short but
intense duration and its confinement to a limited part of the frequency

spectrum. You hear the effect on the phone as sharp clicks.
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White noise as the other hand has its energy spread over a broad range of
frequences and its continuous. It is the familier background hiss on 4
telephone. This noise comes from many sources including the collisions and
vibrations of electrons in motion in a conductor, powerline induction and a
conglomeration of other random signals.

C-E. Shawnon did pioneering work in 1949 relating the maximum bit rate of
4 channel € to the bandwidth and the signal to noise power ratio 5/N for white

noise.

€C=wlog, (1+85/8)

Simply stated the more noise the leas information you can send down a channel ;
it is more difficult to gignal at high rate and to identity wniquely
molti-level signalling values. As an example consider a 3000 Hz bandwidth and
2 gignal te noise ratio of 20 db (5/N = 100) then C = 20000 bies/s. In
practice CLransmission of infomtéon over voice grade lines works at a much
lower rate; the actual bandwidth may in practice be somewhat less than
3000 Hz, the noise is ot purely white noise aﬁd to achieve high rates
requires complicated wmulti-level signalling. Typically 9600 bits/s is the
maximum rate data is transmitted at over voice grade lines. This corresponds
to signalling at a rate of 2400 times per second with 16 levels of signal,

each signalling interval represents 4 bits of information.

In coaclusion transmitting data over the telephome aystem suffars from
fundamental limitations in the frequency passband available. To transmit data
at &ll requires special equipment, modems, and to tramsmit at the highest
available speed requires wvery sophisticated techniques. Sueh equipment is

expensive and optimum use of these transmission facilities is essential.

Modems

Iu order to tramsmit a stream of ones and zeros over the public telephone
network it is necessary to transform the original signal, which has an
important dec component, into the frequency passband acceptable by this
system. An easy signal to transmit through the telephone network is a simple
sinusordal wave having a frequency of 1-2 KHz, Such & wave can be

characterised by three quantities:
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frequency (or pitch)
amplitude {or loudness)
phase (or timing)

If these attributes can be altered in some way so as to indicate zero or one
bits we have 2 convenient way of sending our digital data. We thus want ta
modulate the sinusoidal wave or “carrier" at the transmitter end of our
connection by the digital signal, and demodulate it at the receiver end teo
See Fig.35,

and the demodulation are hemce called modems.

recover the original signal. The boxes that do the modulation

Other names for modems are DCEs
{data communications equipment} or data sets. There are bagically three

medulatien techniques:

frequency modulation
amplitude modulation

phase modulation

These techniques are illustrated in Fig.36. The most popular form of
frequency modulation is called frequency shift keying (FSK). This system
shifts a carrier frequency, say 1700 Hz, 500 Hz higher to represent a gme and
500 Hz lower to represent & zero. With amplitude modulation the carrier
frequency is unchanged but its size isg changed according to whether a zero or
one is to be sent. Phase modulation involves the same carrier amplitude and
frequency throughout the transmission, however when data changes from 0 to 1
or 1 to 0 then the waveform phase changes by 180" {aee Fig. 36 again).

We have seen previously that a signalling interval on a line can have more
than just two levels associated with it. This idea cam be carried over to
modems where unique representations of phase change, frequency or/and
amplitude change are equated with different multi bit combinations. Di bita
(combination of two bits) or tri bits (combination of three bits} are commonly
used. In Fig., 37 one sees di bit amplitude modulation. Each combination of
" two bits is represented by 2 certian carrier amplitude.

The object of all modem manufactures is to achieve transmission rates for data
25 near the theoretical maximum as pessible. However, the approach of using
say amplitude modulation and progressively shortening the signalling interval
merely makes the line more semsitive to impulse noise. A more reliable method
of increasing the bit/s is to use multi level signalling like di bit and tri

bit modulation.

An extreme example of multi level modulation occurs in the

Gandalf SM 9600 super modem. It has a signalling rate of only 40 Hz but each

signalling interval represents 240 bits.
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The transmission rate olWinable in practice over a telephone line is
affected not only by frequesey Mhdwidth limirations; the progation time down
a line will vary as a fumetiom of Erequency, there will be signal attenuation
which may be alsoc frequeety @apendent, and echo effects come into play. Modem
design, especially if U “‘hest transmissieon rate is required must tzke

account of all these effacEss

Two types of voice gtmde lines are available, dial up and leased lines.
Dial up lines have am ueptadictable quality. Remember when you make a call
sometimes the line is geod sometimes it is bad. 4 leased line is a permanent
connection between WY ﬂl&s that you rent from the PTIT authorities, the same
connection is used Se® transmission all the time. The electrical
characteristics of Iessed, lires are more predictable and of higher quality
than those of disl op \i.n.es; additional circuitry can be added to correct for
line quality degtwdetioww, this is called line conditioning. Leased lines are
not cheap to reme, ¥yPically & 2500 to § 5000 & month rental for a line
linking two Western BePopean countries., The typical maximum transfer rates
over dial-up limes are 2.4 k bits/s, over leased lines this figure can rise to
9,6 k bit/s. Modewm costs vary widely according to performance; a cheap modem
running at 600-1200 bits/s may cost $§ 500 to § 1000 per end, A 2.6 k bit/s
modem may cesat up to $ 7000 per end. Because of the costs associated with
long haul commsmications it 1is imporfant to match your modem and Lline

performancé to yeur needs, and to make most efficient use of your conmecticn.
Wide area patworking examples using veice grade lines

First 3k us go back and look at Fig. 3 which shows a time-shared system
whereby wsews share the facilities of a computer centre via many
geographically widely distributed terminals. These terminals will be
connefred using dial-up or leased lines and medems using the techniques
previously discussed. The cost of a leased line for the exclusive uge of a
single tewminal is very often not justified. MNowever, where there are several
terminkie situated within the same geographical area such a cluster of
terminals may very profitably share a single leased¢ line. This will be the
case vhen, for exammple, several different laboratories or factories each with
®AnY w8eY¥s want Lo use the central facilities. Sharing lines and hence costs
¢an W achieved using so—called multiplexing techniques. Let's see how this
works.

1-?—'

As shown in Fig. 38 a multiplexor can take the inputs from a number of
terminals and combine them into one, higher speed, data stream for
transmission over a single telephone line. At the other end of the line
another multiplexor (actually a demultiplexor) reconverts the single data
stream into a series of individual inputs for the host computer. Transmission
from the host to the terminals works in an analogous way. A typical
multiplexer splits the single communication chanmel into time slots; this is
called time division multiplexing. Each terminal is given a time slot for its
exclusive use so that at any time the signal from one terminal is put on the
lime; for example, time slots may be allocated in turn for a character from
eath of the term‘inals. A single channel ruaning at %.5 k bits/s could hence
be divided up into four sub—channels each of 2.4 k bits/s, or |& sub-channels
each of 600 bits/s. Furthermore, if L1s not necessary to divide up the
available channel capacity equally; a 9.6 k bitfs channel could be divided up

into 1 sub-channel of 4.8 k bits/s plus four each of 1.2 k bits/s.

One disadvantage of the time'division multiplexing scheme outlined above
is that time slots are assigned whether 2 terminal needs them or not. This
clearly does not use a line‘ in the most effigient way and better utilization
can be obrained using intelligent, or statistical, multiplexors which allocate
time slots on 4 demand basis as they are required. By dynamically allocating
time slots intelligent multipliexors premit more ferminals to share a single
line. One final point is worth noting: intelligent multiplexors nearly
always obtain their intelligence by having incorporated in them a micro or

minicomputer.

So far in my examples I have discussed the techniques by which ome can
connect remotely situated terminals into a central computer. However, one can
also use very much the the same transmission technigues, i.e. serial
transmission, PTT telephone lines and modems, to link computers into more
general wide area networks. Figure 39 shows such a wide aree aetwork. Each
node of the network is a computer with its own peripherals': tapes and discs,
terminals, etc. The inter~computer links are made using leased lines; various
routes exist thrdugh the network. Any network node can c'.omunicate with any
other node by transmitting packets of information. You may find it useful to
take the anzlogy of posting a letter: you put the letter (the information)
into an envelope (the packet), add on the front of the envelope the address to

which you want it sent (the destination), on the back you write your address

-9



Vyu
W
) -
Matygs | Y
Ltasen - _r

Toing
’.“"‘!P
: F o, 38 g [ ISP R Ftimnaly Cann
3
Shim o Swnale \eased line

M\aa) [ I-L“-\Pltuus

L-uu Po.\

Ha-\b..,.s

0-‘\-!'*\

Poag

(J"""\Q\!n

F“) 3% Wide Aren Nebuaty
L\n\l\n.-} Slvtcd E.u.vc[)e‘.\

Cchi-rgs

Cbmtw\-u

(the source), then you put the letter in the mail box (send off the packer).
The' source and destination of a packet do not have to be adjacent; when
necessary packets are routed through intermediate nodes. Taking once again
the lettef sending an_a_lo_gir, a letter does not always go from the town where
you post it directly te its Final destination but very often via intermediate
sorting centres. You will see, locking at Fig. 39, that there is in some
cases more than one route between two points. T can go from Geneva to Oxford
directly but I can also g0 via Paris or via Hamburg. This allows cne to vary
the route by which & packet is sent according to the prevailing traffic
conditions; if the direct conection is overloaded one of the alternative pathsa
can be used. If a telephone line breaks down, traffic can be re-routed.
Let's complete the letter posting analogy. If I want to send a letter from
Geneva it normally goes airmail via France; if the air traffic controllers

around Paris are on strike or going slow I can always send it via Germany.

What sort of services are supported by the wide ares network shown in

Fig. 397 A cypical, but not Exhauécive, list would be as Follows.

Task-to~task communication

Two programs in different computers can communicdate with each other and

hence transfer information back and forth.

Remote file access
ZEOoE 11-e access

This allows both terminal users and programs to access files on remote
nodes.

Files may be transferred between nodes. Files residing at remote

nodes may be manipulated: for example, opened, clesed, deleted, appended.
Files containing operating system commands may be submitted to a remote node
for execution in order to gain access to that node's resources: for example,

run a program, print a file on a lineprinter, purge a set of files.
Virtual terminals
- oHE rerminals

See Fig. 40. A virtual terminal communication service permits a terminal

on system € to be used as if it were directly comnected to system A.

-..,0-



Downline icadin
; F\‘)ho [ - JEETITI YW §
Small computers with no local discs of their own can be loaded from
adjacent nodes that do have dises.

Farmiad Cohmmavintabrinn
Stue ptrtmin &
Pumnt - ot C Network management

W ha wied ae 4 W .

e "“'tﬁ\g Connmted Facilities are provided to control and momitor the performance of the
e Stew A network: for example, monitoring the traffic conditions at various nodes and

along different links, re-defining routes in case of breakdown.

I want to streas that the services that can be provided by wide area
networks and local area networks can, in principle, be very similar. However,
what will, in general, differ is the interconnection technology used and the
performance attainable. Transmission via the PIT telephone system iz

7 typically at a line speed of 10" bits/s, LAN transmission is ~ 10% - 107 bits/s.
ooy _y : The feasibiity of using any service depends on the level of performance
@-—a:‘r — RI|T ) required; you will never be able to fully expleit the performance of a

l ' remotely accessed high speed disc via a telephone line.

RiY [Ty

Some alternatives to voice grade lines

RIT ; We have seen that communicating via voice grade telephone lines has the

advantage that PIT telephone networks are very widespread, but the
-12 disadvantage that the lines were originally installed for analogue voice
/ 4 — e ) transmission (only ~ 10* bits/s can be sent over these limes}. I want to

L3
S; : mention briefly some other alternatives which can offer higher transmission
Goe o RI7

speeds. These techniques will be of particular relevance in the future.

“-"‘L-Tz In many countries lines can now be leased for the direct digital

it e ) transmission of data; such systems have been designed from the start for this

purpose and subsequently offer higher tranafer rates, typically up to

RIT ~ 1.5 Mbies/s, However, such "all digitasl" tranemission networks are not

i yet very widespread. With the trend towards the digitization of publie

C,_‘,_‘.u ) F\ R AlonaneT telephone networks there is also the prospect of PTT authorities offering
Centre 3 3 higher speed digital lines.

[ 8 fedip Netuac
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Packet radio broadcasting is a technique which has been around for some
years now. The best knows example is the ALOHANET system used to conneck
terminals te a computer esgtre at the University of Hawail (see Fig. 41).
Data to be transmitted fwgm the computer centre to a remote terminal is
wodulated onto a carrie® wadic signai at a frequancy of 413,475 MHz and
broadcast as a packet comRmining a particular destination address. When the
destiration receives the: pmaket and recognizes its address it wili zecept the
data and send an acknowledgement. For transmission ta the computer centre a
different carrier freqmemsy, 407.350 MHz, is used. Transmission to the
computer centre from tomiimals occurs in a similar way, however, there is an
additional complication in that two terminals may be transmitting at the same
time, a cellision may occur. Techniques for dealing with a collisiom are very
simple. The transmitting node starts a timer when it sends a packet if an
acknowledgement is not received within a certain time, the timer expires, the
packet is simply repeated. The computer centre will not acknowledge packets
which collide and thesefore produce garbled reception. Notice Fig. 4l is a

star network.

Transmission by -satellites is a very interesting development which
promises much for theifuture. It has the advantage that large distances can
be covered in a way which is largely independent of cost, it offers a very
high bandwidth, and eventually equipment needed for ground stations may become
rather portable. Figure 42 illustrates some of the principles involved. As
is the case with ALOHANET data to be sent is modulated onto a carrier, this
time in the 5 - 10 GHz range, and broadcast as a packet with a particular
destination address to the satellite. The satellite simple retramsmits the
packer back o earth at a different frequency where it can be received by all
ground stations. VA grouad station that regcognizes that it is being addressed
accepts the packet. The problem of simulfaneous transmissions From more than
one node can be solved by synchronizing transmission times so that each ground
station is allocated its own transmission time slot. This is basically the
same type of time division multiplexing scheme we met earlier when discussing
how to share a leased line between many terminals. Figure 42 seems to me to
be a bus with a central switch, if you try to fir it inte the Anderson and

Jenson taxonomy.

-3 -

Thma  wplwh date

-\-low-. seueml afenamd,

G_h*\n\ns ‘o one

Gatellite choannel

Dute iam
Mevian 4

Fiq b S

i'(ansnw.\u.,.\ b\-

Aaln .

&

Data trom
Nilion |

1‘)*"\‘-\. dewnlinky  daka,

Sabeitte
Seudial

'*tbh 1.1 N
channey to
Qround  statune



Clearly, as satelilites are very expenasive thay must be shared by very
many users. However, there will be no shortage of capacity; by 1985 it is
estimated that there will be 20 Gbits/s rotal data throughput available in the
USA via satellites, This can be compared with 10 Gbits/s for all kinds of

long~distance communication in the USA now.

7. CONCLUDING REMARKS

Let us now review what I have tried to present in these three lectures.
Firstly I showed you how distributed computing came about in the field of
large computers, and then later in micro and mini computer systems. The
classification of different types of distributed computing system was tackled
next; two somewhat complimentary taxonomies were described. We mext went on
to discuss shared disc systems and various types of multiprocessor
configurations, and followed this up by discussing local area networks,
looking st one example of a bus system and one example of a ring system. Wide
area networks were discussed mainly from the standpoint of transmitting data
via voice grade telephone lines, but a little time was nevertheless spent on

ground radio and satellite transmission techniques.

When I read through these notes I realised how much I had left out, and
how many interesting points I had been forced to gloss over. I apologise and
say in my defence that three lectures can hardly do justice to one of the most
fascinating, challenging and fast moving technologies of to day. My hope is
that at least you will feel motivated to find out more about this fascinating

subject.
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