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Introduction

The topic represents a vast pool of problems where several parallel herarchies
can be traced in dependence of the viewpoint of the ordering. Let’s mention three of
them which may be marked as the major ones: (i} ordering according to source model
accepted, (1) according to the type of information used to retrieve the source
parameters within the model selected, (iii) ordering according to the frequency content
of the input data which reflects combined effect of the magnitude and distance of the
seismic event. The hierarchies (i) and (iii) are not independent, of course: (iii) is a
subspace of (i1), betng another way of sorting the seismic information. We are keeping
it here separately because the frequency content is a principal feature of seismic data
according to which inverse methods are designed.

The most important viewpoint for sorting the inverse methods is complexity of
the model accepted for description of the physical processes occuring in the earthquake
focus. Two principal cathegories of the source models may be distinguished: kinematic
models, where field of dislocations or equivalent forces is phenomenologically
specified in the source region and care i1s not taken whether the particular distribution is
able to be phystcally realized, and dynamic models which determine the dislocations on
the basis of solving a physical problem of rupturing the stressed material or slipping
along a pre-existing fault with spectfied friction characteristics. In general, the forward
problem, ie. determination of seismic wavefields supposing specified input
assumptions, 15 much more difficult for dynamic models than for the kinematic ones.
For example, forward problem for a Haskell-type fault includes determination of
seismic displacement due to rupturing a rectangular area with fixed velocity of
distocation propagation. Forward problem for an analogous dynamical model means to
construct the wavetield, too, but comprises much more effort, namely the search for
the dynamics of the rupture itself: its spontaneous life within specified outer conditions
as, e.g., the stress field and rheology of the medium. Due to high claims of the dynamic
source models both to the parametrization of the model and to mathematical tools for
handling it, no inverse solutions dealing with dynamic models are known to the author
of this review.

On the other hand, plenty of inverse methods have been developed dealing with
kinematic models which describe only phenomenologically physical processes occuring
in earthquake foci. Within this cathegory we may mark two major approaches to tackle
the focus: as a point if its real size is small comparing to the length of waves
investigated, and considering its finite extent in the opposite case. In the following we
constrain ourselves to inverse problems dealing with sources in point approximation,
as finite-extent sources have been discussed elsewhere within this course.

At present, in the approaches to invert seismic data with the aim to determine
point source characteristics the moment tensor description is almost exclusively used.
Its advantage is, in principle, dual: first, on the contrary to former double-couple
description it is more general, as it comprises besides the equivalent of shear dislocation
also additional components describing other modes of fracturing, at the first hand the
volumetnic component. Second, 1t results in linear inverse problems that are
computationally highly advantageous.

The 1dea to describe the source by moment tensor originates with the fact that
tectonic earthquakes are seismic sources of internal origin, with action of no external
forces and moments. where the force and moment equilibrium is preserved. This is just
the characteristics of couples and double couples without moment which constitute the
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moment tensor (see Fig. AR1 reprinted from Aki and Richards, 1982). A more rigorous
and general method of representation was developed by Backus and Mulcahy (1976,
1977) who define a seismic source as a deviation from elastic deformation: the stress
tensor 1s constituted from the elastic part and the inelastic one called stress glut. The
latter one is expanded into a series of moments from which usually the lowest one is
retained, which 13 just the seismic moment tensor, a symmetric tensor of 2nd order
described by 6 components.

However, the moment tensor 1s not the most general description of a seismic
source. Takei and Kumazawa (1995) pointed out that formulation by Backus and
Mulcahy (1976) which introduced general moment source was not adequate to
describe single force and torque events. In addition to the sress glut by Backus and
Mulcahy which represents a departure from a linear stress-strain relationship in the
source region, they introduced mertial glut and grawvitational glut allowing them to
constder a mass advection in the source region. From these novel gluts they derived
three types of ‘vector-type’ equivalent force components which should complement
the traditional tensor-type components: (1) a single force, produced by the motion of
the gravitational centre of the source region relatively to the surrounding medium, (2)
a torque, produced by the change of the angular momentum and the gravitational
loading in the source region, and (3) a pressure dipole, produced by a change of the
pressure gradient in the source region. This source model 1s significant especially when
volcanic earthquakes are treated in the foci of which the flow of molten magma
represents a momentum  exchange with the surounding medium, that can be
phenomenologically described as a singfe force. Another type of seismic sources for
which the single force description is adopted are landslides. The Figs. TK1-2 (reprinted
from Takei and Kumazawa (1995)) show physical models of the sources discussed and
the P-displacements, respectively. Fig. TK3 demonstrate that radiation effectivity of the
stngle-force focus 1s even higher than that of the DC source.

Paralelly we shall consider also another hierarchy of inverse methods, namely
from the viewpoint of the information used as input data of the inverse problem. The
extent and quality of the available information is the key factor which sets limits on the
model of the source that can be determined in the inverse problem. The extent of
setsmic information ranges from first signs which, in fact, take a single bit only from
the whole seismogram, through amplitudes or amplitude ratios, where the “yes-no”
information of first signs 1s complemented with information “how much”, to exploiting
besides signs and amplitudes also the shape of individual wavegroups or of complete
seismogram. Most of mverse methods inherently contain construction of the synthetic
“data” for a generic model of the source which is in the course of inversion compared
to observed data and according to their match the parameters of the source model are
adjusted. Therefore, inclusion of the data of high information content within the above
described sequence signs-amplitudes-waveforms simultaneously represents high claims
concerning construction of synthetic data, i.e. in the forward modelling. Whereas to
model the signs only, a rough estimate of the structure is sufficient as they do not
depend on fine details of the structure, for modelling amptitudes much more expertise
is needed because they are tnfluenced not only by distribution of velocity but also the
attenuation, and, finally. modelling the waveforms demands complete knowledge of
the medium. Thus, the application of a particular method from the viewpoint of the
hierarchy just discussed 1s conditioned not only by our skill in mastering sophisticated
inverse schemes but also by the level of knowledge of the medium in the area under
study which 15 available at the moment.



For completeness, when bsting information content of data connected to
various source models, let’s mention again the dynamic source models. On the
contrary to kinematic (phenomenological) models which exploit information contained
in seismic records, the dynamic models need more: besides the rheological parameters
which rule seismic velocities and their attenuation also the medium charactenstics
governing the rupturing the material like dislocation energy are in the game. That s,
dynamic models require, in general, also a non-seismic information.

General formulation of inverse problem for seismic source

Limiting our consideration to kinematic source models in the definition
presented above, generally the synthetic seismic charactenstics which is in an inverse
scheme compared to observed seismic data, depends both on the source and on the
medium in which the signal generated in the source propagates towards the observer:

seismic wavefield = [ source & medium [

The left-hand side may be represented by signs, amplitudes or waveforms. The
“source” on the right-hand side 1s a term comprising goniometric functions of dip,
strike and rake angles and the slip amplitude if the source 1s described by the double
couple model, it 15 seismic moment tensor in the namesake formalism, or it may
comprise vector-type components in the more general description by Taker and
Kumazawa. The item “medium” summarnizes the involvment of the medium in the
setsmic wavefield represented by the Green function - response of the medium to the
elementary modes of the excitation. The symbol ® represents the operation that relates
the quantities describing the source and the medium: the convolution in the time
domain and mulnplication in the frequency domain. The brackets in the RHS
generalize the summation of contributions of individual elementary source in the finite-
extent focus - integration along a surface for sources represented by faults and
integration over a volume in the case of more general types of foci. In particular,
seismic displacement at the point of an observer r generated by a moment-type source
distributed along a fault surface can be expressed in the form

u(rt) = Jls | My(&, 1) Guiglr &,t-1) de dS, (1)
for a focus small comparing to wavelengths investigated 1t 1s reduced to

ud(r D) = J: M(E.1) G (r.8.1-1) dt, (2)
or, in the frequency domain, to

u(r.o) = My&.0) G r., o). (3)

The preceding equations illustrate the dual influence of the source and the medium in
the seismic information. The inverse problem for seismic source in this representation
means to determine the moment tensor M; from the wavefield uy, thus, the effect of
the medium mntroduced :n the Green function Gy must be eliminated from the
seismograms.



The way of the annthilation of the medium effect constitutes additional sorting
of inverse problems. Sometimes we are able to construct the Green functions directly.
To do that we must be sure enough in the parameters of the medium in the area under
study. The information on the medium must be as complete as possible, because in the
opposite case the structural details which are not properly modelled in the Green
function are projected in the source where they appear as spurious signals. Let’s call
the algorithms which search for the source description from (2) or (3) by using explicit
modelling the Green function absolute inverse methods. However, in practice, the
opposite case is frequent, namely that there 1s not enough information even to decide
about the type of the model (mode of layering, dimensionality of the inhomogeneity,
attenuation law, anisotropy, etc.), and If the type can be chosen then rarely there is
sufficient data to fix the values of its parameters. Then, to proceed in the task of the
source retrieval, algonithms have been developed which simply utilize records of weak
events as the Green function or take advantage of group processing of tightly clustered
events. Aithough the principles of avoiding the disability to model directly the Green
function in both the approaches are different, let’s summarize them in the cathegory
named relative methods.

In the following chapters we shall describe in more detail some of the methods
listed above. We shall follow the ordering of inverse problems from the viewpoint of
the extent of seismic information exploited from the records combined with the way in
which the source is parametrized, and demonstrate these methods by brief browsing
through the papers in which either they were introduced, or extended in an interesting
way or well described from the viewpoint of the tuition. The hist will far be not
complete and will be very subjective converging naturally to the approaches in which
the author of this review has a personal experience. Moreover, some methods range
more cathegories (e.g., linear programming algorithm may process simultaneously both
the signs and amplitudes), thus, the ordering s not unambiguous.

I. Absolute methods

As defined in the preceding chapter, as absolute methods we shall understand
those approaches which use explicit modelling the Green function when solving (2) or

(3).

Double couple description

Double couple is the force equivalent of a pure shear dislocation - a tangential
slip along a planar fault. If we omit the determination of its strength, double couple is
defined by 3 parameters, usually the dip, strike and rake (slip) angles (dip and strike
determine the orentation of one of the two nodal planes, the rake defines the slip
direction which is the normal of the other nodal plane (see FigP1, reprinted from
Pearce, 1977) The advantage of small number of parameters to be determined is
degraded by nonlinear dependence of seismic wavefield, which demands robust search
algorithms.

Double couple 1s the source model which is exclusively accepted when analysis
of only signs of seismuc phases is performed. We skip these methods because they are
rarely apphied at present and if they are, the motivation 1s to process seismic data from
pre-digital epoch. In the foliowing we mention shortly methods that use amplitude



ratios as input data. The principle advantage of the methods using amplitude ratios is
the fact that the ratio should be less sensitive to the details of the structure than the
amplitudes themselves. The ratio of z-component of SV and P waves was inverted by
Kisslinger et al. (1981). They used a grid-search algorithm for strike and dip with a
priori selected value of rake specified on the basis of, e.g., geological or tectonic
information. With the aim to determine the DC orientation for shallow earthquakes,
Pearce (1977) developed the algorithm to invert relative amplitudes of P and pP waves.
This approach benefits from the fact that thanks to the similarity in their paths, P and
pP waves suffer the same fractional loss of amplitude during their propagation except
near the source (Fig.P2, reprinted from Pearce, 1977). Pearce defined the acceptable
range of P and pP amplitude ratio and performed a systematic search for all source
orientations which are compatible with acceptable intervals of the ratios. He displayed
the orientations in a gnd in the dip-rake plane where strikes were visualized by rotating
a pointer-arrow, see Fig.P3. As it is common for grid-search algorithms, the model
space is regularly explored and the region (or regions) of acceptable solutions are
mapped, which enables us to make a guess of the uniqueness and confidence of the
solution. Pearce demonstrated his method by processing the data from the Kazakhstan
1969 earthquake (FigP4) which yielded a well confined region of acceptable
orientations of the DC (Fig.P5).

Moment tensor description

Moment tensor as a quantity which depends both on source strength and its
orientation was introduced in seismology by Gilbert (1971), who also suggested that,
since the waveforms are linear functionals of its six independent components, this
property could be advantageously utilized in formulating the inverse problem for the
source mechanism. Apart from the context of normal modes excitation which was
considered by Gilbert, moment tensor formalism was applied to modelling the
generation of both surface and body waves. In the former cathegory the papers by,
e.g., Mendiguren (1977) and Akt and Patton (1978) can be mentioned. As to to latter
one, the paper by Ward (1980) was the first practical application of the moment tensor
approach to the retrieval of the mechanism from the waveforms of body waves.
Thanks to shorter wavelength, body waves have a greater resolving power than surface
waves, however, on the other hand, to model them properly we need to know much
finer details of the structure, which 1s commonly a big problem,

Joint inversion of signs, amplitudes and amplitude ratios

It was already noted in the preceding chapter that in the inhomogeneous
medium the amplitudes of seismic waves are considerably distorted while suttably
chosen ratios of amplitudes are affected much less. The trick is to choose seismic
phases that follow similar paths. such as P/SV, P/SH or SV/SH. If the ratio of
velocities of the waves involved is constant, which usually is a good approximation,
then the ratio of the amplitudes is unaffected by the propagation. This is a great
advantage because it is common that our information on the complexities of the
medium is not detailed enough to allow us to reconstruct the amplitudes on the focal
sphere successfully. However, there s also a drawback at the same time- amplitude
ratios are severely nonlinear and require computationally intensive searching methods.



Julian and Foulger (1996) suggested the trick how to invert amplitude ratios within the
scheme of linear programming and, thus, to process them in a unified method together
with signs and amplitudes (following the preceding algorithm by Julian, 1986).

Linear programming 1s, by definition {Press et al., 1992), the algorithm which
for N independent variables x,,. .xy maximizes the function (“objective function™)

Z=amX) T anaxo T ..+ agnXy

subject to primary constraints of non-negativity of x,, and to M=m;+m>+m; additional
constraints:

apx; t ... T anXy <b; =0 i=1,..,m
apxy . b apnXs 2b 20 J=m+ 1 omtm
A Xy .t ApXy =b, =0 k=m+m+1, . ,m+m+m

There i1s no himut to the number of constraints M with respect to N. A vector (x,,...,.xn})
satisfying all the constrants 1s called a feasible vector, that one which maximizes the
objective function 1s called the optimal feasible vector. In the N dimensional space, the
linear constraints are hyperplanes and by imposing each constraint a part of the space is
selected as a possibte locus of feasible vectors. Applying all the constraints, the feasible
region is all bounded by hyperplanes - geometrically it is a convex polyhedron
("simplex"). Since the objective function is linear, it cannot have maximum inside but
somewhere on the boundary. The linear optimization algorithm just foillows individual
"ribs" of the simplex in the direction where the objective function is increased.
According to Julian and Foulger (1996), modelling the signs, amplitudes and amplitude
ratios can be described in inequalities. Expressing the amplitude of a seismic wave as
u=g'm where g is a column six-vector of Green functions for the particular wave and
m the vector from moment tensor components, a polarity observation is expressed as

ng =0 or ng =0,
and amplitude observation described as a pair of inequalities
. T
g2 m =<y and g m > ag,

where a,, and a,. are lower and upper bounds on the particular amplitude
observation. Amplitude ratios may be treated similarly:

=r

l.:J - nax * J\ZJ min

that 1s

(M 21 (U7 237
& m < Tmax g m, g m = Fmin & [t

(FYl (2 (T @y
S € M0 (2 - g Ym 2 0.

(g
These inequalinies are of the same form as those for the polarity observatton but with
different Green function.
The objective function to be mimimized is the L, norm of the residuals
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where P 1s the set of polzmty constraints that are not satisfied, and Q and R is the set of
unsausfied amplhitude and amplitude-ratio constraints, respectively. On the observation
of an earthquake from a volcanic area in Iceland, Julian and Foulger demonstrated the
disability of the signs only to resolve the type of the mechanism (explosive, implosive
or double couple), see Fig. JF1. On the contrary, amplitude ratios posses the capacity
to decide which type is more appropriate: see Fig. JF2, where the fit of the amplitude
ratios is much better for the best-fitting general moment tensor source (with a non-zero
volumetric component) then in the case that a double couple is prescribed. Fig. JF3
explains construction of the arrow representing the ratio of amplitudes A and B. Fig.
JF4 informs us on the polarities of the best-fitting source model. Besides signal
amplitudes and ratios, Julian and Foulger designed a formalism to process unsigned
amplitudes and absolute amplitude ratios as well.

Moment tensor from waveforms

Stump and Johnson (1977) took advantage of the linear relation between
seismic amplitude and the moment tensor and designed a linear scheme to invert
records of body waves. In both the time and frequency domain it can be written in the
matrix form

2=Gm

Time domain:  u:  sampled values of ground displacement stacked for components
and stations; dimension »
G . nx 0 matrix of Green functions
m vector of 6 components of the moment tensor (temporal
dependence; i.e, the source time function is supposed to be
known a priori)
Frequency domain:  u: complex values — dimension 2n
G . dimension 2nx 12
m : dimension 12
In the frequency domain, thanks to the fact that each frequency is considered
separately, the temporal dependence of the moment tensor is determined, too.
Depending on the value of # the problem is underdetermined (n<6), exact (n=6) or
overdetermined (n>0).
Stump and Johnson proposed to use singular value decomposition of G:

G=WwWQV'

where W consists of elgenvectors assoctated with nonzero eigenvalues of GG', V is
constructed sumilarly but from G G, and on the diagonal of Q there are positive roots
of p nonzero eigenvalues of G'G. The generalised inverse of G becomes

] — V? Q‘l "“ll

According to the magnitude of the eigenvalues, it informs us which parameters are
resolved well and vice versa. In the case the eigenvalue associated with a particular



parameter equals zero, the generalized inverse provides us with no information on this
parameter.

Teleseismic waveforms

If we speak of mechanisms in the moment tensor formalism, determined by
inverting seismic waveforms from teleseismic distances, we usually understand Harvard
solutions. It 1s the method by Dziewonski, Chou and Woodhouse (1981) which uses
normal-mode approach to the modelling of the Green function and an iterative scheme
to determine the moment tensor components and, simultaneously, the centroid location
- location of the “best” point source. Normal mode approach synthetizes wavefields of
very long wavelenghts and in the case all the modes are included the synthesis is exact:
all theoretically predictable seismic arrivals (surface waves as well as body waves) are
automatically included. For the source description the moment tensor formalism is
applied. The setsmic wavefield 1s composed of the contributions of moment tensors of
various degrees which originate from the expansion of the stress glut of Backus and
Mulcahy. Apart from the zero-th term M;™ the subsequent terms explicitly include
space-time coordinates (r.t,) of the point around which the expansion was performed

M = [Ty Tyt dV dt

M =1L Tty (rery,) dV dt
Mipng ™" = i v Ti(r8) (r-rgXrgte) dV dt
MY = f 0 Tty (1) dV dt

M@ = [ fy Tyr ) (1) dV dt

Because of the freedom in specifying the point {r,t), the higher moments are not
intrinsic properties of the source To obtain them independent of the arbitrary locus, a
special point 15 selected which represents in some sense the “centre” of the distribution
of the stress glut in space and time For a scalar field the centroid would be the
conventent point, which is defined (1) either as the point about which the st moments
vamish or (2) the point about which the 2nd moments are individually minimized.
However, for a tensor field like stress glut there is, in general, no point satisfying either
(1) or (2). Therefore, Backus defined the centroid for the stress glut as the point about
which the sum of squares of the st moments is minimum. Then, this point represents
the “best” location for an equivalent point source both in space and time.
First moments in the centroid (r.t.) and in the reference point (r,t,) are related

by

;\/Ii‘ip(l.t:)( ll) _ (rsp'rcp) Mijmm + Mi_ip(l.m( rs)

M;jw‘l'( ) = (tet) Mﬁm.m + M.‘jm'“(t;)

which introduces the centroid location in the term for the modal excitation (synthetic
wavefield) and enables us to invert for it. Dziewonski, Chou and Woodhouse (1981)
designed the inverse scheme for simultaneous retrieval of zero-order moment tensor
M;™" and the displacement of the centroid from a reference point (Ar At)=(ro-r, t-t,).
They represented seismic wavefield as

Ui(r.t) = Ty £ 0y(t) + bilt£) Ar + ¢ (tf) At,



where in fi the components My"” are stored. The excitation functions ¢; are
independent of f;, thus the Ist term leads to a linear estimation procedure for fi. The
functions b; and ¢; depend also of the moment tensor components fi, which requires an
iterative procedure to refine the location of the centroid. The inversion method has
been automated and for more than a decade has been used for routine determination of
mechanisms of moderate earthquakes around the globe. Up to now more than 10000
solutions were obtained, which contributed much to our knowledge on the seismicity
and stress state in active zones.

A powerful method for the recovery of a time-dependent moment tensor
source from waveform data was designed by Sipkin (1982). It is based on multichannel
signal-enhancement theory: the Green functions are considered to be the multichannel
input, the moment rate tensor is viewed as the convolution filter operating on the input,
and the observed seismograms are the desired output. Using recursion techniques, the
elements of the moment rate tensor are solved for as the optimum multichannel signal-
enhancement filter. The method considers each element of the moment rate tensor as
an independent function of time. However, it 1s within the capacity of the method to
avold searching for the time dependence of the moment rate tensor simply by limiting
the filter to a length of one.

If we concatenate the N seismograms to be inverted into the vector u and the
corresponding Green functions to the 6 vectors g, the convolution

ll(t) =Tre1 6 mk(t) ® gk(t)
may be written 1n matrix form

u(0) | C@(0) g(0) .. @@ 0 0

u(t)) ail(t)) et} . ge(ty) 2i(0) :00) .. gs(0) 0.0

u(ts) gt} @) go(tz) gt gt .. gs(t1) 2:(0)...

1 : ! 3 gu(ty) gt} . ge(t2)  gi(th)...
= : : gi(ta)...

S| ]

or u=Gm,

N

If we introduce the autocorrelation and crosscorelation operators
aii(s) = T gilt) gi(t+s), ci(s) = L gi(t) u(t+s),
then the terms appearing in the normal equations  m = (G'G)'G"u

take the form -
Glu=[ci(0), ., e O).cilty). ..calti), ] =c,

~ 3
E‘l]](O) a14(0) HH(']) 8.1.5(—]) 8.1](—2) am(—?.)
a0 a0 an-l) . aD) and) . ael-2)
. a(i) . as(1) a0y . a16(0) an(-1) ... ai(-1) ..
GG=A=] ' : 1 : :
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a1y . Aol 1) 851(0) 366(0) am(—l) aﬁﬁ(-l)
811(2) 316(2) a“(l) am(t) 311(0) 3.15(0)

(2 ) aa(l) . (D) aa0) . a(0) ..

B : : ; ; ; )
After defining the submatrix blocks

) -a”(‘t) alﬁ('[) .
A(1) 9 : =A7(-1)
asi{1) .. ass(T)

we can write the normal equation matrix

A(0) A1) A(D)
A= | A(l) A®©) A1)
A(2) A1) A0

The matrix A has a special symmetry (block-Toeplitz form) that can be solved by using
recursive techniques, which offer savings in both the tme and storage. Thanks to the
advantages of this formulation even large matrices can be treated, 1.e. long time series
in the moment rate tensor may be constdered.

Local waveforms

Sipkin (1982} demonstrated the method on teleseismic data. Application to
local waveforms needs several extensions of the algorithm. First, local seismograms
contain high frequencies, which results in numerical problems when solving the normal
equations. Koch (1991) pointed out this effect and proposed to introduce the damping

m=(G'G+6)'G'u (1)

When treating local data, more accurate model of the medium is needed than a
smoothed one suited in low frequencies. Our ignorance about the model results in
erroneous Green function which further may be made even worse due to imprecise
location of the event. An attempt to address this problem was made by Sileny et al
(1992) and Sileny and Psencik (1995), who extended the Stpkin's method by
introducing an iterative loop i which hypocentra in an a priori selected region are
tested and also a simplistic variation of the structural model is introduced.

The method consists of two closely related parts which we will refer to as (1)
and (I). In the first one, the linear inversion is used to nvert the observed data for a
specified hypocentral point and for a specified structural model. This part provides the
mechamsm of the source On the basis of the retrieved mechanism the synthetic
seismograms are constructed and compared with the observed records. The L»-norm

of their difference 1s a measure of a 'success' of the mversion in this point. The value of
the residual norm 1s of a principal sigmificance in the second part of the method. It is an
inversion scheme, in which the hypocentral coordinates and the structural welghting
factor are being determined in an iterative procedure with the criterion of minimization

1




of the residual norm of synthetics and data. It means that the linear step providing the
mechanism 1s an 'elementary cell' of the method, which i1s multiply performed in the
iterative scheme updating the hypocentral coordinates and structural weighting
factor(s).

I. In the linear step the Sipkin’s inversion with damping is performed. Its output
15 a set of six moment tensor rate functions (MTRFs) that are generally independent,
which implies time dependent mechanism. Since for weak events we do not anticipate
a change in the mechanism during the rupture process, we try to factorize the MTRFs
to exclude a time variation from them. The MTRFs can be tested for linear dependence
by looking for common source time function m(t) and six multiplicative constants M;;

(i=1,..3; j=1,...,3) which minimize the normalized L norm of the residuals

x {ii}[Mij(t)]zdt}f%

1=l =19

SRRl

N ={ii}[Mij(t)—Mijm(t)]zdt}

i=l j=t 0

Here T is the duration of the whole rupture process. If the minimization of N,
with respect to m(t) and Mj; quantities 1s successful, re. if Ny<<l, we arrive to
constant mechanism of the event described by the moment tensor Mj; and time

dependence of the rupture given by m(t).
Factorizatton of the MTRFs was addressed as a function minimization problem:
the residual sum N, was treated as a non-linear function of Ni+6 parameters (Ny is the

number of triangles used for parameterization of the MTRFs) by using the Monte
Carlo and simplex mimmization schemes. An alternative approach is a genetic
algorithm which offers, besides its inherent robustness, an advantageous way to
estimate simultaneously the uniqueness and confidence of the solution.

The problem of factonzation of the MTRFs was also investigated by Ruff and
Tichelaar (1990) and Vasco (1989). The former authors determine the source time
function as a weighted average of the MTRFs, which needs some a priori idea about
the mechanism to sum idividual MTRFs with proper signs. The procedure of Vasco is
based on singular value decomposition of the MTRFs into 'principal components'. The
part corresponding to the biggest singular value s declared to be the best source time
function and significance of the other components is checked by the F test. This
approach 1s very effective and computationally straightforward, but it may happen that
the individual principal components do not reflect real physical mechanisms in case
they are not well separated in time.

[I. On the basis of the MTRFs evaluated in a generic point during the step (1),
the synthetic seismograms can be constructed and compared with observed records.
We introduce the L norm of their difference

t

1 4 2
Kk obs k -
I[Ui W - u)] dt}

3
k=T1=17)

h

as a measure of success of the linear inversion. Here N is number of 3-component
stations yielding the data. u*(1)[°0S is the i-th component of observed seismogram

recorded by the k-th station, u*(t) ts the corresponding synthetic seismogram. To
mclude the variation of hypocentral point and structural model into the method we
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consider the Green functions gy;; to be dependent on additional parameters g,
=1,...,M, which resuits in dependence of the norm Ng on the ; parameters as well,

Ns = Ng(q))

The optimization of hypocentre localization and of structural model consists in
mimmization of the norm N with respect to the g parameters.

The parameters q| comprise the following quantities:
1. Hypocentre coordinates. ¢;=zy, q3=Xyy, 43=YH
2. Weighting factor(s) describing interpolation between two models of the medium.
There are two options:

a) The same structural model determined by nterpolation is related to all the
stations. Then we introduce a parameter ¢4 (0<q,<1), where q;=0 implies the Green

functions computed for a model A, while qy=1 indicates Green functions for a model

B (the construction of Green functions for 0<qy<l from g4 and gy B is

described later). Here M=4.

b) Structural interpolation is performed for each station separately. In this
case the number of weighting factors for structural interpolation is the same as the
number of stations. Specifically, we have N parameters O<qi;3=l, =1L N. A

particular parameter q;,3 controls evaluation of Green functions for the j-th station in
asimilar way as in a). j+3=0 and qj3=} tmply selecting gy; ;A and gy; |B for the j-
th station, respectively. In this case M=N+3.

The requested minimization of the norm Ng(q)) can be performed either by a

lineartzation approach or by a point-by-point evaluation of the function (5) in a grid-
search for its minimum

The method proved to be effective in synthetic tests simulating configuration of
a local network in Slovakia. The two alternative models of the medium (Fig SP1:
depth dependence of the velocities only, and SP2: 3-D inhomogeneity) vield a
considerable shift in station projections onto the focal sphere (Fig,SP3). Direct P and $
were generated for the strike-slip and dip-slip mechanisms with a stmple Muller pulse
time function (Fig.SP4). The refocation was successful in the horizontal coordinates
but not in the depth, structural parameter was resolved properly, see Fig.SP5. The
source time function was determined perfectly, as to the mechanism the result was
better with the strike slip, see Figs.SP6 and SP7.

Error analysis: For an estimate of errors imposed on the moment tensor rate
functions by presence of random noise in the input seismograms the general theory of
inverse problems developed by Tarantola (1987) was applied. He showed that for
Gaussian shape of a priori data probability and probability of forward modelling and in
the case of linear forward problem g(m)=Gm the a posteriori marginal density o, (m}
is Gaussian, too:

Gy (m) ~ exp[—‘/:(m—(m))TCMF1(m-<m))], (2)
where

{(m) = (_GTCD'lG + CM'I)'l (GTCD'ldU + CM'lmo) (3)

Cyv = (GTCIG + Gyt (4)
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Here m 1s the vector of model parameters, my, a priort information on the model, G
forward modelling operator, Cp=Cy+Cr, Cg4 1s the data covariance, C1 covariance of
the forward modelling and Cy4 covariance of a priori model information. Eq.(3)

specifies the maximum likelihood vector of model parameters and (4) its a posteriori
covariance matrix.

Applying this approach to our problem, the a priori data uncerntainty is
originated by noise superimposed on the seismic records, while the modelization
uncerntainty is caused by the use of improper Green functions for the construction of
synthetic seismograms, due to mislocation of the hypocentre and/or imperfect
knowledge of the structural model. The core of the inversion step is eq.(1) which
coincides, in fact, with (3) provided that a prion model information mg = 0, and the

damping constant corresponds to its inverse variance multiplied by the data variance:
L2 = cdz/csmﬂ2 . It should be pointed out that to compare (1) and (3) we have to set

Cq=o04’l, Cy =0, 2L ie all the data items must have the same variance G4 and
]

similarly the distribution of all the a priori estimates of the model parameters must be
described by the same value of gy

Eq.(4) provides us with a posterion variances of the MTRFs which are used in
the factorization step (II) for an estimate of the covariance matrix of the moment
tensor Mj; and of the error bars of the source time function m(t). Having the variances
Gi(t) of the MTREFs at hand, we can replace the normalized residual sum N; by the
weighted residual sum

K T 1 . - : (5)
N =33 *'EG[M”“)‘ Mum(t)]'dt
i

=0 = (w3

In turn, N may be considered as a ° function of 6 degrees and 1 degree of freedom
and by observing its increase in the vicinity of the resultant M, and m(t), respectively,
to map the confidence regions in an a priort selected probability level. Then, following
Riedesel and Jordan (1989), by using first perturbation theory we can transform the
covariance matrix of M into confidence regions for its eigenvalues and eigenvectors
(Sileny et al., 1996).

During numerical tests of the influence of a noise contamination on the
resolution of the mechanism and the STF (for the station distribution and structural
models used see Fig SCP1) considerable dependence of the mechanism appeared even
for noise-free data on the quality of the focal sphere coverage, see Fig. SCP2. A large
spurious component was detected in the mechanism when only z-components of the
ground motion were used, the effect was almost negligible with 3-component data.
Experiment with noisy data when the contamination was gradually increasing
confirmed larger error in determination of the volumetric (V) part of the source: the
error bars of the STF for the V subevent from the double source (DC subevent
followed by a V subevent) are farger than for the DC peak. see Fig. SCP3.

I. Relative methods

On the contrary to the absolute methods which we defined as inverse
algorithms that use explicit Green function constructed for a model of the medium
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between the earthquake focus and the station, as relative methods we shall understand
those approaches which use waveforms of weak events as empirical Green function
(EGF) or in which the Green function does not explicitly appear at all.

Most of the papers dealing with EGF are based on the contribution by Hartzell
(1978) who used records of weak events as EGF to model a strong earthquake which
occured within the region of hypocentra of the weak event. This approach s built on
the assumption that the source time function of a weak event is a simple pulse.
However. even if this were completely true, the problem is that the records comprise
the information on the mechanism, too. Thus, this approach can yield only the source
time function of the strong event.

Plicka (1995) extends this approach by considering the radiation pattern of the
weak events used as the generators of the EGF. He supposes to have at a station
records of # weak earthquakes for which the mechanisms are known. Then, from the
linear relation between the seismogram and the moment tensor in the frequency
domain

ui(m) = Zy M) Gilw) k=1...,6 (or 5 with the deviatoric
constraint)
1 ranges components and/or stations,
the system of » equations follows

u! M MY M;! G!
ui:’ Mll Mjl Mﬁl GIZ
. — . . . * .
| | | | G
Uin M[n Mjn Mﬁn

u=Mg

where u and M are arrays of known parameters and g has to be determined. In the
frequency domain the matrices are complex. For #>6 the system is overdetermined
and, then, can be solved by least-square method which yields normal equations

Mu=M'Mg

In the domain of complex numbers the M' is complex conjugate to M. The solution is
a set of 6 complex values of the spectrum of the Green function for the considered
component/station. By repeating the procedure for more frequencies ® we can
complete its spectrum and, finally, determine the Green function in the time domain.

Plicka tested the algonthm with synthetic records constructed by the discrete
wavenumber synthesis. Since the EGF determination means schematically a division in
the frequency domain

Glo) = u(ev) / M(w),

it 15 very important to check the spectral bandwith of v and M. It is evident that when
the bandwith of M(o) is greater than that of u(w), no problems appear and the
bandwith of G(®) 1s controlled by the bandwith of u(w). However, in the opposite case
for some frequencies the ratio u(w}M(w) may diverge, which onginates spurious
oscillations in the time domain of the EGF This is illustrated in Fig PL1 {convenient
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relation of the spoectra of i and M, see parts B and D) and Fig.PL2 (inconvenient
relation, see spurious signal in the EGF in E).

Ideally, all the » earthquakes with known mechanisms should have the same
hypocentrum. In reality, of course, this is not the case: they are situated within a zone
of a finite size. Then, the results are better the smaller is this zone. The scale is related
to the wavelength of the records used: increasing the wavelength the EGF
determination is more precise. Plicka demonstrated this by performing the inversion for
high and low-frequency synthetic records, see Fig.PL3 and PL4, respectively. In the
former case the ratio of the wavelength and the focal zone size is 1.5 for P and 0.8 for
S waves, while in the latter one it reaches about 5 and 3 for P and S, respectively. By
comparing Figs. PL3 and PL4 we can see that the reconstruction of the data by means
of the resolved EGF is much better in the low frequencies (original data - thick line,
reconstructed data - thin line).

Finally, Plicka applied the method to real data from the 1985 earthquake swarm
in Western Bohemia, Czech Rep. (Fig.PL5, reprinted from Kolaf, 1994). An example
of the velocity record and its spectrum can be seen in Fig PL6. The application of the
algorithm to determine the EGF was very successful, as it can be seen from the good fit
of the reconstructed signals (thin lines) with the observed records (thick lines) in
Fig PL7.

Apart from the relative methods that operate explicitly with the Green function,
there 1s a group of algorithms which eliminate the Green function completely from the
task of the mechanism retrieval. Some of them need to have an a priori knowledge of
the mechanism (“reference mechanism”™): the method by Patton (1980) designed for
tnversion of surface waves constructs it by considering two close earthquakes with
different mechamsms. The difference of observed and calculated spectral ratios and
residual differential phase are minimized with respect to depth of the events and their
mechanisms. Then another event is added and the source parameters are revised. When
after addition of a new event and revision of the pooled events their mechanisms are
only little changed, we have got a good reference point. Another method requesting a
reference mechanism is that by Strelitz (1980), designed to invert body waves.

Relative method developed by Dahm (1996) avoids the necessity to have a
reference mechanism and, thus, seems to be highly prospective for application to
groups of events which lack one distinctive individual among others, eg., for
earthquake swarms or for volcanic seismicity.

To derive the formalism by Dahm (1996), we rewrite the linear equation

Up = Ek‘ 1.6 Guk my

by applying the advantage of the ray approach, when six k-components of the Green
function Gy for the directton » reduce to a product of a scalar function of the
particular ray and weighting terms composed of goniometric functions of the azimuth
and take-off angle for the ray. Then, the equation relating ground displacement and the
moment takes the form

U.J“ = Ijn Ek:l,.‘..b ajk My, (1)
where we added explcit indices / for event and j for ray. Thus, " is the above

mentioned j-th ray amplitude for the n-th component of the ground motion, a, is the k-
th angular function of the j-th ray (it depends also of the type of the phase just
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considered, i.e. whether we are dealing with P, SV or SH), and my is the k-th
component of the moment tensor for the i-th event.

Properties of the medium aftect both the terms in which the Green function was
spht, i.e. a; as well as I". However, aj is determined by the geometry of the ray only,
whereas " is the ray amplitude, thus, it is distorted much more severely by our
ignorance of the proper structural model. Therefore, it is reasonable to eliminate it by
considering two events of the same location

With m observations (i.e., 2m phase amplitudes from 2 sources) we have

- — — =

F fi tpdan upan; Uridys mya
fa Uizda Uppday . U2 | Moo
: = : : : v : ' 3
f.m Urmdm Uimday ... Uimdmes _J ] |n62_j'
o - L.
where fi = un Zeer, 6 2y my,

This system may be considered as an algorithm for inversion with a reference
mechanism: 1if my, (k=1,...6) are known, eq. (3) is a system for determining my,,
i=1,..6.

Dahm (1996) further extended (3) into the relative method without a reference
mechanism: with 2 sources having different radiation patterns it is possible to
determine their mechanisms except a constant multiplicative factor. To avoid a
homogeneous equations, the additional condition is introduced

ZH.: Zk:l s My = constant = 0 (4)

From (3,4) the matrix formulation follows

B h - 2 1 17T 1 )
0 -A A H 0 G S
0 A0 Al o 0 S’
0 AN 0 0 A 0 §*
AN 0 0 0 Al s
¢ | 1 1 1 1 1 7
with ) . "~ -
Undp Was Undy |
Uppdap Uy Uindyg
A= : ! 1=(1L1,1,1,1,1}
: ! ! §* = (myy, Mok, .. Mg)"
Wit Wmdme Uimdme

Equations (5) are rot balanced with respect to A' (it plays a dominant role since it
oceurs n-times there) If we do not suppose any preference, we can modify (5) to
balance it -
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0 AT Al 0 0 0 0
0 A0 Al 0 0 0
0 AT 0 0 Al 0 0
0 A" 0 0 0 Al 0 -
0 A" 0 0 0 0 Al s
0 0 ATAT 0 0 0 §?
0 0 A0 A’ 0 0 s
o | 0 A" 0 0 Al 0 s"
0 0 A0 0 0 A’ -
0 0 0 A A 0 0
0 0 0 A" ¢ A’ ]
0 0 0 A0 0 A’
c 1 1 1 1 1

. N i

The advantage of (6) over (5) is in reducing the distortion of the inversion results due
to equally distributed noise.

Dahm (1996) performed an intensive testing of his method by considering data
contamination by a Gaussian noise, by observing the influence of poor station coverage
and by investigating the resolvability of non-double-couple components.

Test A - synthetic amplitudes:
12 stations (Fig.D1), 8 sources: #1-4 with different mechanisms
#5-8 with similar mechanisms
#3 with 5% 1sotropic component
6 experiments with varying number of sources, stations and modes (see Tab.)
test #1:no noise —» it returns exactly the theoretical mechanisms (Figs.D2,D3)
test #2: 10% noise, sources #1-4 (different mech.) — small bias in isotr. comp.
test #5: 10% noise. sources #5-8 (simifar mech.) — larger bias in isotr. comp.
test #6:as #5 but with more stations — better performance
(= relative method 1s more effective for a cluster of similar mechanisms
if enough observations are available)
test #3.P phases only -» larger error
{=> with only P amplitudes the resolution of the P.T axes is not
exceltent but, in principle, the method is working)

Test B - synthetic seismograms (simulate 4 Rhinegraben earthquakes, Figs.D4.D5)
data to nvert: amplitudes of direct phases (P,, S,) and MOHO reflected or
refracted phases (P,P. S,,P, P,) from 7 stations, for the distribution see Fig. D6
Isotroptc component determined well, the resolution of DC is poorer (Fig.D7) —»
somewhat surprising in comparison to tests performed with absolute methods.
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