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Population biology of infectious diseases: Part I

Roy M. Anderson

Zoology Department and Centre for Eovironmental Technology, Imperial College, London University, London 3W7, UK

Roberi M. May

Biology Department, Princetor: Univarsity, Princeton, New Jersey 08544

If the host population is raken to be a dynamic variable (rather than constant, as conventionally
assumed), a wider understanding of the population biology of infectious diseases emerges. In this first
part of a two-part article, mathematical models are developed, shown to fit data from laboratory
experiments, and used to explore.the evolutionary relations among transmission parameters. In the
second part of the article, to be published in next week’s issue, the models are extended to include
indirectly transmitted infections, and the general implications for infectious diseases are considered.

ANY contemporary ecology text contains at least one chapter
devoted to predator-prey interactions. The discussion typically
embraces field and laboratory observations along with simple
mathematiczl models, and emphasizes how the densities of both
prey and predator populations may be regulated by their inter-
action,

In natural cemmunities, however, an accumulating body of
evidence suggests that parasites {broadly defined to include
viruses, bacteria, protozoans, helminths and arthropods} are
likely to play a part analogous, or at ieast complementary, te that
of predators or resource limitation in constraming the geowth of
plantand animal populations. Examples from the laboratory are
Park’s' experiments in which the sporozoan parasite Adelina
drastically reduced the population density of the fiour beetle
Triboiium castenenrn, and in certain circumstances reversed the
outcome of its competition with T. confusum, and Lancinani’s?
studies of the way the ectoparasitic water mite Hydryphartes
tenuabifis influences the population dynamics of the aguatic
imsect Hydrometra myrae, Various studies have indicated the
importance of infectious disease as a mortality factor in popu-
lations of wild mammals™*, and as possibly the predominant
such factor in bird populations®™”. For ¢xample, among bighorn
sheep in North America the main cause of death probably is
infection by the lungworms Protostrongylus stitesi and P. rushi,
which then predispose the hosts to pathogens causing pneu-
monia®® On a grand scale, Pearsall'” and others suggest that the
geographical distribution of most artiodactyl species in Africa
today is largely set by a pandemic of rinderpest that occurred
towards the end of the nineteenth century; the numerical simu-
lations of Hilborn and Sinclair'' confirm that rinderpest can
have 2 big inflence on wildebeest population levels, Several
authors™*'*?" have argued the general case for infectious dis-
cases as regulators of their host populations.

More broadly, it is likely that interplay between the patho-
genicity of viral, bacterial, protozoan or helminth infections and
the muiritional state ¢f the host contributes importantly to the
density-dependent regulation of natural populations'?, with the
parasites greatly amplifying che effects of low levels of nutrition.
Such phenomena are largely responsible for the dramatic
differences between age-specific survival probabilities for
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people in developed and underdeveloped countries
Indeed, McNeill* and others**** have speculated that many of
the broader patterns of human history are to be interpreted
in terms of the evolving relationships between man and his
diseases.

Although there does exist a large and mathematically sophis-
ticated literature dealing with the transmission dynamics of
parasitic infections of many kinds, this literature®* almost
invariably assumes the host population to have some constant
value, and then seeks to answer such questions as: Can the
infection be stably maintained in the populatian? 1§ i1 endemic
or epidemic? What is the time course (in terms of suseeptibies,
infectives and recovered individuals) of the infection when
introduced into a virgin population? Thiz assumption that the
total host population is effectively constant derives from a
history of medical interest in human diseases {predominanily in
developed countries), where population densities do usually
remain roughly constant en the time scale appropriate to the
patholegy of most diseases. On the other hand, in the ecological
and parasitological literature attention has recently been given
to the population dynamics of host-parasile associations, with
particular emphasis on the way protozoan, helminth and
arthropod parasites can depress the natural growth rate of their
host populations'>*™**, Qur review aims to weave together
these medical and ecological strands, concentrating on the way
parasitic infections can influence the growth rate of their hest
populations,

The article is being published in two parts. This first part
begins with a survey of the diverse array of infectious organisms
and of their associated life cycles. We then show how a very
simple dynamic model can provide a remarkably detailed
explanation of a classic series of experiments on infections in
laboratory populations of mice. This success gives the
confidence to enable us 1o proceed in1o areas less well supported
by good data, and we next discuss microparasitic infections with
direct life cycles in natural populations: particular attention is
given to the evolutionary relations among transmission
parameters, the factors which determine the pattern of disease
behaviour within populations of hosts and the population
consequences of acquired immunity.
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Fig. I Population dynsmics of Pastesereli muavis in colonies of luboratory
mice. &, Relationship between the equilibrium population of mice N and
the daily rate ol inpul of susceptible mice A (solid Jols are observed
levels*®*?; the sulid linc is the best linear fit. equation 1641, The dashed line
shows Ihe estimated relationship between N™ and A in the absence of the
disease (the clope is 1/h, wlere b = 0.0061. b, An enlargement of that portion
of (a) where solid and dashed lines intersect, determining the threshold level
of immigration A, cquation (5), below which the disease will not persise, ¢,
d, Growth of mouse colonies harbruring the disease. from anoiniual popu-
latios of 20 mice, for A« 6.0 and respecively fagain, solid dots are the
experimental data, snd the solid lines are the theorcteal predictions
described in the text). ¢. f. Relationship between the equilibrium papulation
of mice N* and the disease-induced mortality ratc a. 3y predicled by
equalions (1}-{3). for A = 6.0 and (.33, respectively. The doted vertical line
shows the aciual value of a for P. swsis,

In the second part of the article™, we begin with a discussion
of macroparasilic infections with direct life cycles in natural
populations. Fxtensions to parasites with indirect life cycles are
then briefly indicated, with emphasis on the way the ecology of
the gencral evoluhonary trends. Finally, we survey the main
mechanisms that can produce cyclic patterns, or multiple stable
states, in the levels of infection in the host population.

Diversity of agents causing disease .

By using the term *parasitic infection” 1o include all organisms—
viruses, bacteria, protozeans, helminths and arthropods-—on the
US Centre of Disease Control's list, we are encompassing a great
diversity of life forms and of associated population parameters.
Broadly, however, two classes may be distinguished:
Microparasites (viruses, hacteria, protozoans) are characterised
iy small size, shorl generation times, extremely high rates of
direct reproduction within the host, and a tendency to induce
immuaity te reinfection in those hosts that survive the initial
onslzught™. The duration of infection is typically short in rela-
tion 10 the expected lilespan of the host, and therefore is of a
transient nasure (there arg, of course, many exceptions, of which
the slow viruses™ are particularly remarkable), -
Mucroparasifes (parasitic helminths and ai1thropods) tead 10
have much longer geacration times than micropazasiles, and
direct multiphication within the host is ¢ither absent or occurs at
a low rate. The immune responses elicited by these metazouns
generally depend on the number of parasiics present in a given
host, and tend o be of relatively short duration™*", Macro-
parasitic infections thecefore tend to be of a persistent nature®?,
with hosts being continually reinfected.

Both microparasites and macroparasites may complese their
life cycles by passing from one hast to 1he next either direetly or
indirectly via one or more intermediate host species. Direct
transnission may be by contact between hosis (for example,
vencreal diseases) or by specialised or unspeaialised trans-
mission stages of the parasite that are picked up by inhalation
(such as common colds), inpestion {(such as pinworm} or
penetration of the skin {such as hookworm), Indirect trans-
mission can involve biting by vectors (flies, mosquitos, ticks, and
others) that serve as intermediate hosts. or penetration by
free-living transmission stages that are produced by molluscan
or other intermediate hosts. In other cases, the parasite is
ingested when an infected intermediate host is eaten by the
predatery or scavenging primary host. A special case of direct
transinission ariscs when the infection is conveyed by aparentto
its unborn offspring®! (egg or embryo), 4s can cccur in syphitis
and rubella and for many viral infections of arthropods: 1his
process has been 1ermed ‘verticzl transinission’, in contrast to
the variety of ‘horizontal transmissicn’ processes discussed
abave.

The natural historian’s main concern is aften the recondite
biological details that make each parasitic infection unique. In
contrast, our aim is t© underscand 1he basic similarities and
differences in tcrms of: the zumnber of population variables {and
consequent equations) needed for a sensible characterisation of
the system: the typisdl relations among the various rate
paramecters (such as birth, death and recovery rates. trans-
mission coellicients); and the form of the expressions describing
the transmission processes. In the absence of such a unitied
framewerk, each disease tends to develop its own arcane
literature.

Experimentai epidemiology:

infectious diseases as regulators

of laboratory populations of mice

Although there are relatively few studies of the influence of

disease upon the dynamics of laboratory populations' =374,
there is a remarkably detailed body of work of Greenwood et
al, %7, subsequently extended by Fenner™". These experi-
ments, on laboratory populations of mice infected with various
viral- and bLacterial diseases, have some simplifying features
which make them particularly amenable to theoretical analysis.
Specifically, the space available to the mice was adjusted to keep
the population density constant as absolute levels chanped; in
addition adult mice were introduced at specificd rates, so that

" the basic process was an immigration—death one (remeving the

time lags and other complications attendant upon recruiting to
the population by natural birth processes). In short, many
density-dependent complications are avoided by the desipn of
the experiments.

‘We now outling a simple model] that captures the essenijals of
these experiments, and discuss i1s fit to the data for two micro-
parasites: one a bacterium (Pastesrella muris); the other a virus
(ectromelia, a poxvirus). Both parasites muitiply directly within
the host and induce a long-lasting immunity to reinfection {mice
show some loss of immunity te reinfection by Pasreurella, but the
immunity 1o ectromelia scems 1o be lifelong).

Using notation that will be standard throughout this review,
we define the absolute number of susceptible (uninfected),
infected and immune mice 10 be X, ¥ and Z, respectively. The
total number of mice, N = X + ¥ + Z, 15 not assumed 10 be sume
independentiy-set canstant. but is set by the dynamics of the
infeetion. A is defined 23 Lhe zate at which mice are introduved
{A =2 means 2 mice introduced per day). and & the natural
mortality rate; in the absence of the disease, the mouse popu-
lation will equilibrate at around N* = A/b. The mfection is a
direct one, for which the conventional assumption is that the rate
at-which mice acquire rhe infection is proportional o the
number of eneounters between susceptible and infected niice,
being XY where £ s som¢ ‘transmission coeflicicnt’. The
mortality rate for infected mice is taken to be & +u, with «
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Table 1 The influence of various types of directly iransmitted microparasites on -
host population growth

Growth characieristic Threshold hosu

idisease regulates host population, for
- population if expression is  successful introduction
Type of digease

negative) of the disease
Hortzonial transmisslon
Neo immunity iy - ) r—a la+b+u)ff
Life-iong immunity iy=  [{+{v/bl]-a la +b+a)/f
o
Transient immunity Al+eflb+yij-a la+b+u)/d

{duration 1/y)

Transient immunity and fa+h+uhid+o)

an incubation ilatent}
period of duration

v
rE et
{a+b+p)
P

-
Transient immunity and /(b +y)— (b +ea)

ta+b+uif

disease eliminates
reproduction of
infected class

Transient immunity and r[L-:—b-r%]—n (acb+ul/@
disease reduces birth rotery
rate of infected class
e fa

Vertleal (and horizontal) transmisslan

Transient immunily and  r{i+v/id+¥)]~a fmrb+u—aifg:
all births from threshold is zero if
lnfesied class axatbto

are also infected

Transienl immunity and
a fraction f of births
from imfected cluss are
also infected

M+wib+y)-a ix+b+o—faya;
threshold is zero if

faza+brp

representing the mortality caused by the disease: there is 2lso a
recovery rate v. Recovered mice are initially immune, but this
immunity can be lost at a rate ¥ (for permanent immunity, as for
ectromelia, ¥ =0). These assumptions lead to the following
equations for the dynazmics of the infection:

dX/dt= A -bX - BXY +yZ (h

dY/dt=8XY —ib+a+s}Y {2)
dZfdt=vY ~(y+0)Z 3)

Adding all three, the equation for the total population of mice is
dN/dr = A —bN ~aY (4)

This system of equations (which is similar to that illustrated
schematically by Fig. 3} differs from usual epidemiological
models in that N is 2 dynamicai variable, rather than some
specified constant.

The equations have a stable equilibrium solution with the
disease maintained in the population if, and anly if,

Alb>la+b+u)/8 5

Failing this, the disease dies out, and the population settles to its
immigration-death equilibrium value at N* = A/b. If equation
(5) is satisfied, the disease persists, and the total population is
depressed below this infection-free level to the lower value

_A+Dla+b+0)/B

Nt
b+ D e
Here {3 is defined for notational convenience as
D=c/{1+v/(b+v)] mn

Note that the important threshold phenomena, which ¢nter
directly when N is a specified constant™""-"**, appear in a
more subtle form when & is itself determined by the dynamics of
the disease.

In their experiments on the maintenance of pasteurellosis,
P. mueris, in mouse populations Greenwood et al.*>*® introduced
new mice at rates ranging from A = 0.33 to¢ A = 6 mice per day.
The quantities &, o and v can be crudely estimated from lite
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tables for uninfected populations, and from case mortality and
recovery rates (we get 5 =0.006, a =0.06, v=0.04 days™).
Direct estimate of the parameters 8 and y is more difficult.
Using data from Greenwood et al***’ (and reanalysing o
discard the transient initial population valugs en route o the
steady statc), we obtain the experimental results shown in Fig.
la for the equilibrium mouse population N* as a function of A.
These data accord well with the linear relation between N* and
A predicted by equation_(6). Furthermore, the parameters 2
and y may now be roughly estimated from the fit between the
theoretical straight line, equation (6), and the data for N* versus

" A (we estimate B = 0.0056, y =0.021 days ).

In Fig. 14, the dashed line depicts the equilibrium mouse
population in the absence of the disease, N* =.4/6 The inter-
cept of this line with the linear fit to the data for N* in the
presence of the discase yields the threshold immigration rate,
A, below which equation (5) is violated and the disease cannot
persist; Fig. 16 magnifies this aspect of Fig. 1a. We estimate
Ay ==0.11 mice per day (¢corresponding to an equilibrium popu-
lation of about 19 mice). Greenwood et al suggested P. muris
was always maintained in mice populations, but their lowest
introduction rate was 4 =0,33,

With 8 and v determined from Fig. la, we now have a
parameter-free prediction of the temporal development of the
infection for any initial number of mice N{0) and introduction
rate A. Two such fits between theory and data are shown in Figs.
lc and 14, for A =6 and A =0.33, respectively. Note the
propensity to damped oscillations at relatively small A values.
Bearing in mind the complete absence of adjustable parameters,
both the fits are extremely encouraging, and strongly suggest
that simple deterministic models can be useful even when the
host population is small.

How much does the disease depress the mouse population
below the level that wouid pertain in its absence? This general
question is answered in Fig. 1e and f, which shows N* as a
function of disease pathogenicity a, for A = 6.0 and A =033
respectively. Twe significant points emerge.

First, the maximum depression of the host population is
achieved by a disease of intermediate pathogenicity®'. Too small
an o has little effect on N*, while too large an o viclates
equation (5) and makes it impossible for the disease to persist,
The dashed vertical lines in Fig. 1e and / show the actual value
for o for P. muris.

Secand, note that the higher the iramigration rate A, the
greater the degree of depression of the host population {relative
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Pg. I Pogulation dynamics of ectromelia in colonies of laboratory mice

The data***#** indicate § = 0.005, « =0.042, § =0.0013, o =0.014, ¥l

the rate of introduction of susceptible mice was always A = 3 (all quantities

ifs units of dsy™"}. 2, Growth of a mouse colony harbouring the disease, from

an initial populatian of 45 mice (dots and solid curve ax in Fig, le, o). b,

Degreasion of the equilibri ien of mice A* A% 2 function of
h icity a For lia, anak to Fig. te. f0

ta the discase-Tree couilibrium value): This suggests that dis-

cases caused by inicroparasites are more likely to persist within,
and cause severe reduction of, host.populutions with fish hirth
{or immigration) vates; this phenomenon derives essentiatly
Tran: the high inflow of susceptibles:

Greenwood er al™, and later Fenner™ ™, also studicd the
effects af the mewse pox virus, cctromelia. An anolysis
that just outlined, feads to simitarly encouraging agreement
between our simple theory and the experimental data for
ectromelia in tahoratory populstions uf mice. Some of these
resulis’are summarised i Fig, 2,

For both P mtrds snd ectromelia, the actual value of the
pathogenicity parameler e findicated by the dashed vertical
lines in Figs le. £ und 25) lies around the value that induces
maximum depression of the host populatioa. [5 this coincidenee,
or daes it reflect evolutionary pressures? The guestion is intri-
guing, bur difficult to pursue 1n the absence of a larger body of
inforntation about & wider range of discases.

in bricf, the theory and the facts of Ihese experiments arce in
accord in shawing how infectious diseases can stably resulate
their hogt populations below disease-free levels. They alse show
the existence of a critical host density (dircetly tied 1o the rate at
which new susceptibles are introduced, cither artificially in the
laboratery, or by births in the natural world}, below which 1he
infection cannot be maimained. In this sense, equation (5}
1epiaces the threshold condition of conventional epideminlogi-
cal models in which the host population is an independently
determined constant.

An9

Microparasitic infections as regulators of
natural gopulations

The models discussed above are only half-way to a fully dynamic
description of host-parasite interactions. Although the death
rates are sct by natural processes, and are influenced hy the
parasites, the *hirth’ processes are determined artificially by the
rate of introduction of new mice. We now cansider what
happens when the birth rates are also set by natural processes
intrinsic to the host population.

To begin with, we focus on diseases caused by microparasites
that are tranemitted directly, and ask three main questions: what
biological charactcristics of an infection determine its impuct on
host popuiation growrh; what are the population consequences
of immunological responses: and what conditions lead 1o
endemic or to epidemic infections? '

Consider the simple situation of an infection whose trans-
mission processes are as described by equations {1)-(33, except
that now the new individuals arise by natural births. This
situation is illustraicd schematically in Fig. 3. If the per capita

akin 1o

birth rate s g, independent of whether the individual is suscep

© tible, infected or immune, then the net birth rate term s
A+ Y+ Z), and the dynamical system-of equations (1)—(3) is
replaced by .

dX/di =X + YV +2Z)=bX —BXY +yZ (8)
dY/di =BXY —(a+b+1)Y 9
dZ{dt= ¥ b+ )2 (10}
‘The total population of hosts, N=X + Y 4 Z, obeys
dN/dr=(a~bH)N~a¥ (1)

Equivalemtly it is useful to define the intrinsic growth rate

= a — b of the discase-lree papulation and 1o weile y = Y/ N as
the “prevalence’, or fraction of the hest population that are
infected, This gives

dN/fdr={r—ay)N {12)
Onc of two circumstances now arises. If

u>r[1+r°‘r} (13

the disease regulates the host population to a stable value M*.
This disease-determined population level is

. (a+h+n)_
N Bla—rti o6 -7

Of this steady population, the fraction infected is given trivially
from equation {12} as

(14}

y*=rfa (%)

Conversely, if equation {13) is-not sausfied, the system of
equations (8)-(10) eventually settles ta a state in which the total
population grows exponcatially al a rate p given by

p=[B*~(h+ya-r+r] -8B (16}

with B=4(a +b+v1+-7r). This population growth rate is
necessarily less than the disease-free one, g < r. Asymprotically,
the cxponentially arowing total population contains a canstant
number of susceplibles X, with essentially all individuals being
infected or immune. The asymptotic prevalence of infection is

y=YIN-(r-plfa an

Note thé similarities and differences belween these conclusions
and those for conventional models™"' ™ in which the total
population is set at some constant value. In this crude model
there arc ne density-dependent regulatory effects other than the

-~ B ' Besth

4 4
N N
F X A

Fig. 3 Diagrammatic Aow chart for & directly trans.
SUSCEPTIBLE 4 INFECTED N TUNE mitted infection. described by 1 compartment mosie]
ININFECTED! } _— b —_— with ible LX), infecled Y3, and immune 1 Z)
X i) L4 2 hosts. The fluw of individual hosts between compart-
ments is controlled by o set of rate patameters: por
capita hirth rate. @, natural deach rate of hosts, §;
- s wath "' A disease-induced mort _n.:u-xingcn infected hosis;
TFCCPVCTY Fate, 1 fransmission rale por- encounter
Between susceplible and infecied hosts, 8; rate of logg

of immunity, v.
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Table 1 Population characteristics of some common directly transmitted microparasites of man (data from refs 66-69)

Parasite Incubation Duration of Infectiousness - Duration of Lifespan of Ciae mortality rate. Trarsmission
period infectiousnees umnunuy infective stage {pathogenicity) {H = borizonial
(dlyl) {communicability) . V = vertical)
(days}

Measles viru %12 57 High Lifelong. Yery shon Low-high H

Smallpox viruy 12-14 10 Medium Lifelong Long High H

Rubeila virus 17-20 14 Medinm Lifelong  Very short Low HV

Mamps virus 10-20 T Medium Lifelong . Short Low H

Bordereila perticatiy (whooping cough) -1 14+ High Lifelong Very shont Medium H

Polio virus 5-20 Long High Lifelong Medium Medium H

Varicella zoster virus (chicken pox. 13-17 20-30 High Lifelong Very short Low HV}

and shingles}

Herpes simplex virus 58 Long Medium Lifelong Very short Very low H.V

Cytomegalovirus Long? Long. Medium Lifelong Very short Yery low? H,V

Epstein—Barr virug 107 Long? Medium: Lifotong Very shart Very low? H

Clogeridium jerani (tetzn) T+ 11-30 Low Lifelong Long High H

Salmonelia ryphi (typhoid} 10-14 N+ Low Short Medium High H

Baciflus anikracus (anthrax) 3-7? ? Low Lomg Very long Very high H

Cotyneby ium diphthen liptheria)  2-6 p1i] Medium Long Medium High H

disease itself and the population ‘runs away’ (maintaining the
disease within it) at the diminished rate p if o is too small 10
satisty equation (13). Conversely, if equation (13) is fulfilled, the
population settles to the value N given by equation (14}, In
either case, if NV {8 initially less than a threshold vaiue,

Ne=la+b+uoi/g (18

then initially ¥ will decrease and X will increase exponentially
at the rate r. However, once X exceeds Ny on this trajectory of
exponential increase, then ¥ will increase, and the system either
will converge (stead!ly or with damped oscillations) on the N* of
equation (14), or will grow at the slower rate p of equation {16},
Thus the familiar threshold phenomena are found within the
more dynamic system of equations (8)-{10}.

Equation (13) is clearly a key one. 1t can be modified to take
into account the known biology of a wide range of directly
transmilted microparasitic infections, Without discussing the
derivations, Table 1 lists the criterion for ability to regulate the
hast population (generalising equation {13)), and the threshold
expression {generalising equation (18)), for a variety of such
refinements, including inter alia the effects of incubation
perinds, vertical transmission. and infections that reduce host
reproduction

Several general points emerge from Table 1. (1) For a disease
to regulate the host population, the case mortality rate o must be
high relative to the intrinsic growth rate r of the dJisease-free host
population. Ability to achieve this degree of regulation is
decrcased by lasting immunity (v smail] and high rates of
recovery from infection (v large, corresponding 1o infections of
short duration). (2} Diseases with long incubation perivds,
where hosts are infected but not infectioas, have less impact on
population growth. {3) Diseases whick atfect the reproductive
capacities of infected hosts are more liable to suppress popu-
lation growth. {4} Vertical transmission lowers the magnitude of
the threshold population, My needed for successful introduction
of the disease; vertical transmission also lowers the equilibriurm
population of the host in those cases where it is regulated by the
disease. (5} The threshold density below which the discase
cannot persist within the host population is set by the rate of loss
of hosts from the infected class divided by the rate of trans-
mission; high threshold densities are therefore required for the
maintenance of diseases with short durations of infection, long
incubation periods and high case mortality rates.

Population consequences of immune
responses

Although the nature of immunological responses by individual
hosts to specific pathogens has received much attention in recent
years 7% reiatively Little thougha has been given to the popua-
lation consequences of acquired immunity ™% (sometimes
czlled ‘herd immunity’ effects). The general insights just culled

from equations (13)-(18) can be usefully illuminated by a
numerical example. Figure 4a shows the growth of a fictitious
human population (from an initial size of 50,000) subject to &
virus disease and under various assumptions about the duration
of immunity. The vital rates and transmission parameter values
are as detailed in the figure caption. In more homely terms, they
represent a growth rate of the disease-free population of around
3% per annum, a case mortality of about 30% {similar to
measles in mainourished human populations with ne previous
exposure™), duraticn of the infection around 4 weeks, and a
transmission coefficient 8 that implies a thresheld population
density of No==380,000 people.

In all cases in Fig. 44, the disease is not maintained and the
population grows at its intrinsic 3% rate if it is below the
threshold value N;. Above this point, the population’s fate
depends on the nature of the immune response. [f the duration
of the immunity fo reinfection (1/¥) is of short to medium length
{less than about 20 yr), the disease is able to regulate the host
population at the stable level N'* of equation {14}, If the disease
induces hardly any immunity (¥ large), this equilibrium level N*
will be close 10 the threshold Ny for maintenance of the disease.
Conversely, if the duration of immunity is above 20yr, the
population continues 1o prow exponentially at some rate lower
than 3%; life-long immunity (y =0, as for measles) results
asymptotically in 1.6% per anrum growth. This example makes
piain the impertant part immunity plays in determining the
population consequences of a disease,

The qualitative patterns revealed in Fig. 4a are reminiscent of
those shown by human population growth®** between the
beginning of the Agricultural Revolution (some 10,000 years
ago) and the onset of the Industrial-Scientific Revolution
(around 300 years ago}. In the first 5,000 yr, the glaba! popu-
lation increased about 20-fold, from arcund 5 million to around
100 million. The next 5,060 yr saw oniy a roughiy 5-fold
merease to arcund 500 million in the sixteenth century. (t may
not be unduly fanciul to speculate that the rise of human
conglometations to levels capable of maintaiming directly
transmitted microparasitic diseases, and the accompanying
depression of populaticn growth rates, is at least partly respon-
sible for the observed patierns.

Epidemic and endemic patterns of diseases

Epidemic diseases are characterised by rapid changes in the
prevalence of infection. Often such infections disappear from a
particular host population for short or long periods. Conversely,
endemic infections persiat for long times, showing relatively
little fluctuation in prevalence, Note that in our dynamic models,
equations (8)-(10), the disease always becomes endemic. in the
sense that the host population grows to the level N> Ny,
whereupon the disease is maintained. The prevalence settles to
the steady value y* =/« if the disease controls the population,
and to y* +{r—p)/a if the poputation s1i{l grows.
—
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' Flg. 4 o Arillusteation of the way the duration of immunity influcnces the
dynamics of host population growth, ¥{r), for 2 hypathetical disease; the
various population parameters are assumed to be r= 003 A=0.015, v =
13,0, & = 6.0, @= 5% 10 (all per vear), and AM(0) = $0,600. The selid line
depicts 1he population growth in the shsence of the infection, The four
broken lines depict the offccts of immunity of varying duration, namely (a5
lubelledl: 1y =m0 ilifelongl; Livy=20 yr: 1/y=5 yr: and 1/¥=0 (o
imununity). b, Tenporal changes in the prevalence of infection, Y/, follow-
ing the introduction of the above disease into a virgin fupulation of hosts
whare the cquilibrium prevalence devel is low, ¢ As for {b], except now the

equilibrium prevalence is relatively high.

It is well known, however, thit diseases which induce fong-
lasting immunity often exhibit periodic or episodic ‘face our,
even within relatively larpe host populations™®#741 In
particular, the classic work of Bartlett*?™ on measles epldemlcs
has suggested the impariance of stochastic effects in determining
whether a discase will persist endemically or as recurrent epi-
demics.

Witheut entering into the detailed complications of 2 sto-
chastic formulation, we can usc the above model to get some
qualitative insights about these patterns. Of particular
importance is the rate at which new susceptibles uppear; hence
the peneral correlation between endemicity snd host population
size™, and the observation that the host birth rate is central.
Specifically, consider the case where the hosts’ intrinsic growth
rate is much smaller than the case mortaliy rate, r < o. Then, if
N > Nyointroduction of the infection results in a classical epi-
demic (see Fip. 451 the prevalence first rises, attains a peak, and
then falls ta the value given by equation {15) or cquation (17},
which in either case is very small, Thatis, if 7 « a, itis likely that
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prevalence settles to be so small as to give & high probability for
stochastic ‘fade ont' and epidemicity. This can be true even for

diseases potentially capable of regulating the host population, if

+/o and N¥ are both sufficiently small. In addition, epidemics
can oceur even when 7 >a if the disease does not regulate the
host population but merely slows its growth rate slightly, so that
r—p<«a {the details of the interplay among parameters that
leads to a + p » r > @ are complicated, and can be deduced from
equation (16) for p}. On the other hand, if neither rnorr—p isa
lot smaller than a, the disease is likely to be endemic, with
relatively high values of y* making stochastie extinction of the
disease improbable?>"**"*, This circumstance is depicted in
Fig. 4c.

Thus infections of short duration which induce lasting
immunity will tend to exhibit epidemic patterns. The classic
‘epidemic’ disease such as measles, rubella and pertussis are of
this character®” ™. As also stressed by Yorke et al**, a broader
examination of viral and bacterial infections of man clearly
supports this point (see Table 2). Many authors®™**’' have
observett that such infections are probably diseases of modern
societies; in primitive societies 1he net inflow of susceptibles inta
small communities was probably too low to maintain the dis-
eases.

Other infectious agents (for example, herpes simplex virus,
cytomegalovirus, Epstein-Barr virus) persist in the host for leng
periads and are of low palhngemcuy Such diseases are usvally

endemic in charac[er {see Table 2). Moving beyond human
papulations, it is important to remember that hosts with high
rates of reproduction, such as arthropods, may be able to
support endemic disease even if host density is low’®. Further-
mote, infgctious organisms that induce life-long immunity, or
are of high pathogenicity, can be endemic if they produce
free-living infective stages which can survive for a long time in
the external environment {anthrax bacillus is an example).

There is no doubt that microparasitic infections <an slow
pepulation growth’ 7, Whether a given discase will regulate
the host pepuiation ar nrerely slow its growth, and whether the
infection will be endemic or epidemic, depends on the interplay
of many biological parameters™™, Unfortunately, our quan-
titative knowledge of these parameters is limited, even for viral
and bacterial diseases of man.

Conclusion

The effects of microparasilic infections on the dynamics of
animal populations depend on the ecology of the interactions
between hoyt and parasite. These patteras of disease behaviour
invalve four principal factors, namely: the host providing 2
habitat for the parasite: the degree 16 which the parasite induces
host mortality (or diminishes the reproductive capability of the
hosty; the extent to which the host acquires immunity; and the
necessity of transmission from one hest to the next. Overlaid on
these fuctors are many biological complications, specific to
individual host-parasite associations, whose sequentizl action is
deternmined hy life cycle structure.

In the second part of this articke, we show how a common set
of factors are involved in the dynanics of all infectious discases,
whether they are caused by viral or helminth agents, and
whether they are transmitted directly or indirectly between
hasts.

13. Anderion, R M. in Pupulation Dunamics teds Andéron, R. M., Fucner, . 1. & Taylor. 1.
A} Blackwell, {stord, [97V1

14, Lu\ll»m HL T Parceuioliogy G2 179193419713,

e M. D, Fureenolnge 63, 31104 (197))

M5 A YL ROSEE e Dol 47,700 147 RTR

ML Anderson, ML A Fegd, 37, 249- 200 140N,

K. Rarlchean, K R, Miampea 3, 29-35 (1908

3. Coroall, H. A, Nut 108, KKU-HRA 1974},

20, Carey, AL Feal Sfisogr. [m ihe presal

20, Dradler, D Lan Onginsof Peu, Paroiase, Discase and Weed Problemyicds Cherredl, ) M. &
Sugar, G. R sitlackerll, i, 19771

M. Neaencs ENM, NMGT

WAL Phoues and v

Eow the Ipact af 4w

1ty of Fonate Prosa, 1920,

2. Hl:u.r L. Siome 1HT, SUS VIR r1978),




. Watimun, P Deserminiric

. May, B M. & Anderaon, -
- Mimnts, C. A The Parkoganesis of Infectious Diseaser | Academic, London, 1977).

. Muodonald, G, mmmwmﬂmtwum Press, 1957),

D!lﬂll'ﬂafﬂngiﬂd Disease {eds Bruck-Chwate, L. 1. & Glasvilie ¥, 1)
1.
lideis in Ecology and Epidemiolory (Mothuen,

Dictz, K. L R Stet. Soc. A 138, $03-573 (1967,
Thewshoit Modeia in the Theory of Epidemicy (Lactre Noter in
Blomathemarics Vol. ) (Soringer, New Yori, 1974),
Yorke, J. A.. Nathamson, N., Planigiani, G. & Murtin, J. Am. 7, Epidem, 108, 103-123
11979,

. Hoppenstandt, F. C. Machematioa! Thearier of Populandres: Demographics, Ganetics, and

Epidemics (SLAM. Philadelphia, 1975).
Dielz, K. ir: Epidanioiogy (eds Ludwig, D. & Cooke, K. L.} 104-121 (Secioty for [nchatrial
lied Mithematics. Philadelphiv, 1975),
M. Parasisoiogy 76, 119-157 (1978).
M [next woek's itsme).

Kimberlin, R. . {ad } $low Virur Disaases of Animefs and Max: (North:Helland, Amter.
dam, 1976),

. Wabelin, DI, Narure 273, 617-620 (1578),
. Soultby. E. J. L. (ed.) Ismunity io Animai Parasiies {Academic, London, 1972).
. Fine, P. E. M. Ann, N Y. Acad. 5ci. 266, 173-194 ners),

§tiven, A. . Ecol Monegr. 34, 119-142 (1964).

- Hines, R. 5. & Spira, D. T. . Firh Biol. 8, 345-392 (1972).

Robintan, G. W., Nachanson, N, & Hodous, J. Am. 1. Epidem. 58, 21-100 (19711,

Andemon, R, M. Whitfeld, P. . & Mills, C. A. 5. Anim. Eeol, 46, $50-580 (1977,

Greemwood. ML, Bradlord-Hill, A.. Topley, W. W. €, & Wilson, 7. Ecperimensal Epi-
demiciogy: Medical Research, Council Spacial Repart Mo, 209 (HMSO, London, 1936),

. & Topiey, W, W. C. J. Hyg. 6, 45-110{1923).

Fenner, F. J, immun, 63, 341-373 {1945}

Fenner, F. J. g 46, 363-391 (1043),

Kermack, W. 0. & McKendrick, A, G Proc. R Sor. A 118, 700-721 {1927},

- Andemson, R, M. Nature 279, 150-152 (1979).

. Tyrell. D, A 7. in Health and

Rain, [ M. (Blagkwell, Oxfard, 1976),

Exsential immunaiogy
- Fax, I. P, Elreback, L., Scotr, W., Garwood, L. 4 Ackerman. E. Am. J. Epidem. 94,

179180 (1571,

- Stuart-Harris, C. H. in Virur Vinglence and Pathagenisiey (CIRA Fn Symp. 4} (Churchill
9s0],

Livingsone. Landan, 1

. Deewry, E. 8. Scient. Am, I3, 195-207 (1969),

Ehrlich, P. R_ Birlich, 4. H. & Holdron, J. F. Ecascience: Populanian, Resources, Environ-
munt, Ch. 5 (Frezman, San Francisca, 1977).
Biack. F. L. et al Am. J. Epidem. 100, 230-250 {1974).

L Black, F. L Science 18T, $15-518 (1975),
. Matumots, M. Bact. Rev. 33, 404-418 (1969},

Nathaneon. N., Yorke, ). H.. Pianigiani, C. & Matt, 1. in Prevtzient Virvses fods Sieven, J.,
Todaro, G. 1. & Fou, . L.} [Acsdemic, New York, 1978).

Direase in Tribai Societies {CIBA Fdn Symp. 49) (Nortn.

Holland, Amsierdam, 1977),

. Burtlett, M. S. 1. R. Sua. Soc. A 130, 48-70 (1957}
- Bartlen, M. 5. 1. R, Sist. Soc. A113, 37-44 {1960

Black, F. L. L theor. Biof. 11, 207-211 {1966).

. London, W. P. & Yorke. . A, Am. J Epifer. 98, 451468 119731
. Yarke. ). A. & London, W. B. Am. J, Epidem. 98, 46882 ({1973},

Fenner, F. & While, D. O. Medical Viroiogy { Academie, New Yark, 1970}

. Fenner, F.. McAuslan, B_ R Mimms, C. A,, Sambrook, 7, & White. D. O. The Biclogy of

Animal Viruses [Academic, New York, 1974,

Christie, A. B. nfectious Diseares: Epidemioiogy and Clinical Pracrice (Churchill Living.
siode, Londan, 19745,

Buriet. M. & Whiic. 1. O. Nawral Hivory of Infectious Diteuse (Cambridge University
Press, 1972).

Health and Disease in Tribul Socieries (CIHA Fidn Symp. 400 (North-Holland, Amsterdam,
1977,

. Tannda. Y. in Biotogical Contvol of Insect Peas and Weeds ted. DeBach, P.) (Chapman and.
h

Hall, London, 1964

. Bruce-Chwa, L ). & .Erunerﬁiw:l:. J. M. Bull. N Y Acad. Med. 50, 10691080 (1074),
- Smith, J. H., Dyek, 1. R & Connor, 2. H. Am. /. wrop, Med. Fyg. 28, 637643 (1978).

Ford, 1. (ed) The Role of Trypanotamiasis in Afncan Ecoiogy: A Siudy of the Testts Fly
Provlem (Outord University Preas, 1971),

(Reprinted from Nature, Vol, 280, No. $722, pp. 455-451, August 9 1979)
© Macmitian Journals Lrd,, 1979

Population bibldgy of infectious diseases: Part II

Robert M. May

Biolegy Department, Princeton Universily'. Princeton, New Jersey 085

Roy M. Anderson

&

Zoology Department and Centre for Environmental Technelogy, Imperial College, London University, London SW7. UK

In the first part of this two-part article (Nature 280, 361-367), marhemaricél models of directly

transmitted microparasitic infections were developed, raking explicit account of the dynamics of the
host population. The discussion is now extended to both microparasites (viruses, bacteria and protozoa)
and macroparasires (helminths and arthropods), transmited either direct! y orindirectly via one or more
intermediate hosts. Consideration is given 1o the relation between the ecology and evolution of the
ransmission processes and the overall dynamics, and to the mechanisms that can produce cyclic
patterns, or multiple stable states, in the levels of infection in the host population.

IN the first part of this article’ we considered the dynamics of
microparasitic infections with direct transmission between
hosts. We now extend the discussion to other kinds of parasites
and transmission processes, and examine the general relations
between population behaviour and parasite life eycle structure.
The conclusicns are broadly similar 10 these in the first part', but
there are interesting similarities and differences both in the
mathematical structure and in the biological conclusions.

We then give a brief discussion of general evolutionary trends,
and end with a survey of the main mechanisms that can produce
cyclic patterns, or multiple stabie states, in the levels of infection
in the host population.

Life cycle structure and disease dynamics

Macroparasites with direct life cycles tend to produce persistent
infections, with the hest harbouring papulations of parasites for
leng periods, due to continual reinfections. Among many
examples are the hookwerm species of man, Ancviosioma
duodenale and Necator americanus {see Table 1): in endemic
areas the prevalence of these infections may approach® 100:%,
For such systems, the pathogenicity to the host, the rare of
production of transmission stages of the parasite and any resis-
tance of rhe host to farther {nfection all typically depend on the
number of parasites present in a given host. A crude division of
the host population into susceptible, infected and immune clas-
ses is therefore not helpful, and a detailed descripticn of the
dynamics needs to deal with the full probability distribution of
parasites within the host population™ (that is, with the nember
of hosts harbouring i parasites Vi), where =01, 2.
Figure 1, which is to be compared with Fig. 3 of the first part of
this article', depicts the essential structure of such models.

» It is often useful 1o simplify these models by making a
phenomenoiogical assumption about the statistical distribution
of parasites among hosts™"" (or even, occasionally, by making
assumptions thai permit this distribution to be deduced
theoretically'''%). A usual phenomeaological assumption is that
the parasite distribution is a negative binomizl®" """ wiry
the parameter & providing an inverse measure of the degree of
parasite ‘clumping’ or overdispersion within the host popu-
lation: the limit & » corresponds to the parasites being dis-
tributed in an independently random or Poisson form, while
very small k corresponds 1o very high clumping. It is then
passible to use such statistical moments of the N(i} distribution
as the total host population (N = . N¢i)), the number of unin-
fected hosts (X = N(0)), the total parasite population (P=
¥, iN(i}). and the mean parasite burden per host (m = P/N), In

&

this way, models of the kind depicted in Fig. 1 can be brought
into correspondence with the coarser models of the kind dis-
cussed in Part [ (see Fig. 3 of Part ).

The most detailed study of this type™* draws on 2 Synoptic
collection of data for direct life cycle parasites tmainly
helminthsi, and describes the dynamtics in terms of three
differential equations. for the number of hosts N, parasates P.
and free-living infective stages w:

dAN/dr ={a - b)N — P ty
dP/dr=8uN —lp +b+ulP—alk + NPYIAN) 121
diw/dt = AP — cw — the¥ 13)

Here the birth and death rates @ and b are as defined in the first
part’ of this articie, as is the transmission parameter g 1hosts
acquire individual adult parasites at a rate propartional to the
aumber of contacts between hosts and parasite infective stages,
BwN). The parasite-induced host death rate (or, equivalently,
depression of the birth rate! is taken 1o be lineariy proportional
to the parasite burden in 2 given hosz, a1 a rate o PET parasite,
The parasites are distributed as a negative binomial with
parameter & : u is the naturat mortality rate of adult parasites; A
is the rate of production of infective stages by an adult parasite:
and ¢ is the death rate of these infective stages. The bioiogical
underpinning of these equations, and their dynamical
behaviour, have been expounded in detail elsewhere™.

A rough understanding of the relation between this system of
equations for typical macroparasites with direct transmission,
and the carlier set of equations (81-11ih of Pars [ for directly
fransmitted microparasites, can be obtained as foliows. First,
note that the lifespan of the free-living infective stages is usually
much shorter than that of the host and the adult parasite
(compare Table 1), Thus the set of diferential equations ¢an be
decoupled, by assuming the ‘short lived' infective Stapes are
adjusted ¢ssentially instantaneously to their equilibrium level
(dw/de =1 for any given value of N and 2 This gives

dN/dy =N - o P 4}
ANP alk+ 1P? -
dP/d:—HI+N—[p+b+u)F—T 15)

fwhere r =2 — b and H,=¢/8). Second, a phase-plane analysis
now lays hare the properties of this pair of equations.
Three patterns of dynamical behaviour are possible™. 11} I

A—tu+d+ay>rik+ 11k 1&)
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- compartments for the number of hosts, Vi),
R nex harbouring i parasites i =0 . 2.1 The

the parasitc regulates the host population to a stable equilibrium
vaiue. The average parasite burden per hosi seitles to

m=rje [
123 If Equation (6} is not satisfed. bur
A-lgrbta)>l} I8}

the host population continges to grow exponentially, but at a
rate

p=r—[A—tu+b+alkiik~+1)] 9

This is less than the disease-free rate, r. In this case, the mean
parasite burden in the ¢xponentially growing hast population
settles to the value

ML= lr—p) e [pLil]

In either event. if the host popuiation is initially below the
value

NT=H\(u+b+u: (n
A=ilp+dra)

the parasite cannot become established 1aP/dr < ). However.
as Tong as equation {8) is satisfied. the host population will grow
exponentially {at the rate r) until this threshold value Ny is
exceeded, whereupon the infection wilt become established,
either regulfating the host popuiation or ar least slowing its
growth rate. Furtiermore, in view of the large values for the
reproductive output A of most helminth parasites, Ny will
typically be relatively small. This expectation of commonly
finding direct life cycle helminth infections persisting in low
density host populations is borne out by the evidence'™ '*.

13) Finally, if A ts so small that equation 18} is not satisfied, the
infection can never become established (Ny is negative!),

The similarities between cases (1) and (2) hete. and the resuits
displayed in Fig. 4 of Part I, are striking. In particular, for
measures of the prevalence of infection, notice the exact formal
equivalence between equation (15) of Part I and equation {7),
and between equation {17) of Part [ and equation (10). A
dissimnilarity is that whereas the ability of a microparasitic

Tabde 1 Expected lifespans of the host and perasitic stages invoived in the life
<ycle of Schistosoma mansoni and Ancylostoma duadenaie

Population: Lifespan tyr}
5. mansoni Man (primary host) SiL00
(refs 24. 29, 82) Adule parasite 500
Infecied snails (intarmediate host) oin
Cercarise 0003
Miracidia 0.0009
A. duodenale Man 50.0
{ref 2} Adult parasite 1.0
Free-living infective stage o1

Death of Death of Death of mode! has a structure similar ra. but obsiously
parasiies parasites parasites more complex than, that of Fig. of 3 Part 1!
v b 4 - v
Deurh of hasts
4 as g function | - --4--
ol ¢

infection 1o regulate its host popufation essentially depends on
its pathogenicity o exceeding the host population growth rate r
fweighted by rates of recovery, loss of immunity and so on: see
Table ! of Part [}, for a macroparasite it is its net reproductive
ability, A —lu + b+, that plavs a central role |4 js the “birth
rate’, while u, b and & are the natura! parasite, natural host and
patasite-induced host death rates, The macraparasitic infection
can never persist if this etfective net reproductive rate s not
pasitive (equation (8)). The parasite will regulate the host
population, or merely slow its growth. depending on whether
this effective net reproductive rate A —ty ~ b+ o) is, o is Dot
greater than the host reproductive rate r. weighted by a factor
1k + 1)/k 10 allow for the clumped distribution of parasites. Thus
equatien 1615 fer these directiv trunsmitted macroparasites the
anzlogue of the microparasite equation ¢13)in Part [,
indirect fiie eycles constitute another qualitatively different kind
of complication. arising when the life cycle of the parasite
wvalves one or more intermediate hosts. This happens for both
micropurasites 1for example, the arthropod-borne viruses of
arboviruses such as vellow fever or Rocky Mountain spotted
fever: the protozoan malaria species) and macroparasites (for
example, schistosomes. the flarial worms causing onchocer-
ciasis, and other roundworms and fatwerms that involve
dipteran, molluscan and other intermediate hosts). Malaria and
schistosomiasis in human populations are the two parasites
whaose transmission cycles have been most fully studied and each
enjoys its own independent and growing fiterature, both
empirical and theoretical {see Table 2). Their basic dvnamical
character is, however, in many respects commen 1o all parasites
with indirect life cycles.

It we adopt the approach of equations (8)-(1( and Fig. 3
discussed in part 1, namely dividing the host popuiation into
suscepuble, infected and immune categories. we wiil tn the
simplest case have a system of six differential equations: three
for the primary host (alternatively referred 1o as the definitive
host, or final host} classes X, ¥, Z; three for the intermediate
host popuiations X', Y', Z'. All existing models, however.
assume the 1otal populations of both primary host (N =X + ¥ +
Z) and the intermediate host (N'= X'+ Y'+.2") are constant,
unaffected by the dynamics of the disease. This reduces the
system to four equations. If, furthermore, immunity is either
ignored or handled by specific assumptions about ‘superin-
fection’, the Z and Z'’ classes are effectively removed to give two
coupled differential equations for the number of primary hosts
Y, and of intermediate vectors Y, that are infected. This, in
essence, is the source af the classic Ross-Macdonald'™® malaria
equations, the Nasell-Hirsch'® schistosomiasis medel, and the
Dietz”™ arbovirus equations,

These equations have been subjected to various kinds of more
refined treatment, including age structure®®™™, immunity and
‘superinfection’'”*!*¥2¢ and she use of several immunological
categories of hosts™ (intermediate between Fig. 3 of Part  and
Fig. | of Part II). However, ¢ssentially all the existing work on

indirectly transmitted parasites retains the assumption that the
populations of host and intermediate vector are constant, net
dJynamically involved with the infection. Analysis of such models
reveals threshold relations'™™ "™ hetween N and N
analogous to but more complicated than the Ay of the direct life
cycle models. If N and N' lie below the threshold combination,
the disease cannot be maintained.

For many human, and other animal, infections by parasites
with indirect life cycles, what is needed is a theory in which the
populations of primary and intermediate hosts are atfected, and
possibly even determined, by the presence of the infection.
While it may often be reasonable to treat 2 human primary host
populaticn as roughly constant, we believe that c¢ases where
intermediate host populations are unaffected by the prevalence
levels of the infection will be the exception rather than the
rule™. There is no formal problem in extending our dynamic
models of either the ‘microparasite’ kind of equations {8)-( 10},
1Part 1) or the ‘mactoparasite’ kind of equations i 11-t3) (Part
11}, to encompass the added complication of one or more
intermediate vector populations, Space torbids  full exposition
of the emergent properties, but the main trends are indicated in
the {ollowing section.

Time scales and transmission terms

A full model for an indirectly transmitted parasite might include
not only dynamical descriptions of the prevalence of infection in
primary and intermediate host populations, but also additional
differential equations {analogous to equation 131) for the free-
living transmission stages that carry the parasite from primary to
intermediate host, and back again. For example. for schis-
tosomiasis we couid add a differential equation describing the
miracidial stage tman to snail}, and another for the cercarial
stage isnail 1o man), ta the usual equations for infection levelsin
the human and snail populations™. The reason tius is not
commonly done can be seen from Table 1; the dynamics of the
free-living stages takes place on a time scale so much shorter
than the other time scales in the system that miracidial and
cercarial populations ¢an be assumed to have the equilibrium
values appropriate to the prevailing conditions among human
and snail pepulations. In just this way, we collapsed the three-
equation system (1)={3] to the two equations {4}, (5).

This technique of using biological insights abour the time
scales of various infection processes can be used to make further
rough but uselul approximations. For example. the time scales
for processes {(such as mortality rates) within the intermediate
host population are typically significantly shorter than those in
the primary host. Again, Table 1 testifies to this. Accordingly.
we can assume that the numbers of susceptible, infected and
immune intermediate hosts are adjusted to have the equilibrium
values (dX'/dr =0, and so on) apprapriate 10 the current levels

of infection in the primary hosts, [n this way. parasitic infections
with indirect life cycles can be appreximately brought to a form
similar 10 that of equations (811101 n Part I for direct life
cycles'.

As a concrete example, consider 4 grossly eversimplified
model for maiaria, in which superinfection™ ™, and
mosquito latency' ™ (and immunity™™®), are ignored. Assume
also the to1al mosquito population is constant; M= X'~ Y' =
constant, The populations of infected humans Y, and mosquitos
Y. then obey

d¥/dt=g'V'X -(b+a+0vtY 2y
dY di=8YIN' - Y- +a'+e0 Y 113y

Here £, 4, a and ¢ (plain for humans, primed for mosquitost
have their previous meanings; conventionally. most infected
humans are assumed to recover (¢ @, b). and most infected
mosquitos te die at a rate largely unatfected by the infection
(' »u', ¢'). The assumption that mosquito processes happen on
a relatively fast time scale enables Y in equation 112) to be
determined by setting d ¥'/d¢ = in equation (13), leading to

dY/de= Y NX b +a'+ o' +8Y V(b +a + )]
(14

This is exactly of the form for a directly transmitted infection
lequation ¢ of Part [, except that the simple transmission
coefficient 8 has been replaced by the more complicated factor
BEN'HE +a'+r'+8Y). Similarly, the Nasell-Hirsch two
equation model'> for prevalence of schistosomiasis umony
humans and snails can be callapsed to Macdonald's’ ™™ single
equation for prevalence in the human population.

Conversely, for humans the total population is often growing
on a time scale that iy long compared to rthe relevant time scales
of even persistent infections. This is why the total population can
be treated as a constant in most epidemiological models. The
approximation, whereby the dynamies of the prevalence ( ¥/ N)
and of the total population (N) are decoupled, can often be
useful in discussing the transmission eyete of the infection. even
though the long-term growth or regulation of the host popu-
lation 1s affected by the presence of the infection,

Table 2 uses these ideas to attempt to give a schematic account
of the relations emong some of the many models. of differing
degrees of complexity, that are 10 be found in the literature.
Saturation of transmission terms. The transmission terms
obtained in equation {14) by ‘collapsing out' the mosquito
dynamics of equation (13}, and in equation (5} by coilapsing
equation (3) for the free-living infective stages of the parasite,
manifest a feature that is common to all such approximate
representations of complex transmission processes 'Y
Essentially, the simple term BXY for direct tramsmission

Table 2 Schematic representation of relationships between various kinds of madels for parasitic infections, based on relative time scales of population processes

In considering the dynamics of infection, only one
species is involved {for example, the host speciesh

In considering the dynamics of infections, two or moce
species are involved {e.g. primary and inter.
mediate host, or host end parasite population).

Host populationis) canstant

Direst e cycles Classical epidemicicogical models
{refs 21, 56, 65, 67, R1-84, 87). Maodels for the
dynamics of a parasite population within 2 hast pop-
lution of fixed size {refs 5, B8, 89},

Indirect life cycles. Models tor schistosomiasis irefs 28,
34. 901 and for malaria (rafs 17, 18, 21}, contidering
only the dynamics within the human host

Direct life cycles. Models similar to 1he classical epide-
miological equations, but including the dynamics of
frec-living infective siages (ref, 35),

Indirect llfe cycies. Modely for schistosontiasis irefs 19,
3, 92), malaria trefs 17, 21, 93) and arbovirus
infections (ref. 20) in which both human hosts and

diate vectors are i Models of
schistosomiasis where humans, snails, miracidiae and
cercariag are all vonsidered (ref. 30).

Hest populationlsi @ dynamic variable

Direct Tife cycles. Models simidar to those far classical
epidemiology. bul with rotal host population a
dynamic variable. determmed by hirth and death
processes irefs 35, 91 and this review),

Direct and indirect life cycles. Dynumics of models in
the compartment below bur with all populations hut
the primary host ‘collapsed out’ (this review

Diirect Hle cyeles, Models sinular to clussical epidemi-
alogy. byt with hest pepulalion and frec living
infactive stages both included a3 dynamic variables
(ref. 35). Modeh for dynamics of host parasite systems
irefs 3.4, 7, 8 14, 35), sometimes with dynamic
aspects of free-living infoctive stages alsa inchuded
trefs 3, 4.

Tnirect lile cyeles. Any of the models in 1he compart.
ment 10 the lefi, bul with the total host populations
treated as dynamic variables (this review).

A0



between susceptible and infected peopie or 8Nw for direct
transmission between hosts and free-living infective stages are
replaced by expressions of the generat form AXY/HL+v¥)or

ANP/(1+ vN), respectively. In the limit when, for ¢xample, Y -

15 stnall, the expression kas the familiar form, proportional to X
and Y. But it ean be that »Y becomes significant compared to
unity, whereupon the transmission term saturates to a value
{AX/v) proportional only to X. Such saturation effects can be
important in diminishing the ability of the parasite 10 regulale its
host population™'*,

Ecology of the transmission process. Further complications can
arise from the ecological nature of the individual links in the
transmission process.

For infections that are communicated directly, the assumption
that the net rate is propertional to the number of susceptibles
and to the number of infectives is clearly reasonable for many
diseases, and strikingly successful in explaining the mouse pox
and mouse pasteurellosis data'. But for sexuzlly transmitted
diseases, for example, this is only plausible in a population thatis
astonishingly promiscuous and sexually active. in a soutety
whose members typically have only a small number, 5, of sexual
partners |independent of the absolute population size), the rate
at which an infected person propagates the infection is propor-
tional not to the total number of susceptibles, but to 1 times the
probability that a given person is a susceptible; that is, 3XY is to
be replaced™ by SnXY/N. Under these very simple assump-
tions, the condilion for maintenance of such diseases is Bn =
{&+a+u), independent of the population size. In reality, a
more careful treatment of the distribution of degrees of sexua!
activity within the population is needed™, but the fact remains
that infections of this sort are refatively easy to maintain in low
density populations.

Mare broadly, biological insights into the relative time scales
associated with the various phases of indirect life cycles enable
us 10 discuss the prevalance of infection in the primary host
pepulation by retaining equations (8) and (10} for X and Z, in
Part | of this article, but replacing equation (9) with the more
general expression

d¥ide= Ylh—ta -6 +p)) 1s)

The transmission term is here denoted by h (Ross’ *happen-
ings''™™), and the threshold condition for the disease to increase
upon introduction at tow levels is clearly that £ > (a + 6 +4) in
the iimit ¥ ~+ (. For the simple circumstances of the indirect {ife
cycle that ted to equation {14) above, this requirement comes
down 10 the threshold criterion™-**

s @ vh o) +b Fut
Sletbroja+o Fet
B

Note that a large population N* of intermediate vectors can
enable the disease to persist, even when the primary host
population N is small,

However, for malaria and many other infections borne by
biting arthropods, the intermediale vector tends to make a fixed
aumber of bites per week, independent of the number of
primary hosts available to feed on, Thus the transmission rate
from intected arthropods to people {and from infected people
back to susceptible arthropeds) is proportional to the biting rate
w limes the probabiiity that a given human is susceptible (or
infected), and not simply proportional to the number of SHSCEP-
tible or infected) people. That is, in equations (12] and (13}, 8
and B’ are to be replaced by i/ N. The threshold condition i 163 is
accordingly modified to'™'%2"

NN 118

a'+b )

@

(17

Note that latency effects have been neglected here, although
they can be important in infections with indirect life cycles, and
they certainly modify threshold conditions significantly for
malaria’” and schistosomiasis®. I[nfections with intermediate

vectors of this character are relatively easy to maintain at low
pepulation densities of the primary host, provided only that the
ratio of intermediate to primary hosts is sufficiently high,
Indeed, equation (17) suggests the infection is actually easier to

- mairtain at low host population levels: the mosquite or other

intermediate-host popufation N is, however, typically depen-
dent on the primary host tor blood meals or the like, so that
things are nat as simple as they might seem. (A more genera)
discussion, from which the threshold relations (18) and (17)
emerge as limiting cases, has been given by Dietz?).

Yet another form of complication enters with parasites that
have sexual stages, yei can have low densities, in a host. Schis-
tosomiasis is one such example'™'*™ ™™ At high levels of
prevalence of the infection in the human population, people
tend to have worm burdens such that most adult female schis-
tosomes are mated, and the circumstances leading to equation
116} are well approximated. But at low levels of prevalence, it
can be that the average female is not mated, which tends o
require that the transmission link from snail to man be counted
twice in considering the overall cycle, thus giving complicated
threshold conditions {very roughly of the form N[NP>
constant'®*,

Finally, note that {apart from the taboratory experiments on
mive')inall our models the host population either is regulated 1o
some stzble value by the disease, or ¢lse it grows exponentially,
In practice, ather constraints, set by resources, predators or the
like, will eventually limit population growth. Such biological
realities can be included in all our models, by introducing a
lagistic constraint {at a ‘carrying capacity’ K) in the growth of
the disease-free population®. The resulting situation, for both
direct and indirect parasile life cycles, is similar to thar illus-
trated in Figs le, £ and 25 in Part [, with the host population
depressed below its discase-ree level K. provided the parasitc-
induced host mortality e is not o large”. Too small an ¢ leads
to relatively little depression of the host population; o large an
« renders the disease unable to persist, and the host puoputation
remains at K ; maximum parasite-induced depression of the host
population is attained for intermediate levels of pathogen-
wity' ™ This broad statement glosses over many intricacies
thatcan arise (R.M.M. and R ML A, in preparation!, particularly
with indirect life cycles when the intermediate vector has 4
constant biting rate ipreducing threshold conditions such as
equation (17} in simpler models), but the gist is true.

Population parameters and evolutionary
trends

Any discussion of the relations among the population
parameters that characterize an infectious disease must ufti-
mately take aceount of the evelutionary pressures on both hosts
and parasites. Population dynamics is always confounded by
population genetics.

For example. even if we assume no genetic change in the
parasite, its action on the host will select for individuals with
reduced susceptibility to the disease. For this reason alone. the
pathogenicity of the parasite will 1end to decrease through
evolutionary time. Conspicuous examples are provided by the
presence of the sickhing gene {and other blood-group
phenomenat in regions where malarta is endemic™, and by the
history of myxomatosis in rabbit populations in Australia™. An
interesting theoretical discussion has been given by Gillespie®.

Selective forces also act strongly on the parasites™ . As we
have seen. the persistence of a disease is facilitated by low
pathogenicity and by long duration of infection’ Countervailing
ferces can, however, act to increase the virulence of an infectious
dis¢ase; increased pathopenicity may often be associated with
enhanced rates of production (within the host] of the parasite’s
transntission stages ™24},

The regulatery potential of an infectious disease will, there-
fore, typically change as time goes by. A parasite may stably
regulate its host population during their early association. But,

as selective pressures reduce the average suscéptibility of the
hosts, such regulatory efiects will tend to wane. Eventually, the |
- host population may escape being controlled by the parasitic

- ~rnechanism proposed in the ciassic work of Bartlett® "™ to

infection, .

Because the generation times of most hosts are several orders
of magnitude Jopger than those of their parasites, it is tempting
to conclude that selection acts more rapidly on the parasites.
However, the way parasitic infections act within host popu-
1ations makes it likely that the parasites force the pace af host
evolution 1o keep in step with, or even ahead of, their own
evolution,

Among the recondite variety of strategies that parasites have
evolved for persistence and transmission. some general trends
van be discovered. For example, many parasitic species traverse
links in community foed webs by virtue of predator-prey assa-
vigtions hetween primary and intermediate hasts. Such asso-
ciations. which include biting arthropods feeding on vertebrates.
have played an important part in the evolution of complex life
cvcles. The high transmission efficiency 8 of these links suggest
the threshoid host populations fer maintenance of such parasises
will be low (sae equalions (16) and (17)). Consequently. we
expect indirect iife cycles to predominate among parasitic
infections of hosts that exist at low density.

In contrast. directly transmitted microparasites thar require
high host densities in order to persist shouid be more commonly
associated with animals that exhibit herd or shoaling behaviour,
or breed in large colonies. Empirical evidence in support of
these ideas comes from the abundance of directly transmitted
viral and bacterial infections within modern human
societies***, large herds of ungulates™. breeding colonies of sea
hirds***" and the social insects™ ™ Those diseases with direct
lifz eycles that do persist within low density host populations
should possess distinetive characteristics, such as long-lived
infective stages™ ', failure to induce lasting mmumity V" or
ability to persist within the host for very long tmes™,

Another trend to be noted is that highly pathogenic species
usually exist, if at all. at low levels of prevalence isee equations
(15yand 117} in Part [ and equations (7) and {101 in Parc 11). An
example i the digenean parasite Faematolaechus colaradensis
whose primary host is frogs, bur which has a transmission
pathway involving first snails, and then dragontties, as inter-
mediate vectors on the way to the next frog. The prevalence
among frops is high, 60-70%, and the parasite is long-lived and
has very low pathogenicity: in dragonflies the Huke induces
moderate mortality, and has 30-40% prevaience: whiie in snails
it is highly pathogenic but appears to have only about 5-10%
prevalence”. These broad patterns. which are often found in
helminths with life cycles involving two or three host species. are
summarized schematically in Table 3.

Cyclic patterns of disease prevalence

Annual or other cyeles in the prevalence of infection are often
observed, and can arise in at least three distinct Wways.

First, for many short-lived viral and bacterial infections in
human populations, there is a propensity for the steady. endemic
tevel of prevalence of infection to be attained by damped
oscillations. Particularly if this equilibrium prevalence is low. it
is possible for stochastic Ructuations in the number of people
infected at the minimum of the cycle to. in effect, keep the cycle

Tabe 3 Some population characteristics of diseases caused by indirectiy trans-
mitted helminthy

Expecied life
Prevalence of span of host
infection tinversely related
Pathogenicuy within host to time scaled
Hom of parasite prpulation dynamics)
Final Low High Luny
Second intermediate Medium Medium Medium
First intermediale High Low Shart

“pumped’ and prevent i from dampiﬁg io eéﬁiiibﬁum. This

“mnterplay between demographic stochasticity and an inherent

propensity 10 weakly damped oscillations is essentially the

account for cyclic patterns in the prevalence of measles and
other viral infections in large cities, Gurney and Nishet™ have
proposed a similar mechanism as an explanation for predator-
prey cycles.

Second, time dependence in any of the population parameters
may, in principle. produce cyclic variations in infection. In
particular, seasonal variation in the transmission coefficient is
important in selting temporal patterns for many parasitic
infections, and may often be central for human viral
infections“*'~* The mechanisms underlying the seasonality in
the transmission rates are poerly understood, but for human
viruses the main causes are probably climatic itemperature and
humidity) efects influencing survival and dispersal of trans-
mussion stages. and seasonal changes in secial behaviour™ "
(children returning to school after the long summer vacation).
The seasonal cycles characteristic of the prevalence of measles,
chicken pox. poliomyelitis and mumps in large cities could arise
in this way~ "%, .

Annual periodicity in transmission rates can, moreover.
produce complicated nonseasonal cycles in the prevalence of
infection. Yorke and co-workers™ '™, and Dietz™. have
cogently argued that such & mechanism is responsible for the
regular biennial cycle, alternating between years of high and low
ineidence, for measles in New York City berween 948 and
1964 in the same city, mumps and chicken pox showed clear
annual cycles. The explanation of Yorke ef al. is to the contrary
of the conventional explanation of these nor-seasonal cycles in
terms of demographic stochasticity, as described above, Their
model is essentiaily the set of deterministic equations 111—(37 in
Part [, with an assurbed constant number of new susceptibles
appearing each year, life-long immunity, and with the system
enriched by the inclusion of 4 brief incubation period during
which infected hosts are not infective. The basic feature is that
the transmission coeriicient Bif} varies seasonally with a | ¥r
period. Within a narrow window of parameter values, the
number of infected people can show bicnnial peaks (Fig Za)
similar to those for measles in New York City. This window
separates highly transmissable diseases which produce an cpi-
Jdemic with eventual fade-out, from the diseases with low
transmission etficiency which give rise to endemic seasonal
patterns of infection (Fig. 25), as usually shown by mumps and
chicken pox,

Third. various kinds of nonlinearities in the transmission
terms may produce stable Limit cycles, whose periods depend on
the population purameters and will rarely be seasonal. People
tamiliar with the ¢ase whereby stable limit cycles arise in preda~
tor-prey models imay be surprised to learn the structure of most
host—parasite models is such that stable cycles do not easily
oceur. However, they can be produced without excessive
vontrivance. One simple examply is to take the basic equations
1831 1 of part, and introduce the passibility of saturation in
the transmissien by replacing BXY by AXY/ (M. + X3, Such a
modification can arise naturatly" ', in the manner of the anafu-
#OUS SXPression in equations 15+ and (141, if the term is thought
of as denviny from the “vollapsed’ dynamics of a free-hving
infective stage. This system can now exhibit stable limit cvcles
for a specific range of parameter values tearresponding to 4
neither too small nor too large). One such stable uvele 15
illustrated in Fig. 2¢. In general, however. little is yet apreed
about the kinds of biological processes that can penerate
nonseasonal patlerns of disease prevalence.

Multiple stable states of disease prevalence

A growing number of ¢mpirical and theoretical studies suggest
that many natural assemblies of plants and animals can have a
multiplicity of alternative stable states™. Once twa or more
stable statesare possible, the actual state the system settles into
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«i, Simulations of recurrent outbreaks of measles in New York
Ly, showrng biennial peaks super;mposed on an undetlying seasonal
cycle (rom Eonden and Yorke™ . b, Stmuisnons™" of recurrent
uulme.n.s of mumps i New York City, with simple scasonal peaks,
. ¢ Simple limit cycle behaviour penerated by the modet
(Innnhed in the text. &, The transmisann threshold, aliernative stable
states. and “breakpaint” phenamena that anse in simpie models for the
wransmission dynamics of schisiosampasis ™™ 77 " ghe features are
45 discussed in the text. ¢, Transmission threshold and alternative
stable statgs ansing inoa moedel for directly ransmidted helmimth
infections, where it is assumed that the pathogeniciry of the discise s
refated w the sutritional state of the host . The craph shows the mezn
caniibeium burden of parasites per hest o™, a5 a funchon of o
purameter, T, represcatmg ransmission ciiciency, The infection
canned persist bebow a threshold svalue T between Tyand T thereisa
unnjue low level of disease endemiciy: netween Taand Ty owo stable
levels of presalence may acour, oae hich and the other low. separiacd
by i breakpoint t1he dashed abave Ty 1 I8 SAGLEN Do unue
cyquitibnum level, corresponding to bagh averane parasie burdens per
host. The arrows indicate the stabic state 1o which he systom wilk <w
from a given wrial value

depends on the jnitial conditions. The system will tend 1o
receser ts original configurauon if subject o small disturbance
but suihciently scvare perrarbanons are fable 1o preaipitate it
into an ahe ive stite 1 wstitferent region of the dvnianucal
fandscipe

The nonlincarities o population madels for  pacesiie
intectons can penerare such meluple stares hy three principal
mechimsms: wornt paining for sexual reproduction 1o the pri-
mary host; e lnesritieg associated with the rranspussion fom
primary W antromediate el or vice versa fmoesqiates hiting
man for malurin, or prodatery primery hosts consuming infeetesd
intermeduste-host presyi, perosite pathopeniody dependent o
the mnrtional state of the host

The fipst and most fully studicd of these categories arses for
wany helminth infections with indiceet volus, sieh as
schistosomes TR ees e exemplify the phepamuenon,
As portraved n Fie stttk viadve of the mean
parasiie parden per Nt hosi e oaail e oo i the rate of
transmmissene S Fovr soond to man s below the threshold value
T Above this threshold, two afternative stable states oceur, vne
ol endemie mlectien o the other ob parasite alsence
v ity Tha Bosde reason is thal at o leveds of mothe fer

le
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as ta permit its endesmicity if introduced at high values of m, The”
" twa stable states tvalivy bottoms in the dynamical landscape) are

separated by a “breakpoint” {watershed)., indicated by the dashed
fine in Fig. 2¢: disturbances severe encugh 10 transgress the
breakpeint will carry the system from one state 1o the other.

These threshold and breakpeing concepts are of obvious
importance 1o epidemiologists  concerned  with  disease
eradication ' 373,

Of special importance are the ¢ifects that can arise from the
naw widely recognised fact that the impact of an infection is
wlten reluted to the nutritional state of the host™ ", Broadly
speaking, malnourished hosts have lowered immunolopcal
competence. and are less able 1o withstand the onstaught of
infection™ 7", The effective pathogenicity of a parasite therefore
tends to increase as host density rises to a level where competi-
tion for available focd resaurces is severe™ ™,
reasonable assumptions™® about the exact relation between
pathogenicity (e} and host density (V], 1wo stable states may
ocelr for a given set of rate parameters. The outcome of such a
model™, for a directly transmitted helminth infection, is shown
in Fig. 24, Both states reflect stable endemic diseasc: one
equilibrium is characterized by high host densitv and low worm
burdens: the other by low host density 1severely depressed by
the discase) and high average burdens of parasites. As for the
schistosome model of Fig. 2¢, the two states ate separated by a
breakpomt or unstabie equilibrium.

The discontinuous switeh from low 1o high levels of infection.
following a disturbance severe enough 1o cross the breakpoint.
will show up as an apparent “epidemic’ outhreak of discase.
typically producing many host deaths. Interestingiy. manyv
documented accounts of discase outbreaks are for host papo-
lations at high denwities, where siress induced by avererowsding
or malnutnzion s present B sery likely that such -
breaks are to be explanied’ by the alternatne stahle states
produced by close lmks between pathogemcity apd nutnton or
stress, rather than by the commonly aceepted hvpethesis of
vohanced transmission with eh density popaligans™

Pardsitc mtections with vers complex ife soeles miy possess
ore than fwo stable states. parncularty if predator-neey links
are mrved 1 the transmission frop one host o the next. as s
the case tor meny helminth parasites. [here s oa dusperate
pauaity of datas trem deld or faboratory, bearing vn these
senetid ports.

Conclosion
This two-part article has plended some new thearetieal studies
and new analvsiy of existing iadoratoey it wuh a review and
synthesss ot pastaad present models for the overasll tiansmssion
dvnanues of parssitic atectians, We have defined “pareits
troadly o onclude virusess Bucteri und pioiozoans alony with
the more consentionad rehninth and acthropod parasices, and
we have cencenttited atennor upon the arcuntstarces under
which the o Uern iy sigraticantly aler sl prowth mne et s
hast papuiiTion,

Some ob the theorctieal cenclusions can be pleasingly suppor-
red by imrd ot whide otlvers temain ore speculanve, Oo the
whole our iien rodl 5w heip elevae the study of hust—pars asite
pnpul.ﬂu:n \ll,mrms [0ty ]:\.n;u.r pt

the mune u.\u;l:\},wmdmi pradators and msert parasitawds in
regulating natural populaiicns.

We e watelud o ooy peoples and paruculanly o Mory
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