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Preface

These notes constitnte the skeleton for a short hands-on course on molecular
dvinamios. [1is assumed that the reader has basic notions of ¢lassical mechanics,
statistical mechanies and thermodynamics, but knows very little--if anvthing
at all anomethods for atomistic computer simalation. The basics of molecular
dyumamics are explained, together with a few tricks of the trade,

Nooattenpt s made to address “advanced topics™ in molecuiar dynamics.
such as calenlation of free energies, non equilibrinm simulations. ete., and many
nuportant subjects are treated only superficiallv, This document is meant 1o he
Just o starting point. Many excellent books devoted to computer simulations
in condensed matter physics are available [1, 2. 3. 4. 5. 6. 7]. and the reader is
advised 1o make use of them to dig into more specific subjects.

These  note are accompanied by example programs written in
lortran 90 and available on the World Wide Wely atr the URL
http://wuw.sissa.it/furio/md/£90.  While still relatively uncommon
among scientists. Fortran 90 is bound to become one of the most important
languages for scientific programming in the years to come. Tortran 90
incorporates Fortran 77—allowing it to inherit smoothly the legacy of the
immense hodv of existing codes—but also features elements now recognized to
be essential in a language for large projects in scientific computing.

I hope that the examples contained here will be of help to voung compu-
tational plivsicists to get familiar with Fortran 90, and to people grown with
Fortran 77 {or 66!) to migrate towards this new, more modern environmnent.

Ay comment or suggestion to improve this document. which will alko
he kept online at the URL http://www.sissa.it/furio/md/. will be wel-
come and appreciated.  The best way to contact the anthor is by email at
furio@sissa.it.



Chapter 1

Introduction

1.1 The role of computer experiments

Compiler ¢rperimenis play a very important role in science today. In the past,
phvsical sciences were characterized by an interplay between experiment and
theorv, In experiment. a system is subjected to measurements. and results.
expressed in numeric form, are obtained. In theory. a model of the system is
constructed, usually in the form of a set of mathematical equations. The model
is then validated by its ability to describe the system behavior in a few selected
cases. simple enough to allow a solution to be computed from the equations.
[n many cases, this implies a considerable amount of simplification in order to
eliminate all the complexities invariably associated with real world problems,
and make the problem solvable.

In the past, theoretical models could be easily tested only in a few simple
“special circumstances”. So, for instance, in condensed matter physics a model
for intermolecular forces in a specific material could be verified in a diatomic
molecule. or in a perfect. infinite crystal. Even then, approximations were often
required to carry out the calculation. Unfortunately, many physical problems of
extreme interest (both academic and practical) fall outside the realm of these
“special circumstances”.  Among them, one could mention the physics and
chemistry of defects. surfaces, clusters of atoms, organic molecules. involving
a large amount of degrees of freedom; an accurate treatment of temperature
effects. including anharmonicities and phase transitions; disordered systems in
general, where symmetry is of no help to simplify the treatment; and so on.

The advent of high speed computers—which started to be used in the 50s—
altered the picture by inserting a new element right in hetween experiment and
theory: the compuler experiment. In a computer experiment. a model is still
provided by theorists. hut the calculations are carried out by the machine by
following a “recipe™ (the algorithm, implemented in a suitable programming
laviguage). In this way, complexity can be introduced (still with caution!) and
more realistic svstems can be investigated, opening a road towards a better
understanding of real experiments.

Needless to say, the development of computer experiments altered substan-
tiallv the traditional relationship between theory and experiment. On one side,
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computer simulations increased the demand for accuracy of the models. For
mstance. a molecnfar dynamics simulation allows to evaluate the melting tem-
perature of a material, modeled by means of a certain interaction law. This
toa dillienlt test for the theoretical model to pass—and a test which has not
been available in the past. Therefore, simulation “brings to life” the models.
diselosing critical areas and providing suggestions to improve them.

On the other side. simulation can often come verv close to experimental
conditiars. to the extent that computer results can sometimes he compared
directiy with experimental results. When this happens. simulation becomes an
extremely powerful tool not only to understand and interpret the experiinonts
at the microseopic Jevel, but also to study regions whick are not accessible
experimentaity. or which would imply very expeusive experiments. such as under
extremely high pressure.

Last hut not least. computer simulations allow thought cipe riments things
which are jnst iinpossible to do in reality, but whose autcome greatly increases
onr niderstanding of phenomena—to be realized. Fantasy and creativity are
important qualities for the computer simulator!

1.1.1 But 1s it theory or experiment?

Shimulation is scen sometimes as theory, sometimes as experiment. On one
side. we are still dealing with models, not with the “real thing”™: this suggests
to classily simulation as belonging to theoretical methods without hesitation.
On the other side, the procedure of verifying a model by computer simulation
resembles an experiment quite closely: we perform a run. and then analyze the
results in pretty much the same way as experimental physicists do. So how
should wo classifv simulation?

There is no sharp answer to this question: both sides represent legitimate
point of views, awd this is what makes computational science a branch on its
owr. I'lere is however another important consideration.

Theory is traditionally based on the reductionistic approach: we deal with
commplexity by reducing a system to simpler subsystems. continuing until the
subsvstems are simple enough to be represented with solvable models. When
we ook at simulation as simply a practical tool to “verifv and test” models
i sitnations which are too complex to handle analyticallv (for example. when
computing the phase diagram of a substance modeled by a certain force law).
wo are implicitly assuming that the model represents the “rtheory level™ wlere
the interest is focused. ,

But it is important to realize that simulation may play a more important
and interesting role, We can consider it not as an aid te reductionisin but —
Lo some extent--as an efternative to it. Simnlation increases the threshold of
complexity which separates “solvable” and “unsolvable™ models. We can take
advantage of this threshold shift and move up one level in our description of
physical systems. Thanks to the presence of simulation, we do not need to work
with models as simple as those used in the past. This gives us an additional
degree of freedom to explore and opens entirely new possibilities.

One example of this point of view is represented by interatomic potentials.



I the past. interactions vere obtained by two-body potentials with simple
analvtical form. such as Morse or Lennard-Jones. Today. the most accurate
potentials contain many-body terms and are determincd nuncrically by repro-
ducing as closelv as possible forces predicted by first-principlc methods (this is
discissed i ER). We have thus moved up one level in the degree of reduction-
s contained in the potent 1. now limited only to the selection of its analvtical
fornt. Fhe advantage is of ~ourse a much better realisin. which in turn allows
investication of plivsics problem which require a level of accuracy in the model
that wits ot achieved before. These new potentials could not exist without
siilation: simulation is not only a link between experiment and theory. it is
also o powelul ool to propel progress in new directions.

I'he poader interested in these “philosophical™ aspects of computational sci-
ence can find a very enjovable discussion in chapter L of ref. [6].

1.2 What is molecular dynamics?

We call moleenlar dynamices {MD) a computer simulation technique where the
time ovolntion of a set of interacting atoms is followed by integrating their
cquations of motion.
[n molecular dynamics we follow the laws of classical mechanics. and most
notably Newton's law:
F, = m;a; (1.1)

for cach atom ¢ in a system constituted by N atoms. Here. m, is the atom
mass. a, = dir;/dt? its acceleration, and F; the force acting upon it, due
to the interactions with other atoms. Therefore, in contrast with the Monte
(‘arlo method. molecular dynamics is a deterministic technique: given an initial
set ol positions and velocities, the subsequent time evolution is in principle!
completely determined. In more pictorial terms, atoms will “move” into Lhe
comyputer. bumping into each other, wandering atound (if the system is fluid).
ascillatine in waves in concert with their neighbors, perhaps evaporating away
from the svstem if there is a free surface, and so on, in a way pretty similar to
what atoms in a real substance would do.

e computer calculates a trajectory in a 6.V-dimensional phase space (3N
positions and 3.V momenta). However, such trajectory is usually not particu-
larly relevant by itself. Molecular dynamics is a statistical mechanies method.
Like Monte Carlo. it is a way to obtain a set of configurations distributed ac-
cording 1o some statistical distribution function. or stalistical ensemble. An
exampte is the microcanonical ensemble, corresponding fo a probability density
in phase space where the total energy is a constant £

S(H(T) — E).

Here. H (1) is the Hamiltonian, and ' represents the set of positions and mo-
menta. & is the Dirac function, selecting out only those states which have a

UIn practice, the finiteness of the integration time step and arithmetic rounding errors will
eventually cause the computed trajectory to deviate from the true trajectory.
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specilic energy 170 Another example is the canonical ensemble, where the tem-
peratnre s constant and the probability density is the Boltzmann function

exp(—H{(T')/kgT).

Nevording to statistical physics, physical quantities are represented by aver
ages over configurations distributed according to a certain statistical ensemble.
A trajectory obtained by molecular dynamics provides such a set of configura-
tious. Therefore, a measurements of a physical quantity by simulation is simply
obtained as an arithmetic average of the various instantancons values assumed
by that guantity during the ATD run,

Statistical physics 1s the link between the microscopic behavior and ther
mowdviramics. T the imit of very long shimulation times. one conld expect the
phiase spice 1o be hilly sampled. and in that limit this averaging process would
vield the thermodynamic properties. In practice. the runs are alwavs ol [i-
nite Jenethoand one should exert caution to estimate when the sampling may
he eood (svstem at equilibrium™) or not. In this wav. M1 simulations can
he used o measure thermodynamic properties and therefore evaluate, say. the
phiaze diagram of a specific material.

Bevond this ~traditional” use, MD is nowadays also used for other purposes.
such s studies of non-equilibrium processes, and as an eflicient toaol for opti-
mization of structures overcoming local energy minima (simulatled annealing).

1.3 Historical notes

A full aceount of early developments of the molecular dynamics technique is
certainly bevond the scope of this document. I will simply mention below a few
kev papers appeared in the 50s and in the 60s that can be regarded as milestones
in molecular dvnamics. and whose reading is certainly recommended. T will not
mention developments i the Monte Carlo method, which also occurred during
the same period of time. The interested reader can find a first-hand account by
Wouwmd i {9].

Reprints of all these papers. and of many other important works in the area
of computer simulation of liquids and solids published up to 1936. can be found
in rel. [\]

o he first paper reporting a molecular dvnamics simulation was written
by Alder and Wainwright [10] in 1957, The purpose of the paper was to
investigate the phase diagram of a hard sphere systeni. and in particular
the solid and liquid regions. In a hard sphere system. particles interact
via instantaneous collisions, and travel as free particles between collisions.
The caleulations were performed on a UNIVAC and on an IBM 704,

o e article Dynamies of radiation damage by J. B, Gibson, A. N. Goland.
MU Milgram and G. H. Vineyard from Brookhaven National Laboratory.
appeared in 1960 [11]. is probably the first example of a molecular dv-
namics calculation with a continuous potential based ou a finite difference
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time integration metlod. The calculation for a 500-atoms system was
performed on an IBM 704, and took about a minute per time step. The
paper. dealing with creation of defects induced by radiation damage (a
theme appropriate to cold war days). is done exceedingly well. aud is hard
1o helieve that it is almost 10 vears old!

e Aneesur Ralunan at Argonne National Laboratory lias been a well known
pioneer of molecular dynamics. In his famous 1964 paper € ‘orrelations in
thi wotion of atoms in liquid argon [12]. he studies a number of properties
of liquid Ar. using the Lenrnard-Jones potential on a system containing
<61 atoms and a CDC 3600 computer. The legacy of Rahman’s computer
codes is still carried by many molecular dynamics programs in operation
around the world. descendant of Rahman’s.

o foup Verlet calculated in 1967 [13] the phase diagram ol argon using
1he Lennard-Jones potential, and computed correlation functions to test
theories of the liquid state. The bookkeeping device which became known
a~ Verlet neighbor list was introduced in these papers.  Moreover the
“Vorlet time integration algorithm™ (2.3.1) was used. Phase transitlons
i the same system were investigated by Hansen and Verlet a couple of
vears later {141

1.4 Today’s role of molecular dynamics

Reviewing even a tiny subset of the applications of molecular dynamics is far
bevoud the purpose of these notes. 1 will only briefly mention a few areas of
current interest where MD has brought and/or could bring important countri-
hutions. The list should not be considered as exhaustive, and certainly reflects
my background in condensed matter physics:

Liguids. As shown in 1.3, liquids are where everything started! Nevertheless.
tlev remain an important subject. Availability of new realistic interac-
1ion models allows to study new systems. elemental and multicomponent.
'lirough non-equilibrium techniques, transport phenomena such as vis-
cosity and heat flow have been investigated [2].

Defects. Another subject whose investigation by MD started a long time ago
{see [813. defects in crystals——crucial for their mechanical properties and
herelore of technological interest—-remain a favoured topic. The focus
-hifted perhaps from point defects (vacancies. interstitials) to linear {dislo-
cations) and planar {grain boundaries, stacking faults) defects (15]. Again.
improved realism thanks to better potentials constitutes a driving force.

Fracture. Under mechanical action, solids break into two or more pieces. The
[racture process can occur in different ways and with different speeds de-
pending of several parameters. The technological importance is abvious,
and simulation is providing insight.
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Surfaces. Surface physics had a boom starting in the 30s. thanks to the avail-
ability of new wonderful experimental tools with microscopic resolution
r=canning tunneling microscopy, high resolution electron microscopy. sev-
<ril scattering-based techniques). Simulation is still plaving a big role in
noderstanding phenomena such as surface reconstructions. surface melt-
ing. faceting. surface diffusion, roughening, cte. often requiring large sam-
ples and simulation times.

Friction. Lven more recent are investigations of adhesion and friction betweoen
two solids. propelled by the development of the atomic foree niicroscope
t NN The body of “macroscopic™ knowledge is heing revised and ex-
patdded on icroscopic grounds.

Clusters. Clasters —conglomerates of a number of atoms ranging from a fow
toseversl thousands  constitute a bridge between molecular svstems and
solids.and exhibit challenging features. Frequently. an astonishingly large
nimber of different configurations have very similar energies, making it
difficalt 1o determine stable structures. Their melting properties can also
be significantly different from those of the solid. due 1o the finite size. the
presence of surfaces and the anisotropy. Metal clusters are extremely -
portant [rom the technological point of view. due to their role as catalysts
it important chemical reactions (for instance, in catalytic exhaust pipoes
of cars).

Biomolecules. MD allows to study the dynamics of large macromoleciles.
imciuding biological systems such as proteins, nucleic acids (DNA, RNA).
membranes [16], Dynamical events may play a key role in controlling
procvesses which affect functional properties of the biomolecule.  [rug
designis commonly used in the pharmaceutical industry to test properties
of aomolecule at the computer without the need to svnthesize it {which is
far more exponsive).

Electronic properties and dynamics. The developmoent of the Car-Parri-
nello method (see 1.5.2), where the forces on atoms are obtained by solv-
ing the electronic structure problem instead of by au interatomic po-
rential. allows 1o study electronic properties of materials fullv including
their dynamics (and, therefore, phase transitions and other temperature-
dependent phenomenaj. This important work gave rise 1o a very success-
ful research line during the last decade.

1.5 Limitations

Molecular dynanics is a very powerful technique but has—of course — limitations.
We quickly examine the most important of them,
1.5.1 Use of classical forces

One conld fmmediately ask: how can we use Newton’s law to move atoms. when
evervhody knows 1hat systems at the atomistic lovel obey quantum laws rather
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than classical laws, and that Schrédinger’s equation is the one to be followed?
A simple test of the validity of the classical approximation is based on the
de Broglie thermal wavelength [17], defined as

(1.2)

where A is the atomic mass and T the temperature. The classical approxima-
tion i Justified if A < a. where a is the mean nearest neighbor separation. If
one copsiders for instance liquids at the triple point. A/a is of the order of 0.1
for lieht eolements such as Li and Ar. decreasing [urther for heavier elements.
The classical approximation is poor for very light syvstems such as H;. He. Ne.

Moreover, quantum cffects become important in any system when T is suf-
ficion v low. The drop in the specific heat of crystals below the Debyve temper-
ature T15)0or the anomalous behavier of the thermal expansion coefficient. are
well known examples of measurable quantum effects in solids.

Moleenlar dvnamics results should be interpreted with caution in these re-

los.

1.5.2 Realism of forces

How jcalistic is a molecular dynamics simulation?

In molecular dynamics, atoms interact with each other. These interactions
originate forces which act upon atoms, and atoms move under the action of
these instantaneous forces. As the atoms move, their relative positions change
and forces change as well.

The essential ingredient containing the physics is therefore constituted by
the forces. A simulation is realistic—that is, it mimics the behavior of the real
svstem  onlv 1o the extent that interatomic forces are similar to those that real
atolrs (or. more exactly. nuclei) would experience when arranged in the same
conlignration.

Ax deseribed in 2.1, forces are usually obtained as the gradient of a polential
encrgy funetion, depending on the positions of the particles. The realism of the
simulation therefore depends on the ability of the potential closen to reproduce
the behavior of the material under the conditions at which the simulation is run.

The problem of selecting—or constructing-——potentials is addressed in more
detail in chapter 1.

1.5.3 Time and size limitations

Typical MD simulations can be performed on systems containing thousands—
or. perhaps. millions—of atoms, and for simulation times ranging from a few
picoseconds to hundreds of nanoseconds. While these numbers are certainly
respeciable. it mayv happen to run into conditions where time and/or size lini-
tations become important.

A simulation i1s “safe” from the point of view of its duration when the
sitnulation time is much longer than the relaxation time of the quantities we
are interested in. However, different properties have different relaxation times.
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Iy particular. systems tend to become slow and sluggish in the proximity of
phase transitions. and it is not uncommon to find cases where the relaxation
time of s physical property is orders of magnitude larger than times achievable
by simulation.

A dimited system size can also constitute a problem. In this case one has
to compare the size of the MD cell with the correlation lengths of the spatial
correlation functions of interest. Again. correlation lengths mav increase or
even diverge in proxiinity of phase transitions. and the results are no longer
reliable when they become comparable with the box length,

Fhis probleny can be partially alleviated by a method known as finife size
seafivg. This consist of computing a physical property § asing several box with
different sizes Loand then fitting the results on a relation

¢

ML) = Aot

using L.eowas litting parameters. A, then corresponds to limy . A(L). and
should therefore be taken as the most reliable estimate for the “true” physical
quantity,



Chapter 2

The basic machinery

2.1 Modeling the physical system

The main ingredient of a simulation is a model for the physical system, lor
A molecnlar dynamics simulation this amounts to choosing the potenfial: a
function Y (ry.....ry) of the positions of the nuclei. representing the potential
cunerey of the system when the atoms are arranged in that specific configura-
tion. 1his function is translationally and rotationally invariant. and is usualiy
construeted from the relative positions of the atoms with respect to each other.
rather than from the absolute positions.
Forees are then derived as the gradients of the potential with respect fo
atomic displacements:
Fi:—Vr‘V(rl,...._rN) (2.1)

This lorm implies the presence of a conservation law of the total energy E =
A + V. where v is the instantaneous kinetic energy.

The ainiplest cloice for Vis to write it as a sum of pairwise interactions:

Vien..oorn) =203 allei —rg)) (2.2}
iog>t

The clause j > i in the second summation has the purpose of considering cach
atom pair onlv once, In the past most potentials were constituted by pairwise
interactions. but this is no longer the case. It has been recognized that the two-
hody approximation is very poor for many relevant systems. such as metals and
semicondietors. Various kinds of many-body potentials are now of common use
in condensed master simulation, and will be briefly reviewed in §-h4 and §4.5.

The development of accurate potentials represents an important research
line, A quick overview of the current situation will be presented in Chapter 1.
For now. let us mention only the most commonly used interaction model: the
Lennard-Jones pair potential.

2.1.1 The Lennard-Jones potential

The Lennard-Jones 12-6G potential is given by the expression

‘ o 12 bes 3 _
pLi(r) = e (‘) - (“) (2.3)
r r
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for the interaction potential between a pair of atoms. The total potential of a
svstom containing many atoms is then given by 2.2

1his potential has an attractive tail at large r. it reaches a minimum around
[A22m and it is strongly repulsive at shorter distance. passing through 0 at
r= and increasing steeply as ris decreased further.

I'he term ~ 1/ dominating at short distance. models the repulsion he-
tween atons when they are brought very close to each other. Its physical origin
is related tothe Pauli prineiple: when the electronic clonds surrounding the
atoms ~tarts to overlap. the energy of the svstew increases abruptiv. The expo-
nent 12 was chosen exelusively on a practical basis: cquation (2.3 s particularly
casy o compute. In fact, on physical grounds an exponential behavior would
e more appropriate.

The term ~ 1/r% dominating at large distance. constitute the attractive
part. this s the term which gives cohesion to the svstem. A |/r% attraction
s aricinated by van der Waals dispersion forces. originated by dipole-dipole
mteractions iu torn due to fluctuating dipoles. These are rather weak interac-
tions. which however dominate the bonding character of closed-shell systems.
that s rave gases such as Ar or Kr. Therefore. these are the materials that a
L porential could mimic fairly well', The parameters = and o are chosen to fit
the phivsical properties of the material.

Ou the other hand, a L] potential is not at all adequate to model situa-
tions with open shells, where strong localized bonds may form (as in covalent
svstems). or where there is a delocalized “electron sea™ where 1he tons sit (as
in metals), In these systems the two-body interactions scheme itself fails very
badiv. Potentials for these systems will be discussed in chapter 4.

However, regardless of how well it is able to model actual materials, the
[.J 12-4 potential constitutes nowadays an extremely Important niodel system,
Thereis a vast body ol papers who investigated the behavior of atoms interact-
ing via L.Fon a variety of different geometries (solids, liquids. surfaces. clusters.
two-dinensional svstems, ete). One could sav that L) is the standard potential
to se forall the investigations where the focus is on fundamental issues. rather
thau stadving the properties of a specific material. The simulation work done
on ) systems helped us (and still does) to understand basic points in many
arcita o condensed matter physics, and for this reason Lhe Importance of LJ
cannot be nnderestimated.

Wien using the LT potentials in simulation. it is customary to work in a
system ol nnits where 0 = 1 and £ = 1. The example codes accompanyving these
notes follow this convention.,

2.1.2 Potential truncation and long-range corrections

The potential in eq. (2.3) has an infinite range. In practical applications. it
15 customary to establish a cutoff radius R, and disregard the interactions be-
tween atoms separated by more than R.. This results in sitnpler programns and

"Many-hody effects in the interaction are however present also in these svstems and, in all
cases. pair potentials more accurate than L have been developed for rare gases.
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enormons savings of comptter resources, because the number of atomic pairs
separated by a distance r grows as r? and becomes guickly huge.

A simple truncation of the potential creates a new problem though: when-
over « particle pair “crosses” the cutoff distance, the energy makes a little jump.
A favee number of these events is likely to spoil energy conservation in a simu-
lation. Vo avoid this problc n. the potential is often shifted in order to vanish
at the cutoff radins 2

op{r)—oL( R i r <R
>

b= T (2.1)

Physical quantities are of course affected by the potential truncation. The
offect of truncating a full-ranged potential can he approximately estimated by
treating the system as a uniform (constant density) continuum hevond K. For
a btk -vsten {periodic boundary conditions along eaclu direction. see §2.2]. this
wsuallv aimounts to a constant additive correction. For exanple. the potential
tail (attractive) brings a small additional contribution to the cohesive energy.
and 1o the total pressure. Truncation effects are not so easy to estimate for
geometries with free surfaces, due to the lower svmmetry, and can be rather
laree for quantities like surface energy.

Commonly used truncation radii for the Lennard-Jones potential are 2.5a
and 3.2 a. Tt should be mentioned that these truncated Lennard-Jones models
are so popular that they acquired a value on their own as reference models for
genoric two-hody systems {as also discussed at the end of the previous section}.
[n many cases. there is no interest in evaluating truncation carrections because
the trancated model itself is the subject of the investigation.

Potentials for metals and semiconductors are usually designed [rom the start
with a cutoff radius in mind, and go usually to zero at R, together with their
first 1wo derivatives at least. Such potentials do not therefore contain true van
der Waals forces. Since such forces are much weaker than those associated with
metallic or covalent honding, this is usually not a serious problem except for
peomel ries with two or more separate bodies.

2.2 Periodic boundary conditions

Whiat shonld we do at the boundaries of our simulated system?” One possibility
is doing nothing special: the system simply terminates. and atoms near the
howmlary would have less neighbors than atoms inside. In other words. the
sample would be surrounded by surfaces.

Uidess we roally want to simulate a cluster of atoms. this situation is not
realistic., No matter how large the simulated system is. its nunber of atoms
N would be negligible compared with the number ol atoms contained i a
macroscopic piece of matter (of the order of 102%), and the ratio between the
number of surface atoms and the total number of atoms would be much larger

2&ifting eliminates the energy discontinuity, but not the force discontinuity. Some re-
wearchers altered the form of the potential near R. to obtain a smoother junction. hut there
t= nu standard wav to do that.
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thair in reaiity. cansing surface effects to be much more important than what
thes shonld,

A solution to this problem is to use periodic boundury conditions (PBC).
When using PBC. particles are enclosed in a box. and we can imagine that
this hox is replicated to infinity by rigid translation in all the three cartesian
directions. completely filling the space. In other words. if one of our particles is
located at position r iu the hox. we assume that this particle really represents
aninlinite et of particles located at

r+{a+mb+ne . ({Lmon==x.x%).

where @m0 are integer numoers, and I have indicated with a.b.¢ the vee.
tars correspoiding 1o the edges of the box. All these “image™ particles move
together.and in fact only one of them is represented in the computer program.

Fhe key poiut is that now each particle 7 in the box should be thought as
interacting not only with other particles jin the box. but also with their images
i pearby hoxes. That s, interactions can “go through™ hox houndaries. In
fact. ane can casily see that fer} we have virtually eliminated surlace effects from
onr syvstem. and (0 the position of the box boundaries las no effect (that is. a
transtation of the box with respect to the particles leaves the forces unchanged).

Apparently. the number of interacting pairs increases enormonsly as an of-
[ect of PBC. In practice, this is not true because potentials usually lave a
short interaction range. The minimum image criterion discussed next simpli-
lies things further, reducing to a minimum the level of additional complexity
tntroduced in a program by the use of PBC.

2.2.1 The minimum image criterion

Let us suppose that we are using a potential with a finite range: when separated
by a distance equal or larger than a cutoff distance .. two particles do not
interact with cach other. Let us also suppose that we are using a box whose
size s lareer than 2K, along each cartesian direction.

When these conditions are satisfied, it is obvious that «/ mosf one among
all the pairs formed by a particle 1 in the box and the set of ail the periodic
images of another particle y will interact.

‘to demonstrate this, let us suppose that i interacts with two images j1 and
2ol o Two images must be separated by the translation vector bringing one
hox into another. and whose length is at least 2R by hvpothesis. In order 1o
interact with both j7 and j2. ¢ should be within a distance R, [rom each of
thenr whiclis impossible since they are separated by more than 2R..

When we are in these conditions, we can safely use is the mininium image
criberion: among all possible images of a particle j, select the closest. and throw
away all the others. In fact only the closest is a candidate to interact: all the
others certainly do not.

Fhis operating conditions greatly simplify the set up of a MD program. and
are commonly used. Of course, one must always make sure that the box size is
at least 2R along all the directions where PBCs are in effect.

13



2.2.2 Geometries with surfaces

The purpose of PBCs is to eliminate surface effects. However. we may also he
interested in sitnations where we want to have surfaces. Obviously. all surface
phvsics problems betong to this class!

For o =nrface simulation. the model usually adopted is that of the slab: a
thick slice of material. delin.ited by two free surfaces. This is simply obtained
by removing PBCs along one direction {usually taken to be z) while retaining
then in the orthogonal plane. Therefore. a slab must be thought as replicated
to indinity in the ey plane. but there is no replication along the slab novrmat :.

I¥ the slab is thick enough. its inner part is expected to be gaite similar
t the butk ol 1he material. The two surfaces (at the top and at the bottom
of the <L) ean then be thought of as two decoupled. independent surfaces.
With this assunmption. the svstem behavior would be close to that of a single
anrface at the top of a semiinfinite system—a condition which would be closer
to actual surface experiments but which is unfortunately impossible to realize
i silavion,

Flhiere are also civcumstances where researchers find it preferable to “freeze”
a fow lavers of material at one side of the slab—with the atoms constrained 1o
sit at perfect bulk-like cryvstal positions—leaving only the other side [ree. This
is done when it is helieved that spurious effects induced by the rozen side into
the ~coad™ side of the slab are of smaller entity than the effects induced by
another [ree surface at the same separation distance. This is to be preferred in
fhose cases where massive perturbations occur at the surface. such as atomic
rearrangements (surface reconstructions) or local melting. If a slab with a frozen
side is chosen. care must be taken to freeze a number of layers corresponding
to a thickness of at least R, to guarantee that no mobile atom would be able
10 “soe” the surface “through” the fixed atoms.

One can also leave PBCs along only one direction only. thus obtaming 2
wire eeometry with the wire axis along the PBC direction. or remove them
altoeether. This jatter condition correspond to a clusier of atoms. Clusters are
important systems and simulation of clusters have becn performed since the
sarlv davs of molecular dvnamics and Monte Carlo.

2.3 Time integration algorithm

The eneine of a molecular dyvnamics program is its time integration algorithin.
required 1o integrate the equation of motion of the interacting particles and
follow their trajectory.

Time integration algorithms are based on finite differcnec methods, where
fime is discretized on a finite grid, the time step At being the distance between
consecntive points on the grid. Knowing the positions and some of their time
derivatives at time ¢ {the exact details depend on the type of aigorithm). the
integrition scheme gives the same quantities at a later time t+f. By iterating
the procedure, the time evolution of the system can be followed for long times.

Of course. these schemes are approximate and there are errors associated
witl thent, In particular, one can distinguish hetween

14
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o Jruncation crrors, related to the accuracy of the finite difference method
with respect 1o the true solution. Finite difference methods are usually
fimed ona Taylor expansion truncated at some term, hence the name.
These errars do ot depend on the implementation: they are intrinsic 1o
Phe algorithn.

o Hounud-off errors. related to errors associated to a particular implementa-
flon of the algorithm. For instance. to the finite number of digits used in
computer arithmetics.

Both errors can be reduced by decreasing At. For large /L truncation orrors
dominates bhot they decrease quickly as Af is decreased. For instance. the Verlot
algoritiime discussed in §2.3.1 has a truncation error proportional to At for eacl
mtearition thme step. Round-ofl errors decrease more slowly witl decreasing
Afcand doniimate dn the small At limit, Using 61-bit precision {correspording 1o
“donble precision”™ when using Fortran on the majority of today's workstations)
helps 1o keep round-off errors at a minimun..

wo popular integration methods for MI) calenlations ave the Verter algo-
vithime amd predictor-corrector algorithms.  They are quickly presented in the
sections helow. Tor more detailed informations on time integration algorithms.
the reader s referred to refs. [3, 6] for a general survey. and to ref. [19] for a
deeper analvsis.

2.3.1 The Verlet algorithm

Iy molecular dvnamics, the most commonly used time integration algorithm is
probably rhe so-called Verlet algorithm [13]. The hasic idea is to write two third-
order Tavlor expansions for the positions r(#). one forward and one backward in
time. Calling v the velocities, a the accelerations. and b the third derivatives
ol v with respect to 7, one has:

rif 4+ N = () + vIDAL (/a2 + (1/6)b(OAS + O(A)
r{f— M) = r(t) = vIDAL+ (1/2)alt) A — (1/6)b(HA7 + O(Ah
Adding the two oxpressions gives
r{f 4 Al =20(1) —v(t — At +al) A2 + O(AH (2.5)

This i the basic forn of the Verlet algorithm. Since we are integrating Newton s
equations. aif] s just the force divided by the mass. and the {force is in turn a
function of the positions e(f):

a(t) = —=(1/m)VV (r(t)) (2.6)

As one can immediately see. the truncation error of the algorithm when
evolving the svstem by At is of the order of Att. even if third derivatives do
not appear explicitly, This algorithm is at the same time simple (o imnplement.,
accurate and stable. explaining its large popularity among molecular dynamics
simulators,
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A\ problem with this version of the Verlet algorithm is that velocities are
not directly generated. While they are not needed for the time evolution. their
knowledge is sometimes necessary. Moreover, they are required to compute the
kinetic enorgy . whose evaluation is necessary to test the eonservation of the
total enerey £ = A4V, This is one of the most important tests to vorify that a
MD sinlation is proceeding correctly. One could compute the velocities {rom
the positions by using

r{t+ At) — r{f — Af)
vil) = .
27!

Heowevor, 1he error associated to this expression is of order A¢? rather than At

To overcome this difficulty. some variants of the Verlet algorithm have been
deveinped. They give rise to exactly the same trajectory. and differ in what
variahlos are stored in memory and at what times. ‘Fhe leap-frog algorithm. not
reported here. is one of snch vartants [20] where velocities are handled somewhat
hoetter,

Anoven better implementation of the same basic algorithm is the so-called
refocity Vorlet scheme. where positions. velocities and accelerations at time
f + At are obtained from the same quantities at time 7 in the following way:

r{t+ At) = r(t) + v()AL + (1/2)a() A
vit+ At/2) = v(t) + (1/2)a() At
alt + Aty = —(1/m)VV {r{t + At}))
vt 4+ At} = v(t + At/2) + (1/2)a{t + Al )Nt

Note how we need 9N memory locations to save the 3NV positions, velocities
and aceelerations. but we never need to have simultancously stored the values
at two different times for any one of these quantities.

2.3.2 Predictor-corrector algorithm

Predictor-corrector algorithms constitute another commonly used class of meth-
ods 10 integrate the equations of motion. Those more often used i molecular
dyviaimies (see e.g, [12]) are due to Gear, and consists of three steps:

I. I'rediefor. From the positions and their time derivatives up to a certain
order q. all known at time ¢, one “predicts” the same quantities at time
f + At by means of a Taylor expansion. Among these quantities are, of
course. accelerations a.

2. Foree cvaluation. ‘The force is computed taking the gradient of the poten-
tial a1 the predicted positions. The resulting acceleration will be in general
different from the “predicted acceleration™. The diflerence between the
two constitutes an “error signal”.

3. Corrector. This error signal is used to “correct” positions and their deriva-
tives. All the corrections are proportional to the error signal. the coefhi-
cient of proportionality being a “magic number” determined to maximize
ithe stahility of the algorithm.
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For more details the reader is referred to [3]. §3.2. or [6]. 1.1, A detailed

comparison between the Verlet and the Gear scheme can be lound in [19].
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Chapter 3

Running, measuring,
analyzing

In this chapter [ discuss how we interact with a molecular dvnamics program:
o liow we start a simulation

e how we control a simulation, for instance to explore a phase diagram of a
substance

¢ how we extract results from a simulation
=

plus a couple of extra topics.

3.1 Starting a simulation

To start a simulation we need to define the MD box and the set of positions
and velocitios to assign initially to the particles. There are two common wavs

ol doing this:

3.1.1 Starting from scratch

If we wre starting from scratch, we have to “create™ a set of initial positions
and velocities.

Positions are usually defined on a lattice, assuming a certain crystal struc-
tire, This structure is tvpically the most stable at T=0 with the given potential,
[nitial velocities mayv be taken to be zero. or from a Maxwellian distribution as
deseribed below,

Sueh initial state will not of course correspond to an equilibrimn condition.
However. once the run is started equilibrium is usually reached within a time
of the order of 100 time steps.,

Scane randomization must be introduced in the starting sample. If we do
not do so. then all atoms are symmetrically equivalent, and the equation of
motions cannot do anything different that evolving them in exactly the same
wav. [n the case of a perfect lattice, there would be no net force on the atoms
for svmmetry reasons, and therefore atoms would sit idle indefinitely.

18
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Fvpical wayvs 1o introduce a random component are

oosnall random displacements are added to the lattice position. The am-
plivnde of these displacements must not be too large. in order to avoid
overlap of atomic cores. A few percent of the lattice spacing is usually
more than adequate.

2. the initial velocities are assigned taking them from a Maxwell distribution
alacertain temperature 7. When doing this. the svstem will have a simall
tatal linear momentum. corresponding 1o a translational motion of 1he
whole svstem. Sinee this is somewhat inconvenient 1o have. it is common
practice to subtract this component from the velocity of cach particle in
order to aperate jnoa zero total motmentum condition,

Initial randomization is usually the only place where chanec enters a molec-
ular v namics simunlation. The subsequent time evolution is completeiv deter
ISSITIRN AT

3.1.2  Continuing a simulation

Another possibility is to take the initial positions and velocities to be the final
positions and velocities of a previous MD run.

This s in fact the most commonly used method in actual production. For
instance. if one has to take “measurements™ at different temnperatures. the stan-
dard procedure is to set up a chain of runs, where the starting point at each T
i taken to be the final point at the preceding 7' (lower if we are heating. higher
if we are cooling).

3.2 Controlling the system

In @& molecular dynamics simulation a system could be in a state characterized
by o certain density. temperature, pressure {the calculation of these quantitios
is deseribed below}: the phase diagram of the simulated material can be inves-
tigated, However, how can we bring the systein in the desired region? Iu other
words. iow can we ronfrol the system?

I i standard caleulation, the density is controlled by the choice of the hox
voliine Vo Programs usually have provisions for rescaling the volume upon
request at the beginning of the calculation. Volume changes should be modest.
of the order of at most a few percent. The pressure will he measured during
the oy Tollowing the method described in §3.5.7. In other. more advanced
sirnilation schemes. the user chooses the pressure, and the volume of the box
is a variable to be measured (see §3.11).

Temperature changes are usually achieved by erabling a device in the code
which hrings the svstem to a desired temperature by rescaling the velocitics.
In the cdiocily Verlet algorithm discussed at the end of §2.3.1. this may be
acconmplished by replacing the equation

v(t+ AL/2) = v(i) + (1/2)a(l) At
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witl

T,

T(t)

whoro 1. i 1he desired temperature, and T{¢) the “instantancous temperature” .

vt 4+ At/2) = vit)+ (L/2)alf) A

Suelt o modifieation means that we are no longer following Newton's equations.
and the 1otal energy is no onger conserved. Important data should not be
colloctod in this stage: these “controlled temperature” simulations should be
nsed anly 1o bring the svstem {rom one state to another. One should alwayvs
wail Tor the svstem to reach equilibrium under clean constant energy conditions
belore collecting data.

3.3 Equilibration

Fvery time the state of the system changes. the system will be ~out of equi-
librinin™ lor a while, We are referring here to thermodynamic equilibrinm. By
(his. it ix meant that the indicators of the svstem state—of which many are
described below are not stationary (that is. fluctuating around a fixed value).
bt relaxing towards a new value (that is. fluctuating around a value which is
slowlv drifting with time).

The state change may be induced by us or spontaneous. It is induced by us
when we change a parameter of the simulation—such as the temperature. or the
densitv -thereby perturbing the system, and then wait for a new equilibrium
to be reached. It is spontaneous when, for instance, the system undergoes a
phase transition, thereby moving from one equilibrium state 1o another.

I all cases. we usually want equilibrium to be reached before starting per-
forming measurements on the system. A physical quantity . generally ap-
proaches its equilibrinm value exponentially with time:

A = Ao + Cexp(—1/7) (3.1)

where (/) indicates here a physical quantities averaged over a short time to get
rid of instantaneous fluctuations, but not of its long-term drift. The relevant
variable is here the relazation time 7. We may have cases where 7 is of the order
of hundreds of time steps. allowing us to see A{f) converge to .1, and make a
direct measurement of the equilibrium value. In the opposite case. 7 could be
muclh lareger than our overall simulation time scale: for instance. of the order
of one second, In this case. we do not see any relaxation occurring during the
run. and molecular dvnamics hardly seems a valid technique to use in such a
situation. In intermediate situations, we may see the drift but we cannot wait
long enongl 1o observe convergency of A(t) to 4. In these cases. one can often
obtain an estimate for A, by applying (3.1) on the available data, even if the
final point is still relatively far from it.

3.4 Looking at the atoms

The simplest —at least conceptually—kind of “probe” that we can apply to our
svstent to understand what is going on is “looking at it". Oue can assign a
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radins 1o the atoms {for instance corresponding to half the distance at which
the pair potential between two atoms becomes strongly repulsive). represent
the atonmis as balls having that radius, and have a plotting prograsm coustruct a
“photosraph” of the system from a certain point of observation. The resulting
imave can be observed on a graphic screen or printed.

Prowrams capable of doing this are commonly available. One of them. called
BallRoom®'. has been written by the author and ifs source code is [reelv avail-
ables Nnong other things. this program allows to map properties attached 1o
mdividual aronss (for instance. diffusion. potential energy. coordination. ete)
to colors. providing a vivid representation of the spatial distribntion of 1hese
properties,

i some casess such as in the analysis of complex stractaral arrangements
of atoms. visual Inspection is an invaluable tool. In other cases. liowever, i
gives firtle ifformation. and useful data must be extracted by processing atomic
coordinates and/or veloecities. obtaining for instance correlation functions. as
discissed in the following.

3.5 Simple statistical quantities to measure

Measuring quantities in molecular dynamics usually means performing time
wecrages of physical properties over the system trajectorv. Physical properties
are usually a function of the particle coordinates and velocities. So. for instance.
one cai define the instantaneous value of a generic physical property A at time
{

AE) = flr(t),...,ea(t), vi(O). .. ..vn(E))

and then obtain its average

1 &
Ay = At
0=+ ; (1)

where ¢ s an index which runs over the time steps fromn | 1o the total nunmber
of steps Ny,
[liere are two equivalent ways to do this in practice:

LAty s caleulated at each time step by the MD program while running.
The <imm 37, 04(4) is also updated at each step. At the end of (he run the
average is immediately obtained by dividing by the number of steps. T'his
i» the preferred method when the quantity is simple to compute and/or
particularly important. An example is the system temperature.

1

Positions (and possibly velocities) are periodically dumped in a “trajec-
tory file”™ while the program is running. A separate program. running
alter the simulation program, processes the trajectory and computes the
desired guantities, This approach can be very demanding in terms of disk
space: dumping positions and velocities using 64-bit precision takes 48

"htp:f fwww sissacie/ fario/ballroom kiim)
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hyvtes per step and per varticle. However. it is often used when the quan-
lities to compute are complex, or combine different times as in dynamical
correlations. or when they are dependent on other additional parameters
that mayv be unknown when the MD program is run. In these cases. the
~imulation is run once. but the resulting trajectory can be processed over

el over,

Tl st commonly measured physical properties are discussed in the fol-

[onvine.

3.5.1 Potential energy

The average potential energy Vis obtained by averaging its instantancous value.
which i~ asuallv obtained straightforwardly at the same time as the force con-
putation is made. For instance, in the case of two-body interactions

AUEDISICICAGES A

)

Fven i ot strictly necessary to perform the time integration (forces are all is
needed 1. knowledge of Vis required to verifv energy conservation. This is an
important check to do in any MD simulation.

3.5.2 Kinetic energy

The instantaneous kinetic energy is of course given by
. 1 2
K1) = 3 > mi[wilt)]

and is therefore extremelv easy to compute. We will call A'its average on the
.

3.5.3 Total energy

The total energy £ = K + Vis a conserved quantity in Newtoulan dvnamics.
However. it is common practice to compute it at each time step in order 10
check that it is indeed constant with time, In other words. during the run
enerey lfows back and forth between kinetic and potential. causing K{t) and
Vit) o fluctuate while their sum remains fixed.

In practice there could be small fluctuations in the total cnergv. in a typical
amonnt of. sav. one part in 10* or less. These fluctuations are usually caused
by errors in the time integration (see 2.3). and can be reduced in magnitude hy
reducine the time step if considered excessive. Ref. [19] contains an in-depth
analvsis of total energy fluctuations using various time integration algorithms.

Slow drifis of the total energy are also sometimes observed in very long
runs. Such drifts could also be originated by an excessive At. Drifts are more
disturbing than Auctuations because the thermodynamic state of the system is
also changing together with the energy, and therefore time averages over the
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run <o not refer 1o a single state. If drifts over long runs tend to oceur. they
can be provented. for instance by breaking the long run wto simaller pieces and
restoring the energy to the nominal value between one pilece and the next. A
common mechanism to adjust the energy is to modilv the kinetic energy via
rescaling ol veloeitios,

Ao lmalb word of caution: while one may be tempted to achieve ~perfect”
cnerey conservation by reducing the time step as much as desired, working
with ap exeessivelv small time step may resnlt in waste of computer time. A
praciical compromise would probably allow for small energy fluctuations and
portips slow energy drifts. as a price to pay to work with a reasonably laree
A seo ulso vefs [3]043.50 and [6]. 5444,

3.5.1 Temperature

The temperature 1 is directly related to the kinetic energy by the well-known
cquipartition formula. assigning an average kinetic cnergy fg?7/2 per degree of
{recdon: '
N = :i.\'!c,q']" 13.2)
2
An ostimate of the temperature is therefore directly obtained from the aver-
age Kinetic energy A (see §3.5.2). For practical purposes. it is also common
practice ta define an “instantaneous temperature™ 77t} proportional 1o the
instantaneons kinetic energy K(t) by a relation analogous to the one above,

3.5.5 The caloric curve

Onece the total energy & {also called internal energy) and the temperature T
are moeasured in different runs corresponding to different thermodyvnamic states.
one can construct the eeloric curve E(T). This is a useful tool to monitor the
ocerrence of phase transitions, which imply a jump of {17} if first-order. or
in a derivative of (T if second- or higher arder. This strategy. however, is
not suitable for a reliable estimate of the melting temperatire T,,0 as discussed
later ny 4300,

The most common first-order transition is melting, easilv observabie by
simulation. Whew the system abandons the crystalline structnre and becames
a disordered iguid. we observe a jumnp of E(T). corresponding to the latent heat
of fusion. This nsually happens at a temperature somewhat hieher than the true
melting temperature 75, of the model, due to hysteresis effects associated with
the necessity to wait for a seed of the liquid phase to appear by a spontaneous
ffuctuation. Only when a liquid seed containing a few atoms is formed. the
Houid phase can start to grow at the expense of the solid one. On the typical
molecular dyvnamics tinme scale, one has to “overshoot™ and set the temperature
20-30% above T, Lo see melting happening.
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3.5.6 Mean square displacement

The mean square displacement of atoms in a simulation can be easily computed
by ir= definition
MSD = {|r(2) - r(0)|%) (3.3)

where .. denotes here averaging over all the atoms {or all the atoms in a
wiven ~ubelass). Care must be taken to aveid considering the “jumps™ of par-
ticles 1o refold them into the box when nsing periodic boundary conditions as
contribiting to diffusion.

The MSD contains information on the atomic diffusivity, If the svstem is
solid. MSD saturates to a finite value. while if the svstem is liquid. MSD grows
incarlv with time. In this casc it is useful to characterize the system hehavior
i ternis of the slope, which is the diffusion coefficient D:

D = lim i(h‘(?‘) - r(0)H (3. 1)
= )}

The 6 iy the above formula must be replaced with | in two-dimensional systems.

3.5.7 Pressure

The measurement of the pressure in a molecular dynamics simulation is based
on the Claosius virial function

N
W(ry,...,ry) = > i - FfOT (3.5)

i=1

where FJ97 is the total force acting on atom . Its statistical average (W) will
be obtained. as usual, as an average over the molecular dynamics trajectory:

Lyt &
(W = lim ?/0 dr ng(r) cmr(T).

t—aoo ;
1=1

whore nse has been made of Newton'’s law. By integrating by parts,

t N
(W) = - lim ~l~/ dr Z?ﬂi‘i'i(Tsz

Famr f i} =1
=

This is 1wice the average kinetic energy, therefore by the equipartition law of
statistical mechanics

(W) = —DNkyT (3.6)

where 17 15 the dimensionality of the system (2 or 3), .V the number of particles.
kg the Boltzmann constant.
Now. one may think of the total force acting on a particle as composed of
two contributions:
FIOT = F; 4+ FEXT (3.7)
where F, is the internal force (arising from the interatomic interactions). and
FEXT 5 tle external force exerted by the container’s walls. If the particles
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are enclosed in a parallelepipedic container of sides L., L,. .. volume V" =
L,1.,0 _and with the coordinates origin on one of its corners. the part (HENTY

due 1o the container can be evaluated using the definition (3.5):
WY (—PL L)+ Ly(—PLo L)+ L(=PlL,L,)=—-DPV

where 1 1 is. for instance, the external force 1551 applied by the yz wall
alone the o directions to particles located at » = L. etes . (3.6) can then
e wrirren

N
v Fi )= DPV = —DNipT
7=1

O

A
Py = NkaT + 5 >or o F, (3.8]
=1
This impartant result 1s known as the miral cquation. All the quantities except
the prossure 7 are easily accessible in a simulation, and therefore (3.8) consti-
futes owayv to measure P Note how (3.8) reduces to the well-known equation
ol state ol the perfeet gas if the particles are non-interacting.
fnothe case of pajrwise interactions via a potential o(r). it is left as an
exercise 1o the reader to verify that (3.8) becomes

, 1 dep
PV = NkpT - = T =

[ -3

(3.9)

T‘L’J

This expression has the additional advantage over {3.8) to be naturally suited
to be nsed when periodic boundary conditions are present: it is sufficient (o
take them into account in the definition of r;;.

3.6 Measuring the melting temperature

The behavior of the mean square displacement as a function of 1ime easily
allows 1o diseriminate between solid and liquid. One might be then tempted
to tocate the melting temperature T, of the simulated substance by ncreasing
the temperature of a crystalline system until diffusion appears. and the caloric
curve exhibits a jump indicating absorption of latent hean.

While these are indeed indicators of a transition from solid to hquid. the
temperature al which this happen in a MD simulation is invariably higher
than the melting temperature. In fact, the melting point is by definition the
temperature at which the solid and the ligquid phase coexist (they have the
same [rec energy). However, lacking a liquid seed from where the Liquid conld
uncleate and grow. overheating above melting commonly occurs. In this region
the svstem s ina thermodynamically metastable state, nevertheless it appears
stable within the simulation time. An overheated bhulk crystal hreaks down
when its mechanical instability point is reached. This point may correspond to
the vauishing of one of the shear moduli of the material or to sirnilar instabilities,
and is tvpically larger than T, by an amount of the order of 20-30%.
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\While mechanical instability is certainly useful to estimate roughly the lo-
cation ol 1. more precise methods exist. One of them consists of setting up
a large sample consisting approximately of 50% solid and 50% liquid. Such a
sample could he initially constructed artificially?. and it will contain interface
regions hetween solid and liquid. One then tries to establish an equilibrinm
state where solid and Jiquid can coexist. When this goal is achieved. the tem-
perature of the state has to be T, by definition.

To this end. the svstem is evolved microcanonically at an eneregy £ believed
to be in proximity of the melting jump in the caloric curve. Let us call 15 the
initial tensperature assumed by the system. This temperatare is an increasing
but vuknown function of the energy £, and it will in general differ from 77,
Suppase that T, > T,,,. Then. the liquid is favored over the solid. and the solid-
liquidh interfaces present in the svstem will start to move in order 1o increase
the fraction of liquid at the expense of the solid. In other words. some material
melt=. A~ this happens. the corresponding latent heat of melting is absorbed by
the system. Since the total energy is conserved. absorption of latent heat auto-
maticallv implies a decrease of the kinetic energy. Therefore. the temperature
goes down, The foree driving the motion of the solid-liquid interface will also
decrease. wnd as time goes on, the position of the interface and the temperature
will exponentially reach an equilibrium state. The temperature will then be 77,

Il 1, < 7T,. the inverse reasoning applies: latent heat is refeased and con-
verted into Kinetic energy, and temperature again converges exponentially to
Ty this time from helow.

The inelting temperature depends on the pressure of the system. A pressure
measurement on the final state is also required to characterize it thermodynam-
ically. More often, the above procedure is carried out using constant pressure
tochniques (see §3.11). In this case, the volume of the box automatically changes
as material melts or crystallizes, to accommodate the differcnce in density be-
tweers the two phases at constant pressure.

3.7 Real space correlations
Real space carrelation functions are typically of the form
(A(r)A{0))

and are straightforward to obtain by molecular dvnamics: one has to compute
the quantity of interest A{r) starting {rowmn the atomic positions and velocities for
several configurations. construct the correlation function for each configuration.
and average over the available configurations.

The simplest example is the pair correlation function g(r). which is essen-
tiallv a density-density correlation. g¢(r) is the probability to find a pair a
distance r apart, relative to what expected for a uniform random distribution

* A possible way to do this is to “freeze” half of the particles (no motion allowed), raise the
temperatnre in order to melt the other half, and then release the frozen particles.
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of particles at the same density:

poJNN
pyir) =+ SNY sr—w) (3.50)
. =1 3=1
(i#8)
This funetion carries information on the structure of the svstem. For a crystal,
it exhibits a sequence of peaks at positions corresponding 1o shells around a
givey atonr, The positions and magritude of the peaks are a “signature” of the
crvatal structure {fee hep, beeoo0) of the svstem. For a lignid. gir) exhibits
Is i jor peak close to the average atomic separation of neighboring atoms.
and oscillates with less pronounced peaks at larger distances. The magnitude
ol tle poaks decavs exponentially with distance as g{r) approaches 1. In all
casen. glr) vanishes below a certain distance, where atomic repulsion is stroug
enongl to prevent pairs of atoms from getting so close.
One quantity often computed from g(r) is the average number of atoms
located hetween ¢ and ry from a given atom.

r2
JZ / _ g(;-)_{_ﬂ-,.;’ dr,
S

This allows 1o define coordination numbers also in sitnations where disorder is
;)]'(‘M‘TIE .

The calculation of g(r) is intrinsically a Q(N?) operation. and therefore
it can slow down considerably an optimized molecular dvhamics program. If
the behavior at large r is not important, it might be convenient to define a
cutofl distance, and use techniques borrowed from fast force calculations using
short-ranged potentials 1o decrease the computational burden. It should also be
noted that periodic boundary conditions impose a natural cutoff at L/2. where
L s the minimum hetween the box sizes L,. L, L. in the three directions. For
larger distauce the resulis are spoiled by size effects.

3.8 Reciprocal space correlations

Structiaral informations can also be collected by working in reciprocal space.
The most basic quantity is the space Fourier transform of the density p(r) =

Yo e - )
N
plk) = 3_elt (310

This quantity. easily and quickly obtained for a given confignriation. is the haild-
ing block 1o constenct the static structure foctor

Stk) = 7 {ptkip(—k))
— _%_ Z” erk-(l‘,—rj)> (3.12)
= l\, ij cos(k - rij)>

This quantity is extremely useful for comparisons with results from scattering
experiments. In liquids, which are isotropic, 5(&) depends only on the modulus



of 1he wavevector, and is essentially a Fourier transform of the pair correlation
funetion:

S(k)y =1+ pg(k).

The computation of ${k) via {3.12) is however much faster than rhat of g{r).

By replacing p(k) with some other generic observable A(k). any other cor-
relation funetion in reciproca’ space can be computed.

I1 <hould be noted that. warking with periodic boundary conditions. resuits
conld e depend on the choice of a particular particle image. That is. one
must impose that (choosing for instance direction 2} pihalrtlo) = pthr whore
{,, i< tie length of the repeated box. This implies a restriction in the choice of

the allowable wavevectors:

2m
k.= —n,
L,
where i 1s aninteger. and similarly along y and = Therefore. the allowed

wavevectors are gnantized as a consequence of adopting periodic boundary con-
ditions,

3.9 Dynamical analysis

One strength of molecular dynamics with respect to other methods such as
Monte Carlo is the fact that the time evelution of the system is folowed and. -
therefore--information on the dynamics of the system is fully present. Experi-
mental data (for instance. phonon dispersion curves in the case of crystals) are
nsually available in the wavevector-frequency space. Information obtained by
MD in real space and real time wiki therefore be Fourier-transformed with re-
spect 1o both space and time for useful comparisons with experimental results.
To perform dynamical analysis, one typically instructs the simulation program
to dumyp periodically on a mass storage medium the positions and possibly the
velocitios of all the particles. These can easily produce very large files: the cal-
culation of dvnamical quantities requires plenty of room for data. These data
are then analvzed later by other programs to extract the quantities of interest.
In sone cases. dvnamical analysis are directly performed by the MT) program
white it is running. thus saving disk space.

One 1ypical quantity is the Van Hove correlation function (r(r./). represent-
ing 1he probability to find an atom at position r at time ¢ if there was an atom
at position = 0 at time t = 0. This quantity is connected by a double Fourier
translorm 1o the dynamic structure factor S{k.w) reported by experiments:

Sik.w) = /f(lrd! eillkr—wtep 4y, (3.13)

As [or static quantities, the most convenient way to proceed in terms of com-
pmiational effort is that of using the space Fourier transform of the density as
a building block:

pll,t) =D ekrlt (3.1.1)
2

This is o single-particle quantity which is very fast to compute. From here. one
constriets a time-dependent density-density correlation function {also called
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interinediate seattering function) by performing an average over a molecular

dyvinamics trajectory:

!

](kf) = T

(plk 4+t pl=k.t0). (3.15)
The average 15 made for all the available choices for 15, The maximum { (con-
nected with the frequency resolution) is clearly limited by the length of the run.
while the periodicity with which data are collected —tvpically a fow time steps -
controls the maxinum frequency in the final speetra. The dynamic structure
facrar i linallv obtained by a time Fourier transform:

Sikow) = /dr et Pk 1) (3.16)

Again. the allowed k are quantized as a consequence of periodic honndary
conditions. 5{k.w) will exhibit peaks in the (k.w) plane. corresponding to
the dispersion of propagating modes. The broadening of these peaks is related
with apharmonicity. By performing calculations at different temperatures. one
can for instance study the effect of temperature on the phonon spectra. (ully
iehiding anharmonic effects: in this sense. the approach is clearly superior o
standard Tattice dynamics techniques. The main inconvenience of MD is tha
11 is not so straightforward to extract eigenvectors,

When dealing with vibrational modes and different potarizations. it is often
convenient to follow the approach outlined above, but using currents

jik,t) = > vie)erkrit) (3.17)

in place of the density p(k. t).

3.10 Annealing and quenching: MD as an optimiza-
tion tool

Molecular dynamics may also have a role as on optimization tool. Let us sup-
pose that a set of ¥ particles has many possible equiiibrivm configurations.
The enerey of these configurations is in general different. and one of them will
be the aptimal one: all of them, however. correspond to local minima in the en-
erev, sl are each other separated by energy barriers. Such a situation occurs
very comonly, for lustance, in cluster physics.

Finding the optimal structure within an approach based on traditional mini-
mization techuigues (steepest descent method. conjugate gradient method. ete.)
is tricky. as these methods do not normally overcome energy barriers and tend
to fatl into the neavest local minimum. One therefore would have to try out
several different starting points, corresponding to different “attraction basins”
it the cnergy landscape, and relax each of them to the bottom of the hasin.
The optimal structure would then be the one with the lowest energy, provided
that we were sage enough to select it in the list of candidates to try.
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Temperature in a molecular dynamics (or Monte Clarlo) calculation pro-
vides aowav 1o v over the barriers®: states with energy /' are visited with a
probahility expi— £ /kg?). If T is sufficiently large, the system can “see” the
sinndtaneons existence of many different minima. spending more timo in the
deeper ones, By decveasing slowly T to 0, there is a good chance that the system
will e able to pick up the best minimam and land into it. This consideration
is the base of sintwlated anncaling imethods. where the svstem is equilibrated
at o cortain temperatnre and then slowly cooled down to T = 0. While this
procedire does not guarantee that the true minimum will be reached. it often
brines the svstem into a good minimum. and as no a priori asswmptions are
nade about the optimal structure, it often brings about structures which were
difficuit 1o foresee by intuition alone.

Thi= method is often used to optimize atomic stroctures. but its validity
is more woneral; given an objective function Z{aq.....ay ) depending on v
parmetors. one can regard each of these parameters as a degree of freedom.
assign o “mass Lo it and move the system with a molecular dvnamics or Monte
Carlo algorithm 1o perform simulated annealing. One of the carly application
of 11~ method can be found in a famous paper discussing an application to the
“traveling salesman™ problem {21].

3.11 Other statistical ensembles

We Lave discussed so far the standard molecular dynamics scheme. based on
the time integration of Newton’s equations and leading to the conservation of
the total energy. In the statistical mechanics parlance, these simulations are
performed in the microcanonical ensemble, or NVE ensemble: the number of
particles. the volume and the energy are conustant quantities.

The microcanonical average of a physical quantity A is obtained as a time
average an the trajectory:

1 ox
(A)nve = E;}A(FU)) (3.18)

where [ denote with (1) the phase space coordinate of the system (3. positions
and 3V velocities).

There are other important alternatives to the NVE ensemble. that we will
mention here only hrieflv. The basic idea is that of integrating othier equations
i place of Newton's equations, in such a way that sampling is performed in an-
other statistical ensemble. Averages of physical quantities in the new ensemble
will he again ohtained as tiine averages, similarly to eq. (3.1%).

A scheme for simulations in the isoenthalpic-isobaric ensemble {(NPH) has
heen developed by Andersen [22]. Here, an additional degree of freedom repre-
seuting the volume of the box has been introduced, and all the particle coordi-
nates are given in units relative to the box. The volume V' of the box becomes
a dynamical variable, with a kinetic energy and a potential energy which just
PV where P is the external pressure. The enthalpy H = F+ PV is a conserved
quantity.
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Parrinello and Rahman [23] developed a variant where the shape of the box
can vioy as well as the volume. This 1s achieved by introducing 9 new degrees of
freedom instead of 1: the components of the three vectors spanning the MD box.
Fach of them s a new dynamical variable. evolving accordingly to cquation of
maotion derived from an appropriate Lagrangian. This scheme allows to study
stroctural phase transitions as a function of pressure. where for example 1he
svsten abandons @ certain crystal structure in favor of @ more compact one.

Viother very important ensemble s the canonical ensemble (NVT). i a
moethod developed by Nosé and Hoover [24]. this is achieved by introducing a
tine-dependent {rictional term. whose time evolation is driven by the inbal-
ance bhetween the jnstantaneous kinetic energy and the average kinetic energy
S TANERCRT ATy o
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Chapter 4

Interatomic potentials

[n molecnlar dyvnamics forees are derived from a potential energy function 1.
which depend on the particle coordinates:

F,=-VV(r.....rv) (1.1)

The probleny of modelling a material can therefore be restated as that of finding
a potential Tunction V{ry.....rx) for that material.

Can suel a function exist? And if ves, how is it related with the behavior
of the real material, which we know to be controlled by the law of quantum
mechanies rather than classical mechanics, and where the electrons certainiy
play the major role in determining the bonding properties of the syvstem? Aund
perhaps the most important question: how to find a potential in practice?

4.1 The Born-Oppenheimer approximation

What do we mean ezactly when we talk about “interatomic potentials™? \
svstem of interacting atoms is really made up of nuclel and clectrons which
interact with cach other. The true Hamiltonian for this svstem may be written

i

_ Pi_) P‘n 2z / j f .
" 722.\1;+ - ‘2m Z|R R, | Z|rn—r”- Z IR -1, (4-2)

in

where indexes 4. J run on nuclei. n and n' on electrons, R; and Py are positions
and momenta of the nuclei. r, and p, of the electrons. Z, the atomic number
of nucleus 7. M, its mass and m the electron mass. One clearly recognizes the
kinetic energy terms and the various coulombic interactions. In principle. one
should solve a Schrédinger equation for the total wavefuuction ¥(R;. 1) and
then evervihing about the system is known.

Ol conrse. this is impossible to carry out in practice. and approximation
schemes have to be employed. In 1923. Born and Oppenheimer noted that
nuclei are much heavier than electrons, and move on a time scale which
about two order of magnitude longer than that of the electrons:

. M
“el L 100 (1.3}

wWnue m
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It is therefore sensible to regard the nuclei as fixed as far as the electronic part
of the problem is concerned, and factorize the total wavelfunction as

¥{R;.r,) = Z(R)®(r,:R;) )

where ZeR ) deseribes the nuelel, and @(r,; R;) the clectrons (depending para-
metricallv on the positions of the nuclei). With this assumptions. the problem
s oreformulated inrerms of two separate Schrodinger equations:

Ha®ir, R;) = V(R 1d(r,: R, (1.5)
wliore
,')': VAV A ¢t 1 o Aot

. = e _ - e .G
' - '_)m Z|R RJ,[ ts ;fr“—r,ﬂ ; IR, — r,] LL6)

alnd 2
R Z(R,) = E=(R, ). LT
Z sy T V(R E(R) = EE(R) (L)

I 01571 0s the equation for the electronic problem, considering the nuclei as
lixed. tlhe eigenvalue of the energy V(R,;} will depend parametrically on the
coordinates of the nuclei; we call this quantity the interatomic potential. Once
found. this quantity enters (4.7) which will give the motion of the nuclei. Note
how i1 this equation there are no electronic degrees of freedom: all the electronic
effects are incorporated in V(Ry). It is customary to replace this Schrédinger
equation with a Newton equation, that is, to move the nuclei classically, We
have already discussed in §1.5.1 the conditions under whick this can he done
safelv,

4.2 The design of potentials

Flhe above section defines rigorously a potential. but it is not of much practical
help: solving (15) is still a formidable task and constitutes in fact a large
fraction of the activity done in condensed matier physics,

One possibility is to adopt some approximation. but really solve 1his equa-
tiom: we then have first-prinecples molecular dynamics, brieflv mentioned later
in s 70 While this is feasible, it requires massive computer resources, and poses
severe lmits on the maximum size of the svstem and on the siimualation tine.
I these notes Fwill rather focus on the traditional approach where we get rid
completely of electronic degrees of freedom and move our nuclei {atoms) ac-
cording to some potential function V(R;) whose analvtical form we specify i
advance. Our goal is to select functional forms which mimic the behavior of the
“true’ potential in realistic ways for specific materials.

Constructing a potential involves two steps:

Soleeting an analytical form for the potential. In the past this was almost
invariably a sum of pairwise terms, with the energy of a pair depending
o their relative distance.  Today novel many-body forms are tried in



the attemptl to capture as much as possible the physics and chemistry
of 1he bonding. A tvpical analytical form is constituted by a number of
finetions. depending on geometrical quantities such as distances or angles,
ar an intermediate variables such as atom coordinations.

I

Finding an actinal parametrization for the functions that constitute the
analvtical form we have chosen. This step is very important and can be
tochnically elaborate.

A variety of techniques have been utilized over the vears to this end. At one
extrenie, some groups tried to start from a firsi prineciple description {that is.
whore the olectronic structure is kept into account). and obhtain an expression
for the enerey as a function of the nuclei position by means ol successive approx-
imations. At the other extreme. other groups chose to it the potential (that
is. ta parametrize the functions which appear in its analviical form} ou exper-
imemal data. giving maximum priority to realism rather than to counections
with first-principles,

Ty all cases. potentials are designed with a “range of applicability™ in mind.
Due 1o e vast differences in the electronic structure. it wonld probably be
foo amhitions to trv modeling a bulk metal and a diatomic molecule of the
same olement with the same potential: the environment is dramatically differ-
ont. However. it could be feasible to model simultancously a bulk and a surface
environnent. where the environment differs (due to the reduced coordination
of the atoms at the surface} but not as dramatically as in the previous ex-
ample. The ability of a potential to work properly in different environments
is callod fransferability. When using a potential, the simulator should always
be familiar with its transferability properties, and look critically at results ob-
tained in unusual conditions—Ifor example, very low coordinations. or very high
temperatire, or very high pressure.

4.3 The problems with two-body potentials

In 42.1.1 § presented the Lennard-Jones potential, which is a tvpical pairwise
potential and probably the most commonly used one. In spite of that. the class
of materials which can be realistically modeled using this approach is in practice
limited 10 rare gases. where no electrons are available for bonding and atoms
are attractod with each other only through the weak van der Waals forces.
Svatens of more practical interest such as metals and sericonductors cannot
e modeled with pairwise forces. Considering for instance noble metals. one
can casily identifv a few indicators of many-atom effects. sununarized in the
following table. where experimental data for a few metals are compared with

Lennard-Jones data (but other pair potentials vield similar results):

i Property | Cu  Ag Pt Au Ll
E.jkgT, | 30 28 33 33 L3

E E. 0.33 036 026 025 ~ 1
ClofCas | 15 1.9 33 37 |
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Foil T, 15 the ratio between the cohesive energy and the melting temper-
ature. This ratio is about 30 in metals, and about 10 in two-bodyv svstems.
This resolt indicates that metals exhibit some “extra cohesion™ with respect
tor pairwise systems. which is less effective than two-body forces in keeping the
svsteny o the ervstalline state.

L2 Lo is the ratio between the vacancy formation energy and the coliesive
enervey, This number js between 1/4 and 1/3 in metals. but about 1 in two-
bodyv svstems fexactly Dif relaxations are neglected. actuallv), When forming a
vacaney in a crystal structure with coordination number 2. one has to payv 1he
enerey f 10 deercase coordination from 2 to /2 — 1 {or / atoms. [n contrast.
Eois the energy Lo pay 1o decrease the coordination of a single atom from 7
to 0. Tn o two-hody model, where a fixed energy contribution is attached 1o
bonds hetween pairs of atots. these two energies are the same as they are hoth
assoctated to the hreaking of Z bonds. But this is not what happens in metals!

LS00 s the ratio between two elastic constants of a cubie cryvstal (all
the sy=tems in the table are fee). This ratio is eractly Tin two-bady svstems:
this is o so-called Cauehy relation that can e demonstrated analvticallv. Bt
doviaiions in metals are very common. The high value in Au is to be related
with the well-known high duoctility and malleability of gold.

[l one consider semiconductors, deviations from a two-hody hehavior are
even worse. For instance, silicon undergoes a series of structural phase tran-
sttlons (from tetrahedral to J-tin to simple cubic to fec} under pressure:r (his
indicates that the energy difference between this structures is not too large.
In other words, the cohesive energy is nearly independent upon coordination.
while @ two-body model should favor the more packed structures. which have
maore bonds.

Due to these and other {25] shortcomings, since the mid "R0s researchers
started to figure out how to improve realism by incorporating manv-atom effects
in potentials,

4.4 Many-body potentials for metals

A sigmificant progress was made during the 'S0z by the development of many-
atom potentials for metals based on the concept of density. or coordination. as
the kev variable to consider. The main physical point to model is that bonds
hoecome weaker when the local environment becomes more crowded: another
consequence of the Pauli principle. So, a plot of the cohesive energy as a function
ol conrdination should not be decreasing linearly as in two-body svstems. but
should exhibit a positive curvature: decreasing faster when coordination is low.
and more slowlv as coordination increases.

A possible form for the attractive part of the potential (the repulsive one
Being still conveniently treated by a pairwise law) can be ¢ualitatively obtained
by working out a connection with the tight-binding formalism [26]. The result
of this (non-rigorous) argument suggests a form for the energv of an atom 7

z, (1.58)
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where Ji;, = hir,) = (i{H|7) are the overlap integrals between i and its neigli-
hors. [ the tight-binding formalism the orbitals are localized and these func-
tions vanish bevond a certain cutoff distance.

The kev result contained in (4.8) is that the energy is proportional to the
square ool of the coordination. rather than to the coordination itself as in
two-body models. One can easily verify that such a scheme goes in the right
direction in solving the proble.ns associated with pairwise potentials in metais,

ke ZNZ-VZ-1] 1

E. N 2

and one can also verify that the Cauchy relation (3 = (/4 no longer holds.

Forinstance.

(-1.9)

Following 1his and other considerations. several schemes to construct many-
alom potentials Tor metals were developed. all essentially based on an anaivtical
form

v v

. | «— . .

Vo= 3 Z @(?‘sj)+Z['(m) (£.10)
=1 =1
(J}?éi)

where o) s a two-body part. and U(n) is a function giving the energy of an
atom s o funetion of a “generalized coordination™ n. n lor a given atom is i
turn constructed as a superpositions of coutributions {rom neighboring atoms:

N

ng= Y plry) (4.11)
=1
(s#1)

where p(r) is a short-ranged, decreasing function of distance. Belonging to
this scheme are the glue model [25], the embedded atom method [27] and the
Finnis-Sinelair potentials [28). Also similar is the effective medium theory [29].
Fven if sharing the analytical form, these scheme diifer vastly in the procedure
nsed 1o build the three functions @é(r), p(r). U'(n) constituting the model. often
resulting in rather different parametrizations for the same material. Fitting is
in faer the true crux of the matter of building potentials. and some groups use
molecular dvnamics simulation to test trial potentials (for example. to evaluate
thermal expansion and melting point) during the construction stage.
[t is interesting to note that eq. {4.10} is invariant with respect to the
transformation X
olr) = ¢(r) + 2Ap(r)

U(n)=U(n)=An (1-12)

for anv value of A, This implies that there is no unique choice for o(r}and [7{r).
and one can arbitrarily impose a condition such as [(n,) = 0 (where g is.
for instance. the coordination of a bulk atom at equilibrium at 7 = 0). It also
shows that if £ (n) is a linear function of n. then the whole scheme reduces to
a two-body potential: many-body effects are related to the curvature of U(n).
[t fact. 7"(n) is invariant with respect to (4.12).
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Lo bmplement these potentials in a molecular dynamics program. one has

1o evalunte the farees

Fi=- Z(d'( P+ + Ul ) )> 1{_‘1 (4.13)
VT ”

This caleulation is only slightly more complex than that required for a two-body
svstenn. Energy and forces can still be obtained by using pair distances as the
onlv input: no angular term or other 3-hody or A-body terms are present. This
allows 1o write very fast MDD programs, Oun the other hand. the lack of true
angilar lTorees makes it difficult to use these schemes 1o model metals where
covalent effeets in the bonding are important. for instance transition moetals.
New,mare powerful schemes are being developed to handle these materials.
Tl iterested reader is invited to check [26)] for further details.

4.5 Many-body potentials for semiconductors

Semiconductors are even more challenging than metals. Take for instance sili-
cont, and consider that

e the most stable phase in the absence of pressure lias the diamond strue-
rures very open, with a coordination number of only 4:

e when a pressure is applied, new structures with increasing coordinations
appear in sequence (/3-tin, simple cubic. fee), indicating that they are not
=0 far in energy;

o the liquid is a metal, and is more dense than the solid (anomalous).

These features alone guarantee that constructing a potential for Si is not a
trivial task, Nevertheless, due to its technological importance. many groups
have ehallenged themselves in this territory. with various degrees of siccess.

4.5.1 The Stillinger-Weber potential

The snllinger-Weber potential [30] is one of the first attempts to model a semi-
conductor with a classical model. It is based on a two-body term and a three-
hody term:

o] Iy .
b= 5 ZO( v+ Z_y(?'z_))g(r,;,) cosfl + 5 Ry

Iy 1ik

where #is the angle formed by the ¢j bond and the 70 bond. and g{r) is
a decaving lunetion with a cutoff between the first- and the second-neighbor
shell. The intent is obvious: favor those configuration where cos#;,, = —1/3.
that =, where angles are as close as possible to those found in the diamond-
like tetrahedral structure, and make this structure more stable than compact
structure. as it should.

This potential gives a faitly realistic description of crystalline silicon. How-
ever.its bhuilt-in tetrahedral bias creates problems in other situations: it cannot

37



— e T T T TR wE RE E re— E— i T T, -

predict the right energies of the non-tetrahedral polytypes found under pres-
sure: 1he coordination of the liquid is too low; surface structures are not correct.
These e called transferability problems: it is difficult to use the potential un-
der conditions different from those it was designed for. Recent research [26]
show= that. to build more realistic models. one should consider analytic forms
which 1ake into aceount the concept of local enviroranont. with bond strengths
dependine on ity

Novertlieless. potentials based on similar concepts {(using only geometrical
quattities sueh as distances and bond angles as variables) are also currently
wsed 1 simulations of organic systems, where thev are wsually called foree

fickds, b ospite of the limited transferability. which makes it difficult to change

the 1opology of a moleenle by breaking and reforming bonds. or to work at
high temperatnres or pressures. they are capable of modeling with a very high
precision the stroetural and dynamical properties of a large variety of molecules.
and are therefore vastly used in research and industry.

4.5.2 The Tersoff potential

The fumily of potentials developed by Tersoff [31]. are based on the concept
of bond order: the strength of a bond between two atomms is not constant.
but depends on the local environment., This idea is similar to that of the “glue
model” for metals. to use the coordination of an atom as the variable controlling
the enerev. In semiconductors, however, the focus is on bouds rather than
atoms: that is where the electronic charge is sitting in covalent bonding.

At dirst sight, a Tersoff potential has the appearance of a pair polential:

1 1 ‘ .
V= §Z¢R(Tl3)+ +§ZBU¢’1(?:;)+ (kl'l")}
i i

where R oand A mean “repulsive” and “attractive”. However. it is not a pair
potential hecause B is not a constant. In fact. it is the bond ocdcr for the
hond joining i and j. and it is a decreasing function of a ~coordination™ (r};
assienced 1o the hond:

Bij:B(G‘,‘J‘). (1.16)

(+;, i~ in turn defined as
Gy o= flrilg8) flre — i) (4.17)
k

whore [.(r). f(r) and g(#) are suitable functions. The hasic idea is that the
botd i/ is woakened by the presence of other bonds ik involving atom 7. The
ameount of weakening is determined by where these other bonds are placed.
Anenlar terms appear necessary to construct a realistic model.

This scheme works in a broader spectrum of situations than the Stillinges-
Webor potential. however it is not exempt from problems. One of the higgest
problems is perhaps that the fit is difficult: with 6 functions to fit and angular
terms. linding a good parametrization is not an easy task.

These potentials have also been applied to hvdrocarhons [32].
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4.6 Long-range forces

So dar it has always been assumed that interactions are short ranged. that is,
that the effeet of atom J on the force perceived by atom ¢ vanishes when thejr
sephiratton 08 larger than a cutoff distance F.. While this is 4 reasonable
assiption inomany cases. there are circumstances where long-range lorces are
crucial amd must be taken into account. For instance:

e ons are charged, as. sav. in a simulation of a salt like NaClL In (his case
there is a Coulomb interaction (~ 1/r) berween ions

o individual particles are neutrat but polarized. such as in water., There will
he dipole-dipole interactions (~ 1/r%)

e o der Waals attractions between atoms (~ 1/7"), arising [rom induced
dipole moments and often neglected in simulations. beconte extremely
mmportant nnder particular geometric conditions.  For instance. the tip
of 4 seanning tunneling microscope is attracted towards a surface tens of

Anestroms anderneath by van der Waals atiraction.

I thiese cases. there is no cutoff distance and. more importantiv. each parii-
cle interacts with all the images of the other particles in the nearby MD boxes:
the “minimum image rule” introduced in 2.2.1 breaks down. A\ particle woule
also interact with its own images.

A kuown method to deal with long-range forces is that of Ewald sums.
Brieflv. and assuming we are dealing with charged ions, one assumes that each
1on ix surrounded by a spherically symmetric charge distribution of opposite sign
whicli neutralizes the ion. This distribution is localized, that is. it is contained
within a cutoft distance. This effectively screens ion-ion interactions, which are
then treated with conventional short-range technicues.

Tor restore the original system, one then considers the Coulomb interaction
of simitar charge distributions centered on the ions. but now with the sanie
signoas the ariginal jons.  These distributions exactly cancel those that we
Lave considered before. so that the total interactions that we shall obtain will
be 1hose ol the original svstem made of point charges onlv. The interaction
of the cancelling distributions is computed in reciprocal space. The required
Fourier transforms are particularly simple when the {arbitrarvy shape of the
distributions s chosen to be a gaussian.

The mrerested reader is referred to ref. [3], §5.5. for more details. An exten.
sion ol Finnis-Sinciair potentials for metals to incorporate van der Waals (orees
as heen inade by Sutton and Chen [33].

4.7 But do we really need potentials?

About ten vears ago. Car and Parrinello {34] developed a powerful method al-
lowing 1o perform MD simulations where the ions are still moved classicallv, hut
under the action of forces obtained by solving the electronic structure problem,
thus eliminating the need for empirical potentials at the expeuse of much larger
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compitational requirements. This important development spawned one of the
most hmportant research lines in today’s condensed matter physics, known as
first-principles {ov ab initio) molecular dynamics (FPMD). or simply as Car-
Parrinello method.

Will tlie existence of the certainly more accurate FPMI) technigue imply
the deatl of classical molecular dvnamics based on empirical potentials? It is
sale 1o sav that the answer is no. While at present classical MDD is being run
o1t ~velems confaining mitlion of particles on the most powerful computers. or
for simulation times of the order of nanoseconds {107 %), the current limit lor
D i~ of the order of a thousand atoms. and its typical simulation times are
moeasired in picoseconds (10712 5). This means that several problems requiting
Jaree sizes and/or large times—such as many of those mentioned in 1.0 can
he attacked only by classical methods. Even il the speed of computers keeps
Hicreasing at a breathtaking pace. so does the size of problems of interest. and
it is very likelv that all the MD techniques that we know today will remain in
use for quite some time from now, and new ones may appear.

[ faer. elassical MD and Car-Parrinello MD already represent the extremes
of a ~pectrum of MDD methods. differing in the degree of approximation ised
10 solve the electronic problem in order to obtain atomic forces. In particular,
a promising area is that of tight-binding molecular dynamics (TBAMD). where
svstems containing thousand of particles are now being simulated thanks to the
recent development of O( N )-scaling computer codes.

The reader that wants to be introduced to the fast-growing areas of simu-
lations from first-principles could start from the review articies present in the
literature [35, 36, 37].

4.8 Fitting to ab initio data by “force matching”

We hive seen in §4.5.1 how analytical forms can hecome pretty complicated
when we strive for realism in modeling. Parametrizing the function appearing in
a coniplex Hamiltonian can then become a tiresome task. and people often resort
to very simple parametrizations. For instance, Tersoff potentials Lave only 12
paraimeiers: an average of 2 parameters to deseribe cach of the 6 functions
constituting the model.

A first-principles molecular dynamics program can easily produce huge quan-
fities of useful and reliable data. such as forces acting on atoms in a variety of
different ecometries and coordinations. These data can complement the ex-
perimental quantities normally used to {it potentials. kelpimg to construct more
realistic potentials, Recently. a scheme called “force matching method” [3%] has
been doveloped. It consists of a numerical optimization procedure which tries
1o matels as closely as possible ab initio-derived forces with a classical potential.
nsing o ricl parametrization (10-15 parameters for each function in the poten-
tial). By oxplicitly including different geometries and different temperatures in
the data set. one can attack the transferability problem at its very heart. One
can =avs that the potential is constructed by learning from first-principles.

Several groups are now working on this front, so that potentials for classes
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of materiads so far nnexploited by classical molecular dvnamics are likelv to
appear i the next vears.



Appendix A

Choosing hardware and
software

A.1 What kind of computer?

Compared with other applications in today’s computational condensed matter
plivaics. MDD simulations using classical potentials are not particularly demand-
ing. unless one’s goal is to treat systems of the order of 10" atoms. For a
typical svstem containing 10000 atoms-—a size suitable to tackle a large vari-
ety of problems-—and involving short-range potentials, one can estimate a total
memory occupation of the running program between 8 and 16 megabytes (MB).
This could fit well in a typical current workstation with a RISC processor!
cluding entry-levél machines.

, in-

Using code which scales linearly with the number of particles (as described
later}. 1 RISC ('PU can yield a total simulation time of hundred of picoseconds
or perhaps a few nanoseconds in a week of production. which is a reasonable
rate for productive work.

I fact. a popular choice at many sites running different applications is 10
dedicate the smallest machines to classical MD. leaving the biggest machines
with larger amounts of memory to the more demanding electronic structure
codos,

A.1.1 Selecting a computer for molecular dynamics

Technology advances at an astounding rate. Every few months new. more
powerful machines appear on the market. The market situation is therefore
in continnons evolution. and one should always trv to decide what to buy as
closely as possible to the day at which the purchase is actually made.

Trving 1o select the “best computer for MD™ is never easy. The choice is
alwavs conditioned by various factor, such as

"Ihe name RISC {Reduced Instruction Set Computer) denotes an architecture for com-
puter processer units which flourished in the last decade, consisting of reducing the number
of different machine instructions, and optimizing their execution time—possibly at the level
of oue clock cvele per executed instruction.
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s Size of physical problems to study

Will the machine be used to run other kinds of programs?

e |5 last graphics important”? {The site wayv have another machine specifi-
callv dedieated 1o visualization)

“lIriendliness™ of operating svstems. compilers and development tools
e Coood customer and serviee support given by the company in vour area

o | xistence of otlher similar machines at vour site. which would decrease
the svstem management duties

Obvionslvo one has to carefully weight these factors keeping into account the
pecitliaritios of the local situation,

Nevertheless. performance remains perhaps the most important point! To
evaliate performance, it is commeon to use denefunarks: programs which accon-
plisli o vertain task {sometimes verv simple). are never (or seldom) modified.
and are ronin controlled conditions. When ranning a benclhimark on a machine
for evaluation. the execution time is measured. and the output is comparad
with i e forcnee output to make sure that the machine produeced the correct
resull .

There are many scientific benchmarks around. The most well known are
the Linpack? benchmark, and the SPEC? program suite. A problem is that
different machines behave differently on different programs. In other words, the
ratio hetween the execution time of two different benchmarks can vary widely
hetween one machine architecture and another. Linpack. for instance. is a linear
algebra benchmark. Machines which are able to perform matrix multiplications
very efficiently - -perhaps due to a special organization of their floating point
wnit or to compilers highly optimized for this problem—will obtain a very good
Linpack score. While extremely representative of an important elass of physical
problems (Tor instance those in which diagonalizations are involved ). this is of
imited usefnlness 1o assess MD performance. since there is no linear algebra in
classical MD!

The other extreme, and by far the best choice. is to run yoursell a copy of
the program vou are going to use on the machines you are interested in, This
will not only give vou an idea of a machine’s performance. bt also of fow casy
in usinge i, However, this is often impractical to do. due to the need to find
access (o these computers, and the time to run the program on cach of them
and verily the resalts.

To partially relieve this problem, the author developed in 1988 a wmolecular
dyvnamics benchmark called MDBNCH®. A database of execution times on
several machines has been collected over the vears. and it keeps growing thanks
to the contribution of mnany people. Keeping in mind that this benchmark may
not exactly represent the applications which vou are interested to run, it is

“hirps fnetdibobeli-labs.com/
e fwwwspechenchiorg
ANEREY, www.sissaat /furio/mdbneh. html
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probably an indicator of molecular dynamics performance more accurate than
the more general benchmarks available around.

A.1.2 Storage space

On 1he other hand. the need for disk space should not he underestimated.
Storine positions. velocities a1d accelerations of L0000 atoms in G4-bit preci-
sion 1akes 720 KB, In a tvpical project, a large number of such configurations
are savedd Tor fater reference. and additional statistical quantities are often also
computed. making it easy to fill hundreds of MB of mass storage. Projects
involvine dyvnamical analvsis over fine-grained trajectory files. such as calcula-
tions of vibrational spectra. are even more demanding. While the use of tapes
is alwavs possible. availability of a comfortable amount of online storage is an
important ingredient to work stnoothly and efficiently,

A.2 What language?

A.2.1 High level languages

A computer language is an interface between man and machine.

Machines execute sequences of instructions belonging to their instruction
set. Such instructions are rather simple and tightly bound to features of the
machine hardware. For instance, “load into register A the contents of mem-
orv location 009007527, or “multiply the numbers contained into registers A
and B. leaving the result in register C” could be two examples of instructions
at the machine level. A program written in machine language (or assembler)
would not be easily transferable to a computer produced by a different manu-
[acturer. Moreover. such a program would be very hard to decipher for a human
examining it.

So called high level computer languages arc the solution. .\ language is a
machine-independent way to specify the sequence of operations necessary 1o
accomplish a task. A langnage can be designed to express in a concise way a
“common” sequence of operations. A line in a high level language can embody
powerful operations. and correspond o tens. or hundreds. of instructions at the
machine level. Of course. what is “common™ depends on the kind of problem
at hand. For this reason, many different languages exist in the computer world.
aimed a1 solving problems in different areas.

The campileris the tool to convert a program written in a high level language
into 1he sequence of machine instructions required by a specific computer to
accomplish the task. Users typically control details of the operation of compilers
by means of options supplied on the command line. or directives embedded in
the program source. but they seldom need to examine the resulting machine
language rode.

However, one should not forget the fact that programs are also an interface
with humans. and a way fo communicate between humans. A program carries
with it the information of how a problem is being solved, and it is extremely
important for this information to be presented in a clear. complete way to
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people oxaining the code. In the scientific world, quite often the souree code
is abso the main documentation for the program. For this reason, it is very
important 1o have in mind people needs—and not only machines needs —when
writing o program. In practice. this means writing informative comments in
the codes using meaningful names for symbols. avoiding ~dirty wricks™ uniess
ibsolirely necessary, This documenting activity should alwavs be done at the
time ol code writing. not deferred to a later time that mav never come.

A.2.2 Fortran or C7

Fodie, The two more popular languages for nmmeric computation are Fortran
amd

Fortyan fras o long tradition in computational physics. chemistey and en-
gineerine. Born at the end of the 50s, during the 60s and 1he 70s it becamoe
the most popular choice for the development of numerically intensive eode. An
enormions body of knowledge has been embedded in Fortran codes.

" is vanore recent language, It was developed in the T0s and provides
the fonndation for the Unix operating svstem. The popularity of Unix is a
direct consequence of the fact that it is largely written in €. and therefore
casily portable between different brands of computers. (" is a simple still very
powerful language, and its scope is rather broad: the solution to problems in
very different areas has been coded in C with success.

Langnages evolve much more slowly than computer architectures. The main
reason for that is that we can easily upgrade to new computers: what we have
to do is to recompile our programs with the compiler supplied with the new
machine. Changing language ts a much more expensive and painful business:
we st rewrite our codes, and make sure that the new version does what it
is supposed to do. However, advances in computer svstems often create a need
for uew features in a language,

For this reason, even a stable and well-proven langunage such as lortran
indergoes periodic revisions in order to keep it up to date. Fortran was revised
in 106G { Fortran 66). then 1977 (Fortran 77), and more recently in 1990 (Fortran
). A1 opresent, there is an iminense amount of scientific codes written in
Fortran 77,0 Many of them are of public domain, and among them there are
libraries of subroutines for solving a large variety of problems.

Both Fortran 90 and (' are perfectly valid choices for a computationally
intensive application. Fortran 77 lacks many features which are erucial todayv,
and =hould be regarded as an obsolescent language.

[h Tavar of

o cilicient compilers are universally available for all the main architectures
in nse and a goad public compiler also exists {(gee). O compilers often
come free with machines, while Fortran 90 compilers must be purchased.
anel are often expensive

e (' is very broad in scope, and is more powerful of Fortran 90 in some
arcas. such as pointers and manipulation of strings of characters



e acquired coding experience can be directly used outside the scientific
world: (" is verv common in the commercial world.

In favor of Fortran 940:

e lanenace desiened with easiness of coding numerical problems as one of
thie main goals (example. array operations)

o Linenaoe designed with high performance in mumerical applications as one

af the maln goals

o interfacing with previously developed Fortran code or directly reusing
portions of existing Fortran code is easier

e Vo need 1o master simultaneousiv two languages when developing new
codes while maintaining old Fortran 77 programs at the same fime

e hetior portability between different architectures (for instance, between
32- and G:4-bit machines)

The final choice can be in favor of either one of them. depending 1o 1he weight
assignod 1o the various factors.

For this weiter. the advantages of Fortran 90 outweigh those of C.oand the
code examples in this notes are written in Fortran 90. Some will disagree with

this choice,
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