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1. X-rays

X-rays are defined as the electromagnetic radiation with a wavelength between Ultraviolet
radiation and gamma radiation. The border between Ultraviolet radiation and X-rays is
not clearly defined but usually set around 10 meter, i.e. 10 nm. The upper limit of x-rays
is usually set at 10" meter, i.e. 1 pm, although radiation with an energy above 10" meter
is also called gamma radiation, in particular if it is created with a radioactive element. X-
rays are sub-divided into soft x-rays, between 10 nm and 100 pm and hard x-rays between
100 pm and 1 pm. Soft x-rays are called 'soft' because they do not penetrate air and as
such are relatively safe to work with. We will discuss the penetration length of x-rays
below. Because of historical reasons, x-rays are often given in Angstroms, where 1 A
equals 107 meter or 100 pm.

The bottom two axes in the figure give the frequency and the energy of the
electromagnetic radiation, using the inverse proportionality between frequency  and
wavelength , i.e. =c/ , where c is the speed of light 3-10° m/s. This yields x-ray
frequencies between 10'® and 10*' Hertz. It is more common to indicate x-rays with their
energies E, using E=h , with the energy given in electron volts (eV) or kilo electron volts
(keV), where they range between 100 eV and 10°eV.

Calculate the energy in electron volt for a x-ray with 1 A wavelength.
Use: E=h =hc/ , with ¢=3-10% m/s, h=6.6:10"* and 1 eV = 1.6:10"°J
E(1A)=6.610"" 3:10%/10-10=2-10""7 /1.6:107=1.2-10" eV=12.4 keV

It can be checked in the figure that a wavelength of 10" ’meter corresponds to energy
slightly above 10* eV.

The wavelength of x-rays are of the same size as molecules, which range from 100 pm for
small molecule such as water to 10 nm for macromolecules such as enzymes. In
particular the distance of 1 A is important in matter, because it corresponds to a typical
interatomic distance. This makes diffraction with x-rays of approximately 1 A an
important technique to determine the interatomic distances and, in general, the structure
of matter.

X-rays are traditionally produced using x-ray tubes. In a x-ray tube, electrons are
accelerated between the anode and the cathode. When they hit the cathode with high
energy, they are decelerated through inelastic collisions with atoms in the target material.
If the energy of the electrons is high enough this produces a continuous spectrum of x-
rays. In addition, the impinging high-energy electrons excite core electrons from the
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cathode material. Core holes decay, in part, via radiative processes in which a shallow
core electron fills a deep core hole, thereby emitting x-rays. These x-rays are
characteristic for the cathode material and are confined to only a few energies. This
process will be discussed in detail below.

X-ray tubes are used in many x-ray
applications; for example (almost) all ; .
medical x-ray images use X-ray mm W
tubes. In addition, laboratory x-ray T
sources used in x-ray photoemission
and x-ray diffraction make use of x-
ray tubes. In x-ray spectroscopy
however the role of x-ray tubes has
been declining over the last few
decades. The reason is evident from
the figure: X-ray tubes produce a
maximum of 10' ‘photons per
second', whereas x-rays produced
with synchrotrons reached up to 10"
photons per second. These photon
counts are usually given with the

108 = ot

ALS Bend Magnet

X Ray Tube

0 =

Brightness (photons / sec / mm2 [ mrad2/0.,1% BW)

W=~ §0.W Light Bulb

'brightness'. The  brightness 1is —

. 2 Candle
normalised to an area of 1 mm”~ and 0 —
further normalised to the x-ray beam 1w —

divergence and the energy (range).

It is clear that with 10° times more photons per second, one can carry out much faster
experiments. In addition, it allows a range of new experiments that have very low x-ray
cross-sections. It should be noted that the x-rays produced with synchrotrons have very
high intensity, but still they cannot be considered as x-ray lasers, because in general they
have insufficient coherence.

1.1. Interaction of x-rays with matter

If an x-ray hits a solid material, the material starts to emit electrons. This is essentially the

photoelectric effect that also occurs with ultraviolet radiation. In the case when a metal

surface is exposed to ultraviolet or x-ray radiation, the following experimental
observations can be made:

a. No electrons are ejected unless the radiation has a frequency above a certain threshold
value characteristic of the metal.

b. In case of x-rays, there is always some
electron emission, but one observes intensity
jumps in the emitted electrons at certain
energies.

c. Electrons are ejected immediately, however
low the intensity of the radiation.

Electrons

Metal

A
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d. The kinetic energy of the ejected electrons increases linearly with the frequency of the
incident radiation.

These observations follow naturally from the quantum nature of electromagnetic
radiation; in fact the photoelectric effect was used by Einstein to (re)define
electromagnetism.

F The characteristics of the photoelectric effect can

_ — be explained in terms of photons. If the incident

-f Kinetic radiation has frequency , it consists of a stream of

A _ encrgy of . photons of energy h . These particles collide with
Energy eloctron, Lae?

the electrons in the metal. If the energy of a

brought | &/~ . . .
by _ photon is less than the energy required removing

photon, Energy needed an electron from the metal, then an electron will
kv e remo not be ejected, regardless of the intensity of the

clectron, O L .

radiation. The energy required to remove an
ﬁ.‘[\]\I\N\ electron from the surface of a metal is called the
work function of the metal and denoted
However, if the energy of the photon is greater
than , then an electron is ejected with a kinetic
energy, E=%m’, equal to the difference between the energy of the incoming photon and
the work function. In case of x-rays, the explanation is analogous, with the addition that
a core electron is excited instead of a valence electron. The binding energy of the core
electron must be added and the kinetic energy is given as:

Imv?=hv -E, -®
In fact, this equation defines the binding energy of a core level and x-ray photoemission
experiments are used to measure core level binding energies. The binding energy Eg is
closely related to the ionisation energy that is defined as Eg+

Example: In an x-ray photoemission (XPS) experiment, NiO is excited with al K
radiation with an energy of 1487 eV. One observes peaks in the XPS spectrum at
respectively 607 eV and 637 eV. Assume that the work function of NiO is equal to 2 eV;
calculate the binding energies of the core levels associated with the observed peaks.

Solution: rewrite the equation to: Eg = h -Ex-

1487- 607-2=878 eV

1487-632-2= 853 eV
Explanation: These core level energies are both related to the 2p core level of the nickel
atoms in NiO. The 2p core level is split into two sub-peaks due to the 2p spin-orbit
coupling that will be explained later.

Self-Test; calculate the ionisation energy of a rubidium atom, given that radiation of
wavelength 58.4 nm produces electrons with a speed of 2450 km/s. The mass of an
electron is 9.1 107'kg.
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The photoelectric effect is not the only
interaction of x-rays with matter. Another
important interaction is the elastic scattering of
x-rays due to electrons, which is the origin of x-
ray diffraction experiments. Elastic scattering is
also known as Thompson scattering. In a x-ray
diffraction experiment one hits a sample with a
x-ray and measures the diffracted x-rays. The
diffraction angle can be correlated with the Incident

interatomic distances using Bragg's law. {'l‘“"“

Sample

Intensity

Angle

Detector

Diffracted rays

In this course we focus on spectroscopy and x-ray diffraction will not further be treated.
With respect to spectroscopy, it is important to note that the amount of x-rays involved in
x-ray diffraction is almost constant with respect to the photon energy. As such, it only
gives an (almost constant) background upon which the photoelectric effect is
superimposed.

100 4

3

Photonuclear

o)
L2 Photoelectric
2>
c 1
“9 B
C
- Thompson
Compton Electron-
1 positron
3 T AL UL | LR | T
100 1k 10k 100k 1™

Energy (eV)

This figure gives all contributions to the x-ray absorption process for a manganese atom
(in a gas or in a solid). The intensity axis is given on a logarithmic scale and it can be seen
that the photoelectric effect dominates up to approximately 50 keV. At higher energies the
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photoelectric effect dies out and in addition to Thompson scattering, Compton scattering
becomes important. Compton scattering refers to inelastic scattering. Around 1 MeV an
additional x-ray process takes place, i.e. the photonuclear absorption, which refers to the
absorption of a x-ray in a nuclear transition. This process is well known under the name of
Maossbauer effect. At even higher energies the photon energy is high enough to cause the
creation of electron-positron pairs, which is the inverse process of the electron-positron
annihilation as used in positron emission tomography (PET) scans.

In the following we will consider x-ray energies up to 100 KeV and assume that only
Thompson scattering and the photoelectric effect take place.

1.1.1 X-ray absorption spectroscopy

A straightforward experiment is to measure the transmission of an x-ray through a
sample. A photon entering solid can be scattered or annihilated in the photo-electric
effect. All other photons will be transmitted and will leave the sample. In x-ray absorption
spectroscopy (XAS) the absorption of x-rays by a sample is measured. The intensity of
the beam before the sample Iy and the intensity of the transmitted beam I are measured.

Consider an infinitely thin layer, of thickness, dl, of the absorbing material. The intensity
I of the incident beam is reduced by dI on passing through dl. dI is proportional to dl and
dl is also proportional to the total intensity I, i.e.:

dl =- ul-dl

is a proportionality constant called the linear
| 1=l e*™ ,|=| &2 absorption coefficient. It incorporates the combined
0 0 0

effects of all photoelectric () and scattering ( )
processes. One can rewrite the equation to:

1
—dl =-u-dl
; u

Integration over a finite thickness from 0 to x yields:

X
0

In/ -Inl, =-u-x

In/

I, 1
;=H

0

The linear absorption coefficient is dependent on the x-ray energy (indicated with its
frequency ) and rewriting the equation yields:
1 (@) = I,(@) "
alternatively, the linear absorption coefficient can be given as:
Io
w)=1-In—
#@) = In=

t
The figure below indicates the intensity drop through sample of thickness x equal to 2/ .
This reduces the intensity after the sample to ¢ I.
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X-ray attenuation lengths

Figure: The attenuation
length of x-rays through
carbon (solid), iron
(dotted) and lead (dash-
dotted).

Attenuation Length (um)

Energy (eV)

The figure gives the attenuation lengths of x-rays from 300 eV to 10 keV through C, Fe
and Pb. X-rays with energies less than 1 keV have an attenuation length of less than ~1

m, implying that for soft x-rays the sample has to be thin. The figure below shows the
transmission through 1 m and 10 m iron and it can be seen that soft x-rays (<1 keV)
have little to no transmission through 1 m iron. At the iron K edge at 8 KeV the
transmission through 10 m iron drops from ~0.65% to less than 0.10%. The extra
absorption of the iron 1s core level takes away most of the x-rays in the first 10 m. In

addition soft x-rays have a large absorption cross section with air, hence the experiments
have to be performed in vacuum.

i L ‘ L Figure: Transmission
through air and bulk iron.
Given are respectively 10
cm air (solid), 10 m air
(dashed), I m iron (dash-
dotted) and 10 m iron
(dotted).

0.8 o
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Questions:

- Why is lead the best element to be used to protect against the transmission of x-rays?

- A synchrotron that yields x-rays up to 2 KeV is not protected with lead shielding.
Why is this not necessary?

Webpage:

- Go to the webpage of the Center for X-ray Optics (CXRO) in Berkeley and follow the
link to http://www-cxro.lbl.gov/

- Check the attenuation lengths of copper and lead between 100 eV and the maximum
energy possible. Modify each plot also to a logarithmic scale.

- Check the transmission of x-rays for Be and quartz (SiO;) between 100 eV and the
maximum energy possible. Use thicknesses of 1 m and 1 mm.

Questions:

- In Ultra-High-Vaccuum equipment one uses berylium windows. Why Be?

- To attenuate the synchrotron beams at energies above 3 KeV (for example for
radiation sensitive experiments) one uses aluminum foils. Why is Al used and not for
example Cu or Pb?

The next task is to determine the absorption cross section as a function of the energy
We assume that the scattering is small and constant and limit ourselves to the
photoelectric effect. An x-ray acts on charged particles such as electrons. As an x-ray
passes an electron, its electric field pushes the electron first in one direction, then in the
opposite direction, in other words the field oscillates in both direction and strength. In
most descriptions of x-ray absorption one uses the vector field A to describe the
electromagnetic wave. The vector field A is given in the form of a plane wave of
electromagnetic radiation:

n I i(kx—at)
A= e Aycos(kx-—awt)= e A, e

1
2

The cosine plane wave function contains the wave vector k times the displacement x and
the frequency  times the time t. The cosine function is rewritten to an exponential
function, for which only the absorbing e ' term has been retained. &is a unit vector for a
polarisation q. (These polarisation effects will not be treated explicitly below.) The
Hamiltonian describing the interaction of x-rays with electrons can be approximated in
perturbation theory and its first term can be written as:
H =.-p-4

The first term of the interaction Hamiltonian H; describes the action of the vector field 4
on the momentum operator p of an electron. The electric field E is collinear to the vector
field, in other words this term can also be understood as the electric field £ acting on the
electron moments. The proportionality factor contains the electron charge e, its mass m
and the speed of light c.
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The Golden Rule states that the transition probability W between a system in its initial
state 1and final state fis given by:

W, =%l 1) 6

The initial and final state wave functions are built from an electron part and a photon part.
The photon part of the wave function takes care of the annihilation of a photon in the x-
ray absorption process. In the text below, it will not be included explicitly. The delta
function takes care of the energy conservation and a transition takes place if the energy of
the final state equals the energy of the initial state plus the x-ray energy. The squared
matrix element gives the transition rate.

27
7

The transition operator T; describes one-photon transitions such as x-ray absorption. It is
in first order equal to the first term of the interaction Hamiltonian, i.e. T;=H,;. The
transition rate W is found by calculating the matrix elements of the transition operator T;.
Two-photon phenomena, for example resonant x-ray scattering, are described with the
transition operator in second order. The interaction Hamiltonian is found by inserting the

vector field into Hy:
DI N AR
q

This equation can be rewritten using a Taylor expansion of ¢ =1+ikr+.... Limiting the
equation to the first two terms 1+ikr, the transition operator is:
=3 Y el e, peen)]
q
T, contains the electric dipole transition (&, p). The electric quadrupole transition
originates from the second term. The value of k r can be calculated from the edge energy
in eV and the atomic number Z.

k-r= 4/ hw(edge)(e V) /807

In case of the 1s core levels (called K edges) from carbon (Z=6, % edge =284 eV) to zinc
(Z=30, 7 edge = 9659 eV), the value of kr lies between 0.03 and 0.04. The transition
probability is equal to the matrix element squared, hence the electric quadrupole dipole
transition is smaller by approximately 1.5 10~ than the dipole transition and can be
neglected, which defines the well-known dipole approximation. The transition operator in
the dipole approximation is given by:
=3 Y el )

q
Omitting the summation over k and using the commutation law between the position
operator r and the atomic Hamiltonian (p=m/i%[r,H] ) one obtains the familiar form of the
X-ray absorption transition operator:

T1=E eX/Z”hTwéq-r o E e, r
q q

10
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1.1.2  Basics of XAFES Spectroscopy

Including this operator into the Fermi golden rule gives:
2
Wﬁ * E ‘<q)f|eq 'r|q)i>‘ éEf_Ei_hlU
q

This equation will form the basis for the rest of the lectures. It is a rather theoretical and
formal description. What happens in practice? If an assembly of atoms is exposed to x-
rays it will absorb part of the incoming photons. At a certain energy (depending on the
atoms present) a sharp rise in the absorption will be observed (Figure 1.2). This sharp rise
in absorption is called the absorption edge.

J—

Figure: The x-ray
absorption  cross
sections of
manganese and
nickel. Visible are
the L,; edges at
respectively 680
and 830 eV and the
K edges at
respectively 6500
eV and 8500 eV.

5 =

Abserption

Energy (keV)

The energy of the absorption edge is determined by the binding energy of a core level.
Exactly at the edge the photon energy is equal to the binding energy, or more precisely the
edge identifies transitions from the ground state to the lowest empty state. The figure
shows the x-ray absorption spectra of manganese and nickel. The L, ; edges relate to a 2p
core level and the K edge relates to a 1s core level binding energy. Many complicating
aspects do play a role here and we will come back to this issue later.

In the case of solids, when other atoms surround the absorbing atom, a typical XAFS
spectrum is shown below.

11



Multiplets in X-ray Spectroscopy
lectures ICTP 2004, by Frank de Groot

Intensity (a.u)
14

Figure: The L; XAFS spectrum of
12 platinum metal. The edge jump is seen

at 11564 eV and above one observes a
1r decaying background modulated by
08 L oscillations.
0.6
0.4 -
0.2
0 T T T

11000 11500 12000 12500 13000
Energy (eV)

Instead of a smooth background we see here changes in the intensity of the absorption.
Oscillations as function of the energy of the incoming x-rays are visible. The question,
which rises immediately, is what causes these oscillations?

An answer can be found by assuming that the electron excitation process is a one electron
process. This makes it possible to rewrite the initial state wave function as a core wave
function and the final state wave function as a free electron wave function ( ). One
implicitly assumes that all other electrons do not participate in the x-ray induced
transition. We will come back to this approximation below.

(@, ¢, -r|, ) =[(@,cc[e, -r|o, ) = [ee, +|c)f =

Figure: The schematic

density of states of an
N I — oxide. The Is core
electron at 530 eV
binding energy is excited
to an empty state: the
oxygen p-projected
density of states.

%) o
o =1
1 1

Density of States (arb. units)
T

10 20

fiiss
-530 -20 -10 0
Energy (V)
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The squared matrix element M? is in many cases a number that is only little varying with
energy and one can often assume that it is a constant. The delta function of the Golden
Rule implies that one effectively observes the density of empty states ( ).
Tys~ M 2:0
The x-ray absorption selection rules determine that the dipole matrix element M is non-
zero if the orbital quantum number of the final state differs by 1 from the one of the initial
state ( L= 1,ie.s p p sord,etc.) and the spin is conserved ( S = 0). The

quadrupole transitions imply final states that differ by 2 from the initial state ( L = 2,
iees dp for(L=0,ie.s s p p). They are some hundred times weaker
than the dipole transitions and can be neglected in most cases. It will be shown below that
they are visible though as pre-edge structures in the K edges of 3d-metals and the L;3
edges of the rare earths.

In the dipole approximation, the shape of the absorption spectrum should look like the
partial density of the ( L = 1) empty states projected on the absorbing site, convoluted
with a Lorentzian. This Lorentzian broadening is due to the finite lifetime of the core-
hole, leading to an uncertainty in its energy according to Heisenberg's principle. A more
accurate approximation can be obtained if the unperturbed density of states is replaced by
the density of states in presence of the core-hole. This approximation gives a relatively
adequate simulation of the XAS spectral shape, at least in those cases where the
interaction between the electrons in the final state is relatively weak. This is often the case

for s  4p transitions (K-edges) of the 3d metals.

1.2. The Electronic Structure of Solids

Before we will discuss XANES spectra and their comparison to the density of states, we
will first introduce the concept of density of states and the ways to calculate it.

1.2.1. Orbitals in One dimension

Much of the physics and chemistry of solids is already present in one dimension. We
begin with a chain of equally spaced hydrogen atoms. A chemist would have an intuitive
feeling for what that model chain of atoms would do if released from the prison of its
theoretical construction. At ambient pressure, it would form a chain of hydrogen
molecules. This simple bond-forming process can be analysed by calculating a band, then
seeing that it is subject to instability. One would conclude that the initially equally spaced
hydrogen polymer would form a chain of hydrogen molecules.

It turns out to be computationally convenient to think of a chain of hydrogen atoms
as a bent segment of a large ring. The orbitals of medium-sized rings on the way to that
very large one are quite well known. They are shown in figure 1. For a hydrogen
molecule there is bonding , below an antibonding « state. For cyclic Hs we have one
orbital below two degenerate ones; for Hy the familiar one below two below one, and so

13
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on. Except for the lowest (and occasionally the highest) level, the orbitals come in
degenerate pairs. The number of nodes increases as one rises in energy. We would expect
the same for an infinite hydrogen chain: the lowest level nodeless, the highest with the
maximum number of nodes. In between the levels should come in pairs, with a growing
number of nodes.

- ¥ o O O

23 =

&3 v -
B
¥ &5

&3
ED = -
o e g--

¥ 3= 3= - 0050

Figure 1: Bonding and anti-bonding orbitals of ring-shaped structures.
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1.2.2. Bloch Functions, Band Structures and k

One can describe the orbitals quantitatively by making use of the translation symmetry.
We have a lattice whose points are labelled by an index n =0, 1, 2, 3, etc., and on each

lattice point there is a basis function (an H Is orbital), o, i, 2, etc. The appropriate
symmetry-adapted linear combinations are given as:
: 0«41 <«252<253
mk — E elknaxn

Xo X X2 X3

Here a is the lattice spacing, the unit cell in one dimension, and £ is an index that labels

the irreducible representation of the translation group. The process of symmetry

adaptation is called 'forming Bloch functions.' To reassure that one is getting what one

expects, let's see what combinations are generated for two specific values of k: 0 and /a:
W= "X, =3 A=t X X

n n

W= ex, =Y (D' =x - a2+

14
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The wave function corresponding to k=0 is the most bonding one, the one for k= /a the
top of the band. For other values of k, we get the other levels in the band. Therefore, k
counts nodes: The larger the absolute value of k, the more nodes there are in the wave
function. But one has to be careful; there is a range of k and if one goes outside of it, one

does not get a new wave function, but rather repeats an old one. The unique values of k&
are in the interval /a.

How many values of & are there? As many as the number of translations in the crystal or,
alternatively, as many as there are microscopic unit cells in the macroscopic crystal. So
let us say Avogadro's number. There is an energy level for each value of k (actually a
degenerate pair of levels for each pair of positive and negative k values. There is an
theorem that states that E(k)=E(-k). Most representations of E(k) do not give the
redundant E(-k), but plot E(|k|) and label it as E(k). In addition, the allowed values of k
are equally spaced in the space of k, which is called reciprocal or momentum space.
Remarkably, k is not only a symmetry label and a node counter, but it is also a wave
vector, and so measures momentum. The range of allowed k is called 'the Brillouin zone'.

The band of the infinite chain is repeated at left in the figure below. Alternatively it can
be drawn as an E(k) vs. k diagram at the right. Graphs of E(k) vs. k are called band
structures. They can be much more complicated than this simple one. & is quantized, and
there is a finite but large number of levels in the diagram at right. The reason it looks
continuous is that this is a fine dot matrix printer; there are Avogadro's number of points
and so it's no wonder we see a line.

E(k)

]
]
m —e

O=k. m/a
N\ero k— o

Figure: Band structure of a one-dimensional infinite chain of s orbitals
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Band Widths

One very important feature of a band is its dispersion, or bandwidth, the difference in
energy between the highest and lowest levels in the band. What determines the width of
bands? The same thing that determines the splitting of levels in H,, namely the overlap
between the interacting orbitals. The greater the overlap between neighbours, the greater
the bandwidth. The figure below illustrates this in detail for a chain of H atoms spaced 3,
2, and 1 A apart. That the bands extend unsymmetrical around their origin, the energy of
a free H atom at -13.6 eV, is consequence of the inclusion of overlap in the calculations:
HAA x HAB

E. =
N 1S,

The bonding E; combination is less stabilised than the antibonding one E. is destabilised.
There are nontrivial consequences, for this is the source of four-electron repulsions and
steric effects in one-electron theories.

- a—~
20+
a-= 35 a-= 23 a =1Z
154
104
-
E [eV]
0
_5_.
_10..
I /
_15-.
-20 -
T - T -
[¢] kK —— T [o] k T o k a

Figure: the band structure of a chain of hydrogen atoms spaced 3, 2 and 1 A apart. The
energy of an isolated H atom is - 13.6 eV.

Another interesting feature of bands is how they run. = ™™

n applies in
general; it does not say anything about the energy of the orbitals at the centre of the zone
(k=0) relative to those at the edges (k= /a). For a chain of H atoms it is clear that E(k=0)
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< E(k= /a). However, consider a chain of p functions as sketched below. The same
combinations as for the H case are given to us by the translation symmetry, but now it is
clearly k=0 that is the most antibonding way to put together a chain of p orbitals. The
band of s functions for the hydrogen chain runs up, the band p orbitals runs down (from
zone centre to zone edge). In general, the topology of orbital interactions determines
which way bands run. To summarise: the bandwidth is set by inter-unit-cell overlap, and
the way bands run is determined by the topology of that overlap.

Vo = Xo* Xqt Xpt Xzt '™
o/ e Yo7 He )

t
Yr = Xo~ Xgt Xg= Xzt - E £()

O 0O O @O

o

K—

Figure: Band structure of a one-dimensional infinite chain of p orbitals

The Fermi Level

If there are Avogadro's number of unit cells, there will be Avogadro's number of
levels in each bond. And each level has a place for two electrons. The Fermi level is the
highest occupied molecular orbital (HOMO). There are materials that have their Fermi
level in a band, i.e. there is a zero band gap between filled and empty levels and these
systems are metals. Other materials have a substantial gap: they are semiconductors or
insulators. In general, conductivity is not a simple phenomenon to explain, and the Fermi
level cuts one or more bands. One must beware, however, of (1) distortions that open
gaps at the Fermi level and (2) very narrow bands cut by the Fermi level because these
will lead to localised states, not to good conductivity.

1.2.3. Electronic states in two dimensions

Nothing much new happens if one moves from one to two dimensions, except
that we must treat k as a vector with components in reciprocal space. To introduce
some of these ideas, let's begin with a square lattice, defined by the translation
vectors a; and a,. Suppose there is an H 1s orbital on each lattice site. It turns out
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that the Schrodinger equation in the crystal factors into separate wave equations
along the x and y axes, each of them identical to the one-dimensional equation for
a linear chain. The range of both k¢ and a ky is between 0 and /a, a being the
absolute value of a;. Some typical solutions are shown below.

18



Multiplets in X-ray Spectroscopy
lectures ICTP 2004, by Frank de Groot

N

WY
OO0

HOHDD

70y 7 X
D0
ke=/20)ky=0 kg, ky = T/2a) k=0, ky= w/(2a)

Figure: The s-orbitals overlap in two dimensions. At the top-left the
translation vectors, at the top-right the vectors in reciprocal space.

What the construction shows is the vector nature of k. Consider the (ky, ky) =
( /2a, /2a) and ( /a, /a) solutions. A look at them reveals that they are waves
running along a direction that is the vector sum of ky and ky, i.e., on a diagonal. The
wavelength is inversely proportional to the magnitude of that vector. The space of k
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here is defined by two vectors b; and b,, and the range of allowed k, the Brillouin
zone, is a square. Certain special values of k are given names: =(0,0) is the zone
centre, =( /a ,00=(0, /a) and = ( /a, /a) These are at the top-right of the
figure. It is difficult to show the energy levels E(») for all r. So what one typically
does is to illustrate the evolution of £ along certain lines in the Brillouin zone. Some
obvious ones are from to ,from to and from M back to . From the figure
it is clear that M is the highest energy wave function, and that X is pretty much
nonbonding, since it has as many bonding interactions (along y) as it does
antibonding ones (along x). So we would expect the band structure to look like the
figure below. In fact this is a computed band structure for a hydrogen lattice with
a=2.0.

_SI

Figure: The band structure of a
square lattice of H atoms at a
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-10 1 : Let's now put some p orbitals on
| the square lattice, with the direction
I perpendicular to the lattice taken as z.
| The 2p, orbitals are separated from 2p,
| and 2py by their symmetry. They will
: give a band structure similar to that of
| the s orbital, since the topology of the
I interaction of these orbitals is similar.
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somewhat different problem. Shown
I below are the symmetry-adapted
: combinations of each at , X, Y, and
1 M. Y is by symmetry equivalent to X;
r the difference is just in the
k —e propagation along x or y. At  the x
and y combinations are antibonding and bonding; at X they are and bonding
(one of them), and and antibonding (the other). At M they are both  bonding,
antibonding. It is also clear that the x, y combinations are degenerate at and M
and nondegenerate at X and Y.
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Figure: The p-orbitals overlap in two dimensions. On the left the bonding in the x-
direction is shown, on the right the bonding in the y-direction.

Putting in the estimate that bonding is more important than  bonding, one can order
these special symmetry points of the Brillouin zone in energy and draw a qualitative band
structure as given in the figure below. The actual appearance of any real band structure
will depend on the lattice spacing. Band dispersions will increase with short contacts, and
complications due to s, p mixing will arise. Roughly, however, any square lattice, for
example a square overlayer of atoms or molecules absorbed on Ni(100), will have these
orbitals. The right of the figure gives the actual calculation of a square lattice of CO
molecules on Ni(100).
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Figure : Left: Schematic band structure of a planar square lattice of atoms bearing s and
p orbitals. The s and p levels are assumed to have a large enough separation that they do
not overlap; Right: Band structures of square monolayers of CO at two separations,
corresponding to 1/2 and full coverage of a Ni(100) surface.

Exercise: Consider a one-dimensional chain of copper atoms that runs in the z-direction.
Each copper atom contains its five 3d-orbitals given below.

Draw the band structure for each 3d sub-band.

What kind of bonding occurs for each of the sub-bands?

How does this affect the dispersion of the bands?

/i\
Tos®s

d, dy,

x
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1.2.4. Density of States

In the solid, or on a surface, one has to deal with a very large number of levels or
states. If there are n atomic orbitals (basis functions) in the unit cell, generating n
molecular orbitals, and if in our macroscopic crystal there are NV unit cells (N is a number
that approaches Avogadro's number), then we will have Nn crystal levels. Many of these
are occupied and, roughly speaking, they are jammed into the same energy interval in
which we find the molecular or unit cell levels. In a discrete molecule, we are able to
single out one orbital or a small subgroup of orbitals as being the frontier, or valence
orbitals of the molecules, responsible for its geometry, reactivity, etc. There is no way in
the world that a single level among the myriad Nr orbitals of the crystal will have the
power to direct a geometry or reactivity.

There is, however, a way to retrieve a frontier orbital in the solid state. We cannot think
about a single level, but instead we can talk about bunches of levels. There are many
ways to group levels, but one pretty obvious way is to look at all the levels in a given
energy interval. The density of states (DOS) is the number of levels between E and E+dE.

E (k) _ £ DOS(E)

o k—— w/g O DOS —

Figure: Band structure and Density of States of a chain of hydrogen atoms.

For a simple band of a chain of hydrogen atoms, the DOS curve takes on the shape as
indicated above. Note that because the levels are equally spaced along the & axis and
because the E(k) curve has a simple cosine shape, there are more states in a given energy
interval at the top and bottom of this band. In general, DOS(E) is proportional to the
inverse of the slope of E(k) vs. k, in other words the flatter the band, the greater the
density of states at that energy.

The shapes of DOS curves are predictable from the band structures. In general, the
detailed construction of these is a job best left to computers. The DOS curve counts
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levels. The integral of DOS up to the Fermi level is the total number of occupied MOs.
Multiplied by two; it's the total number of electrons, so that the DOS curves plot the
distribution of electrons in energy. One important aspect of the DOS curves is that they
represent a return from reciprocal space to real space. The DOS is an average over the
Brillouin zone, i.e., over all k that might give molecular orbitals at the specified energy.
There is another aspect of the return to real space that is significant: one can sketch the
approximate DOS of any material 'intuitively'. All that is involved is knowledge of the
atoms, their approximate ionisation potentials and electronegativities, and some
judgements as to the extent of inter-unit-cell overlap, often deducible from the structure.

1.2.5. Density Functional Theory and the local spin density approximation

Since the establishment of the density functional theorem (DFT), stating that the ground
state energy can be expressed as a function of the electron density [Hohenberg and Kohn,
1964], and the practical implementation of this theorem in the local density approximation
(LDA) [Kohn and Sham, 1965], solid state calculations based on this formalism have
become important. This not only to determine the total energy but also to obtain a picture
of the electronic structure in terms of the density of states, which in turn is used to analyse
spectra. As in Hartree-Fock, the kinetic, nuclear and Hartree potentials are used. The
difference is that exchange and correlation effects are described by a combined potential
Vi All potentials are local functions of the electron density n. All complications are
collected in the exchange-correlation potential, for which it is assumed that in a solid its
value is equal to that of a homogeneous electron gas for a particular n. Thus for the spin-
polarised version the potential is given as:

H- 2% D Zfdij (g () i 4V, [n] @.1)

It contains respectively the kinetic energy, the electrostatic interaction of the electrons
with the nucleus of charge, the Hartree potential and the exchange-correlation potential.
For V,. several alternative formulations are used and the electronic structure and
properties of solids are described with a number of alternative realisations of LDA. These
methods vary in the use of plane waves or spherical waves, the use of fixed basis sets
such as the linear combination of atomic orbitals (LCAO) and the use of the electron
scattering formulation, such as real space multiple scattering. For each of these methods
in general several computer codes exist. Some methods exist in versions for spin-
polarised calculations, the inclusion of spin-orbit coupling and fully relativistic codes.

Web-exercise: A very useful web-page can be found at the Electronic Structures
Database: http://cst-www.nrl.navy.mil/es-access.html

This database includes a large set of common systems, in particular the pure metals, some
alloys, simple oxides, etc, from which the band structure and the density of states curves
can be viewed and downloaded.

Example: Search for the density of states and the band structure of Cu (in the fcc
structure).
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Exercise: Search for the density of states and the band structure of TiO (in the NaCl
structure).
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1.3. XANES

The single electron approximation as stated in section 1.3 gives an adequate simulation of
the XANES spectral shape if the interactions between the electrons in the final state are
relatively weak. This is the case for all K edges and to a very good degree also for all
other edges with binding energies above 3 keV (with a few exceptions). We will assume
this is correct and use the equivalence of Ixas and the density of states (IXAS~M2 )as a

starting point.

(a) 1.1} —

g D
‘\\3 " \I\“‘

| —Tiap
3

n'.‘ l }
o \ .
T"_. I Tias (ﬂ

0 2P

Figure: Schematic band picture of (a) a TiOg- cluster and (b) a FeOy- cluster. Ti'"" in TiO, has an
empty 3d band and Fe'* in Fe;0; contains a half filled 3d band.

A usual picture to visualise the electronic structure of a transition metal compound, such
as oxides and halides, is to describe the chemical bonding mainly as a bonding between
the metal 4sp states and the ligand p states, forming a bonding combination, the valence
band and empty antibonding combinations. The 3d states also contribute to the chemical
bonding with the valence band that causes them to be antibonding in nature. This
bonding, taking place in a (distorted) cubic crystal-line surrounding, causes the 3d states
to be split into the so-called t,, and e, manifolds. This situation is visualised for a Ti' O
cluster in the figure above. For comparison the oxygen 1s X-ray absorption spectrum is
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given. On the right this picture is modified for a partly filled 3d band in a Fe"'Og cluster.
The 3d band is split by the crystal field splitting and a large exchange splitting. This
qualitative description of the electronics structure of transition metal compounds can be
worked out quantitatively within DFT.

The picture of the left is a

p , S ——— DFT calculation of the
~o o (b) density of states of TiO,. The
'E = ] total DOS is projected to
E o] A HHWW oxygen (O) and titanium (Ti)
z e Ti T T | respectively.  The  picture
2 o | | below shows the broadened
s " | oxygen DOS in comparison
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We assume that the density of states of complex systems is calculated using the DFT
approximation. Programs to calculate the X-ray absorption spectral shape include FEFF,
GNXAS and Wien2k. These and other software packages can be found at
http://www.esrf.fr/computing/scientific/exafs/intro.html. In these programs, a number of
approximations and assumptions are made. Below we will, in short, sketch some of the
important conceptual issues. We will respectively discuss, (1.3.1) many body effects in
the ground state, (1.3.2.) core hole effects, (1.3.3) multiplet effects, (1.3.4) the influence
of the matrix element, (1.3.5) calculations over a large energy range, (1.3.6)
approximations in the potential and (1.3.7) real space versus reciprocal space
calculations.
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1.3.1. Many Body Effects in the ground state

The use of the LDA to calculate the density of states is a rather poor approximation and a
large number of improvements upon LDA exist. In particular, we would like to mention
the generalized gradient approximation (GGA). The GW approach, the inclusion of the
Coulomb interaction U into LDA, the inclusion of self-interaction corrections and the
inclusion of orbital polarization effects. Essentially all these methods try to improve the
LDA approximation towards the determination of the correct initial state and final state
wave functions. Within the context of these lectures, we will not go into detail on these
improvements that essentially deal with so-called many body effects. We would like to
indicate that most XANES-programs use LDA as starting model. This implies that many
body effects in the ground state are not treated properly. In case of correlated electron
states, such as the 3d-band in transition metal systems, this can introduce errors in the
edge region. A special type of final-state many-body effect is the multiplet effect as
discussed in section 1.3.3.

1.3.2  Core hole effects

Following the final state rule, one has to calculate the distribution of empty states in the
final state of the absorption process. The final state includes a core hole on the absorbing
site. The inclusion of the core hole introduces a significantly larger unit cell in case of
reciprocal space calculations. In case of real-space calculations, the inclusion of a core
hole is straightforward and only the potential of the central atom is modified. It has been
shown for many examples that the inclusion of the core hole improves the agreement with
experiment.

The figure on the left shows the silicon K
edge of TiSi, (points at top). The Fermi level
is indicated with the dashed line and set to 0
eV. The bottom curve is the silicon p-
projected DOS as calculated from a DFT
program. It can be seen that some agreement
is obtained, but differences are also clear.

INTENSITY

The middle spectrum also shows the silicon
p-projected DOS, but in this case the core
hole has been explicitly included into the
calculations. One can observe a shift of the
intensity to lower energy (due to the
additional potential of the core hole) and the

NORMALIZED

Er 5 16 15 : : :

ENSRGY ABOVE Eq (eV) ggreement vy1th experiment 1S clegrly

improved. This example confirms the Final

state rule. Note that in addition to the final state rule, there is also an initial state rule,

which is a formal rule and states that the integrated intensity of an edge is given by the
initial state. We will use this rule in the examples below.
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1.3.3. Multiplet effects

The core hole that is part of the XANES final state does not only have an influence on the
potential, but the core state also has a wave function. In case of a 1s core state, this wave
function is spherically symmetric (caries no orbital momentum) and sits close to the
nucleus, hence far from the valence electrons. This implies that for 1s core holes one can
neglect the effects of the core wave function overlap. In case of 2s and 3s wave functions
the overlap is larger but the only effect that plays a role is the spin-up or spin-down
character of the core hole. The spin-moment of the core hole interacts with the valence
electrons (or holes) giving rise to an exchange splitting in 2s and 3s XANES. The same
exchange interaction plays a role in 2s and 3s XPS spectra, which are more often studied
than their XANES counterparts.

Things become dramatically more complex in those cases where a core hole carries an
orbital momentum. Very well known is the core hole spin-orbit coupling that separates
the 2p spectra into their 2ps, (L3) and 2py» (L,) parts. But this is not all: the 2p wave
function can have significant overlap with the valence electrons. In case of 5d-systems,
the 2p5d overlap is small and can, in first approximation, be neglected. However in case
of 3d-systems, the 2p3d overlap is significant and in fact completely modifies the spectral
shape. The term "Multiplet effect' is used to indicate this overlap. The largest effect of
core-valence overlap occurs for relatively shallow core states and multiplet effects do play
a much larger role for soft X-ray absorption than for hard X-ray absorption. A detailed
discussion of their inclusion into XANES simulations is therefore given in chapter 3.

1.3.4. The influence of the Matrix element

The Golden Rule states that XANES is given by the squared matrix element (M?)
multiplied by the density of states. In many cases, the matrix element is (assumed to be)
constant over the XANES energy range and the density of states is directly compared with
the XANES spectrum. If one uses the element and orbital momentum projected DOS the
agreement between DOS and XANES is often very good, but this is not a general result. It
is therefore preferable to include the matrix elements into the calculation of the XANES
spectral shapes. At this moment, most XANES codes include the matrix elements
explicitly.

1.3.5. Calculations over a large energy range

Multiple scattering is particularly appropriate for the calculation of the empty states,
because they can be easily calculated for arbitrary large energies. Multiple scattering
calculations are usually performed with the Green function approach, where the Green
function describes the propagation of the electron in the solid, which is scattered by the
atoms surrounding the absorbing atom. Band structure codes are used to calculate the
optimized structure and as such need only to calculate the occupied electron states, i.e. the
electron distribution and the accompanying potential. Most of these band structure codes
are not easily applicable to the calculation of large energy ranges of unoccupied states. In
particular, codes that make use of limited basis sets can be accurate for the occupied
states, but inaccurate for unoccupied states, in particular at energies more than 10-20 eV
above the Fermi level. Recently some elegant codes have been written that circumvent
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this problem and are able to combine accurate band structure codes to optimize the
structure and special projection operators to calculate the empty states at all energies.

1.3.6. Approximations in the potential

The approximations made to the electronic potential that is used in the calculations play
an important role in their development and improvements. Some fifteen years ago, most
DFT codes used various approximations to the potential, such as the atomic-sphere-
approximation in LMTO and the muffin-tin approximation in many other codes. For
example, the FEFF code still operates under the muffin-tin approximation.

1.3.7. Real Space versus Reciprocal space calculations

Particularly for hard X-rays, the absorption spectra are calculated with a real space
multiple scattering formalism. It has been shown that the real space multiple scattering
result is identical to the result obtained from band structure. Because the calculation is
performed in real space, the calculations can relatively easily be carried out for disordered
systems. The core hole potential on the absorbing atom can be added directly and one can
carry out the multiple scattering in steps of growing cluster size. These advantages make
FEFF the most popular code for XANES calculations, despite the limitations in the
accuracy of the potential. For comparison to experiment, both band structure calculations
and multiple scattering results can be treated on the same footing, using the 'density of
states' picture as guide.

An important program to analyse XAFS spectra is FEFF. You can find a course on FEFF
on the following webpages: http://leonardo.phys.washington.edu/~ravel/course/
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1.4. XANES spectral shape analysis

We have seen that the oxygen K edge x-ray absorption spectrum of TiO, can be simulated
with the oxygen p-projected DOS as calculated by DFT. (Actually in case of the oxygen
K edge of TiO,, the core hole effect is small and can be neglected). The similarity
between x-ray absorption and the projected DOS allows a qualitative analysis of the
spectral shapes without the actual inclusion of calculations.
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Above we give the oxygen K edges of a series of transition metal oxides, ranging from
Sc,0; to CuO. Sc,05 contains Sc™ and is formally a 3d° compound, i.e. it has all ten 3d
states empty. CuO is a 3d'’ compound and has all ten 3d-states occupied. One can
distinguish two regions in the spectrum: the dashed region is related to the empty 3d-
band, actually to the oxygen p-projected DOS inside this 3d-band. The structure at 540 eV
is related to the empty 4s and 4p states of copper. The dashed region is split by the cubic
crystal field splitting and, in first approximation, one observes two peaks that are
respectively related to the ty, (Xy, Xz, yz) and eg (2%, x*-y?) orbitals.

Using the initial state rule, one can determine the total intensity of the metal 4sp-band (or
in fact the amount oxygen p-projected DOS to it). The integrated signal of the 3d-band
gives the total amount oxygen p-projected DOS in the 3d-band. If one assumes that the
bonding follows the same trend for the 4sp states than for the 3d-states, one can derive the
number of empty 3d-states from the ratio of the 3d-peaks with respect to the 4sp-peaks.
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This is indicated in the figure. It can be observed
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An important set of XANES studies involves the 1s X-ray absorption spectra (K edges) of
the 3d-metals. We will discuss respectively the shape, the energy position and the white
line intensity of the 1s XANES spectra. The 1s edges of the 3d transition metals have
energies ranging from about 4 to 9 keV. Self-consistent full potential multiple scattering
calculations show that the complete spectral shape of TiO, is nicely reproduced and it can
be concluded that the 1s XANES of 3d transition metals does indeed correspond to the
metal p-projected density of state. In addition, the pre-edge region is found to be an
addition of dipole and quadrupole transitions.

In many applications, the systems studied are amorphous or heterogeneous. The metal 1s
edges do show fine structure and edge shifts that can be used without the explicit
calculation of the density of states. For example, the Fe' edges are shifted to higher
energy with respect to the Fe'' edges. The shift to higher energies with higher valence is a
general phenomenon that can be used to determine the valence of 3d transition metals in
unknown systems.

1.4.1. The energy position of X-ray absorption edges

It is not a trivial task to determine the energy position of a XANES edge. There are, at
least, three different methods to define the energy of the edge.

a. The inflection point

b. The energy where the intensity is 50% of the edge maximum

c. The average of the energies at 20% and 80% of the edge maximum

The inflection point is well defined and can be accurately determined from the maximum
of the first derivative. In case of a single, non-structured edge the methods (a) to (c) all
find exactly the same energy. The situation becomes more complicated with a spectrum
for which a clear shoulder is visible on the leading edge. For example, iron metal has an
edge on which a clear shoulder is visible. The inflection point might loose its meaning in
such a case and, in fact, there can be two inflection points. Also the inflection point can be
different from the 50% point, and from the average of the 20% and 80% point. There is no
clear criterion to decide which procedure should be followed. Much depends on the
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spectral details of the observed spectra. The best procedure would perhaps be the use of
two or three methods for the edge determination. Differences in the values from the three
methods would immediately indicate the presence of additional structure. The edge
position E does not directly relate to a physical parameter. Fermi level Er corresponds to
the highest occupied (or lowest unoccupied) state and, formally, E, is related to the
vacuum level, i.e. the energy at which the electron would have zero kinetic energy. The
energy difference between Ep and E, is the work function. The main problem is the
determination and use of Ey in an experimental spectrum. Formally E( can be determined
from a comparison to a theoretical density of states and correcting for the work function.
Theoretical simulations are however not always available and one has to resort to a
determination of Ey from the experimental spectrum itself. This can lead to the following
possible determinations of Eo:

a'. The energy of the Fermi level, corrected for the work function (from an alignment
with theory)

b'. The onset or energy position of the lowest (pre)peak visible in the spectrum

. The onset of the edge

d'. The edge itself.

. The energy that is found from an EXAFS fitting procedure.

In many papers the value of Ej is determined from an EXAFS fitting procedure (e'), in
which case it is more often treated as a free fitting parameter, than as an energy that
indicates the energy of zero kinetic energy. The use of pre-edges for the determination of
Ey is complicated by the fact that they could be affected by so-called 'excitonic effects',
implying that these excitonic states are states that occur below the (ground state) Fermi
level due to the core hole potential. Recent calculations of the K edges of the 3d transition
metals show that most of the pre-edge intensity comes from dipole transitions to the 3d-
band, i.e. these pre-edges are no excitons and the Fermi level is positioned below these
pre-edges. The large variety in Ey determinations makes it impossible to compare values
blindly from one paper to another.

Despite the variety of procedures to determine the edge energy and Eo, the use of
consistent procedures to determine energy positions can lead to clear trends of these
energies with the formal valence of the system. It is found that a linear relation exists
between the edge position and the formal oxidation state. In addition, a linear relation was
found between the pre-edge energy and the formal oxidation state. The slope of the pre-
edge and edge energies is however different, respectively about 2 eV/valence for the edge
energy and 0.6 eV/valence for the pre-edge energy. This also implies that the energy
difference between the pre-edge position and the edge position is linear with the formal
oxidation state. An interesting question relates to the relative energy position of the edge
and peak position of octahedral and tetrahedral sites. In the case of iron, equivalent energy
positions are found, whereas for example in the case titanium, copper and aluminium a
systematic shift is observed with the tetrahedral peak shifted by approximately 1 eV in the
case of copper.
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The spectra above give an overview of
copper complexes. (a), (b) and (c) show
Cu' complexes in respectively 2-fold,
3-fold and 4-fold surroundings. Image
(d) shows Cu" spectra for various
ligands. One observes a shift between
the formal valences Cu' and Cu", but it
can be seen that a number of other
variations play a crucial role. In
particular the chemical nature of the
neighbour atoms plays an important
role as can be seen in figure d.

The large variation of spectral shapes as given above confirms the difficulty of
determining a precise criterion for the edge position Ey. The authors of this figure did
choose the inflection point of the first 'structure' as criterion (as can best be seen in the
indicated trend in figure d) and for these spectra that indeed seems the most obvious

choice.
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1.4.2. The intensity of the white line

We have discussed that the XANES spectral shape reflects the density of empty states. An
important question about the electronic state of a number of different problems (catalysis,
electrochemistry, alloys, membranes, material science) is its number of occupied d-
electrons. It would be very important if one could derive the number of occupied d-
electrons from XANES. Using the dipole selection rule, this implies that one need to use
2p (or 3p) core states to probe the d-band. In the case of 3d-systems this poses a problem
because the 2p core states occur at the soft X-ray range between 400 and 900 eV. It will
be shown in chapter 3 that their spectral shape is completely dominated by multiplet
effects, but that careful analysis still allows the determination of the occupation of the 3d-
band. The 1s core states are excited into 4p and higher p-orbitals. As such, the K edges do
not probe the occupation of the 3d-states. It will be shown below that the pre-edge
intensity probes the 3d4p mixing and not the 3d occupation.

In the case of 4d and 5d systems, the L3 and L, edges are separated by a relatively large
energy that allows for the separate determination of the L3 and L, white line intensity.
One subtracts the edge jump, for example from a reference material with full d-band and
as such one determines values for the L3 and L, white line area that is related to the empty
3d-states. This allows one to determine a (relative) scale for the number of empty d-states.
This technique has often been used, for example for the determination of the d-occupancy
in binary alloys and to compare metals with compounds. In the case of catalysis research,
it can be very useful to measure the white line intensity under reaction conditions or for
example to study the effects of oxidation and reduction. In addition, it is one of the few
probes to study the effect of hydrogen bonding.

Increasing d charge at the Pd site
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An example is given in the figure above. The Pd 2p3/2 edge is given for Pd and a number
of PdAg alloys. One observes that the Pd white line decreases which indicates that the
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number of holes in the Pd 4d-band decreases. The white line intensity as given in the right
figure decreases linearly with the silver content indicating that the 4d band is filling up.
(In the same paper it was found that the amount of sp-character compensates the amount
of 4d-character lost).

The fact that one can measure both the L; and the L, edge yields additional information.
In principle the L3 edge and the L, edge probe the same 5d (or 4d) density of states. One
observes however that the L3 edge usually has larger white line intensity than the L, edge.
The reason can be found in relativistic effects. The 5d spin-orbit coupling splits the 5d-
valence band into two sub-bands. Most papers that analyze the 2p edges of the 5d-
elements assume that the 2p;»5dsn, 2psnSds, and 2ps3nS5ds, transitions are possible.
Following band structure results on Pt, a fixed ratio is assumed for these three transitions.
The ratio between the 2p3,5ds, and 2ps»5ds, transitions is assumed to be 6:1. Detailed
analysis shows that the 2p;,5ds,, transition is not completely forbidden. This implies that
even in case of a completely filled 5ds,, band (for example Pt metal), there will be a non-
zero white line intensity related to the 2p;,5ds), transition at the L, edge.

1.4.3. Peaks at higher energies in the XANES region

In most studies, only the pre-edge and edge region of the XANES spectrum are used.
Some studies use in addition spectral features at higher energies. A well-known example
is the use of the 1/R? rule, which relates the energy of a peak in the XANES with the
distance R between the absorbing atom and its neighbours. In a sense this is a scattering
(EXAFS) feature in the XANES region. The scattering vector k is proportional to Ey. In
the course on EXAFS (ASSSM lectures) it has been shown that within the single
scattering approximation the distance R is inversely proportional to the scattering vector
k, yielding as a result the 1/R? rule. In fact, some additional approximations must be valid,
such as small variations in the phase shifts. The 1/R? rule has been applied successfully
for the determination of bond lengths in (adsorbed) small molecules, but it has been
demonstrated empirically that in general the rule is not very accurate.

1.4.4. The pre-edge region

The pre-edge region of the transition metal 1s edges has led to a number of debates
regarding the quadrupole and/or dipole nature and possible excitonic effects. The pre-edge
region is related to transitions to the 3d-bands. Both direct 1s3d-quadrupole transitions
and dipole transitions to 4p-character hybridized with the 3d-band are possible. For the
quadrupole transitions the matrix elements are less than 1% of the dipole transition, but on
the other hand the amount of 3d-character is by far larger than the p-character. This can
make, depending on the particular system, the contributions of quadrupole and dipole
transitions equivalent in intensity. A direct manner to check the nature of the transitions is
to measure the polarization dependence that is different for quadrupole respectively dipole
transitions.
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The intensity of the pre-edge region is much larger for compounds in which the
metal site has tetrahedral symmetry than for octahedral systems. In tetrahedral
systems the local mixing of p and d nature is symmetry allowed, while for a
system with inversion symmetry such as octahedral symmetry it is 'forbidden'.
This rule is relaxed in the solid and if the density of states is calculated one finds
small admixtures of p-states into the 3d-band even for perfect octahedral systems.
This admixture is less than for tetrahedral systems which explains the small pre-
edge. p-character will be mixed into the 3d-band, if an octahedral metal site is
distorted, the amount depending on the particular distortion For example, it has
been shown that a roughly linear relationship exists between the bond angle
variance (a measure of the distortion) and the pre-edge intensity relative to the
step.

The figure below shows Fe K-edge XAS spectra, pre-edge fits, and theoretical
analysis and simulation of octahedral high-spin Fe! complexes. Fe K-edge
spectra of (A) FeFs (solid), FeCls, FeBrs, and a FeCls-complex and (B) other Fe-
complexes. The insets are expansions of the pre-edge region with the normalized
absorption scaled to 0.1 in each case. (C) gives a fit to the Fe K-edge pre-edge
region and (D) a systematic analysis of the octahedral pre-edge features including
the effect of the ligand field on the electric quadrupole intensity, the effects due to
covalency. (E) gives a theoretical simulation of the pre-edge region. This analysis
in fact uses multiplets that will be discussed in chapter 3, but in case of octahedral
high-spin Fe!! complexes the multiplets results are similar to a DOS interpretation
of the pre-edge and edge region.
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2. Multiplet effects

This chapter deals with atomic multiplet effects in x-ray spectroscopy. Some
aspects of atomic multiplet theory has been discussed already in the lectures on
theory (angular moment coupling) and on UV-VIS spectroscopy.

2.1. Why is multiplet theory needed?

In the case of an x-ray absorption transition to states where the interaction
between the electrons is strong (strongly correlated or localised states), like the 3d
states of transition metal ions or the 4f states of rare earths, the one-electron
approximation, say DFT, does not hold. The interaction between the electrons, as
well as the interaction of the electrons with the core-hole after the absorption
process, has to be taken into account explicitly. Actually, all systems that contain
a partly filled 3d shell in the final state of the x-ray absorption process have large
interactions between the valence electrons and the 2p, 3s or 3p core hole. Even the
3d-metals for which the valence electrons can be described relatively well with
mean field methods such as Density Functional Theory, the 2p3d multiplet
interactions remain large and will significantly affect the 2p x-ray absorption
spectral shapes.

Is 2s 2p 3s 3p 3d 4s 4p 4d Ss S5p

0.07 5 8 13| 17 28 Ni'
- - 17 - 2 c3d’
0.04 2 2 1 7 10 9 13 46 Pd"
- - 160 - 27 5 - 5 cad’
0.00| 0.2 2 50 12 10 13 18 20 64 Gd"
- -| 700 -l 140 32 - 15 7 caf’
0.08 2 3 1 5 5 3 10 10 14 19 | 78 Pt"
- -1 1710 -| 380 90 - 90 17 - 12| c¢5d’

Table: The number in the first line for each element indicates the values of the maximum
core-valence Slater-Condon parameter for the final states. The second line gives the spin-
orbit coupling for each core level of Ni"', Pd", Pt" and Gd". The valence electrons are the
3d-states for nickel, 4d for palladium and 5d for platinum and the 4f-states for
gadolinium. Gd" is chosen instead of the common Gd™ ion for sake of comparison to the
other divalent ions. Boldface values indicate clearly visible multiplet effects.
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The table shows the multiplet interactions between the various possible core
holes and the partly filled valence band. The configurations calculated are
respectively s'd’, p°d® and d°d’ for the final states of Ni!!, Pd" and Pt In addition,
the final state configurations are included for Gd, with 4f” instead of d°. The

largest Slater integral (discussed below) is given in the first line and the core level
spin-orbit coupling in the second line. The numbers in boldface indicate edges for
which multiplet effects will be clearly visible. For multiplet effects to have a
significant effect, the value of the Slater-Condon parameters must be larger than
or of the same order of magnitude as the spin-orbit coupling separating the two
edges. If spin-orbit coupling is very large there still will be an effect from the
Slater-Condon parameters but it will be much less pronounced. For example, the
2p and 3p edges of the 4d elements have a large spin-orbit splitting and the
multiplet effects are not able to mix states of both sub-edges. However, the effect
of the Slater-Condon parameters will still be visible. If a multiplet effect will
actually be visible in x-ray absorption further depends on the respective life time
broadenings. Another clear conclusion is that all shallow core levels are strongly
affected and the deeper core levels are less affected.

The situation for the 3d metals is clear: no visible multiplet effects for the 1s core level (K
edge) and a significant influence on all other edges. In case of the 4d metals, the 3d, 4s,
4p edges show significant multiplet effects. The most commonly studied Pd edges are
however the 1s and 2p edges that are not (1s) and only a little (2p) affected. The rare earth
systems show large multiplet effects for the 3d, 4s, 4p and 4d core levels, hence all vuv
and soft x-ray edges. The often-studied 2p core level is much less affected.
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The figure shows the comparison of all edges for Ni' with atomic multiplet effects
included. A cubic crystal field of 1.0 eV splits the 3d states. The effects of crystal fields
are further discussed in chapter 4. The top three spectra are respectively the 1s, 2s and 3s
x-ray absorption spectrum calculated as the transition from 1s°3d*p° to 1s'3d*4p'. The
lifetime broadening has been set to 0.2 eV half-width half-maximum. Its value is in fact
larger in reality. One observes one peak for the 1s spectrum and two peaks for the 2s and
3s spectra. The reason for the two peaks is the 2s3d and 3s3d exchange interactions,
which are directly related to the Slater-Condon parameters of respectively 5 and 13 eV.
The splittings between the parallel and antiparallel states are respectively 2.5 and 6.5
eV, i.e. approximately half the respective Slater-Condon parameter. The 1s x-ray
absorption spectrum of NiO looks in reality different than this single peak, because one
essentially observes an edge jump and transitions from the 1s core state to all empty states
of p-character. The complete spectral shape of K edge x-ray absorption is therefore better
described with a multiple scattering formalism. This single peak reflects just the first
white line or leading edge of the spectrum. The 2s and 3s x-ray absorption spectra are not
often measured. The 2s spectrum is very broad and therefore adds little information. The
3s x-ray absorption spectrum is also not very popular. Instead the 3s'3d"™ final states do
play an important role in spectroscopies like 3s XPS, 2p3s resonant x-ray emission, and
2p3s3s resonant Auger. In those spectroscopies the role of the 3s3d exchange interaction
plays an important role, as does the charge transfer effect that is further discussed in
chapter 5.

The spectra at the bottom are the 2p (dashed) and 3p (solid) x-ray absorption spectral
shapes. These are essentially the well-known 2p and 3p spectra of NiO and other divalent
nickel compounds. The 2p°3d’ and 3p°3d’ final states contain one p hole and one 3d hole
that interact very strongly. This gives rise to a multitude of final states. Because the
lifetime broadening for 2p states is relatively low, these spectral shapes can actually be
observed in experiment. This gives 2p x-ray absorption, and to a lesser extend 3p x-ray
absorption, their great potential for the determination of the local electronic structure. In
the next chapters we will explain in detail the three main ingredients that are necessary to
explain the spectral shapes of x-ray absorption in those cases where multiplet effects are
important.

A successful method to analyse these transitions is based on a charge transfer and ligand-
field multiplet model. For its description, we start with an atomic model, where only the
interactions within the absorbing atom are considered, without influence from the
surrounding atoms. Effects of the surroundings are then introduced as a perturbation. In
chapter 4 we introduce crystal field effects and in chpater 5 charge transfer effects. This
approach can be justified if the intra-atomic interactions are much larger than the ones
between the atoms.
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2.2. Atomic Multiplets

In order to show how spectra in strongly correlated electron systems are calculated, we
start with the example of a free atom, where there is no influence from the environment.

The Schrodinger equation contains the kinetic energy of the N electrons (} f—;), the
N

electrostatic interaction of the N electrons with the nucleus of charge +Z (;{ % ), the
electron-electron repulsion (Hee=§ f—z) and the spin-orbit coupling of each electron

pairs

He=N & ()1, - s, ). The total Hamiltonian is thus given by:

4,

P‘Z -ze* e
H=§N m+§N z +;m?+§N Em) L s,
The kinetic energy and the interaction with the nucleus are the same for all electrons in a
given atomic configuration. They define the average energy of the configuration (Hay).
The electron-electron repulsion and the spin-orbit coupling define the relative energy of
the different terms within this configuration. The main difficulty when solving the
Schrodinger equation is that He. is too large to be treated as a perturbation. A solution to
this problem is given by the Central Field approximation, in which the spherical average
of the electron-electron interaction is separated from the non-spherical part. The spherical
average <H.> is added to H,, to form the average energy of a configuration. In the

modified electron-electron Hamiltonian H .. , the spherical average has been subtracted.

H,=H,~(H,)= 2§—<2§> (2.2)

pairs pairs
The two interactions H .. and Hj; determine therefore the energies of the different terms
within the atomic configuration.

2.2.1. Term symbols

The terms of a configuration are indicated with their orbital moment L, spin moment S
and total moment J, with [L-S| J L+S. In the absence of spin-orbit coupling, all terms
with the same L and S have the same energy, giving an energy level which is
(2L+1)(2S+1)-fold degenerate’. When spin-orbit coupling is important, the terms are split
in energy according to their J-value with a degeneracy of 2J+1. A term is designed with a
so-called term symbol 2°*'X}, where X corresponds to a letter according to the value of L.
X=S,P,D,F,etc. for L=0, 1, 2, 3, etc. The quantity 2S+1 is called the spin multiplicity
of the term, and the terms are called singlet, doublet, triplet, quartet, etc. according to S =
0,1/2,1,3/2, etc.

A single 1s electron has an orbital moment L=0, a spin moment S=1/2 and a total moment
J=1/2. There is only one term, with term symbol %S, 5. For one p electron, L=1, S=1/2, and
J can be 1/2 or 3/2, corresponding to term symbols 2P1/2 and 2P3/2.

My, Mg™> | My, Mgp™> | M, Mg> ‘# ‘ My, Mgp™> | My, Mgp> | My, Mg> ‘# ‘
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1, + 1, > 2, 0> 1 1, > -1, > 0,-1> 1
1, +> 0, +> 1, 1> 1 0, +> 0, > 0, 0> 3
1, +> 0, > 1, 0> 1 0, +> -1, +> -1, 1> 1
1, +> -1, + 0, 1> 1 0, +> -1, > -1, 0> 1
1, +> -1, > 0, 0> 1 0, > -1, > -1,0> |2
1, > 0, +> 1, 0> 2 0, > -1, > -1,-1> |1
1, > 0, > 1,-1> 1 -1, > -1, > -2, 0> 1
1, > -1, +> 0,0> |2

Table: The fifteen combinations of states my,, my,> and my, mgp™> of a 2p2
configuration. The fourth column counts the degeneracy of the total symmetry M;, Ms>
states.

In case of a 2p” configuration, the first electron has six quantum states available, the
second electron only five. This is due to the Pauli exclusion principle that forbids two
electrons to have the same quantum numbers n, My and Ms. Because the sequence of the
two electrons is not important, one divides the number of combinations by two and
obtains fifteen possible combinations. These fifteen combinations are indicated in the
table. The presence of |2,0> and l|—2,0> states implies that there must be a 'D term. This
term contains five states with Mg = 0 and M = -2,-1,0,1,2, as indicated in table below.
We are left with ten states, containing My, = 1 and Mg = 1. So there also has to be a ’p
term, with nine states. One state is left, with Mg = M = 0, giving a 'S-term. The 2p’
configuration contains therefore the terms °P , 'D and 'S . It can be checked that total
degeneracy adds up to fifteen. Note also that the term symbols of a 2p” configuration form
a sub-set of the term symbols of the 2p3p configuration, which do not have to obey the
Pauli principle. Including J in the discussion we have the values 'D, , 'Sy and Py , a
short-hand notation of *P, plus °P; plus P,. Focusing on the J-values, we have two J=0,
one J=1 and two J=2 values. This would imply that if a calculation would be carried out in
intermediate coupling, the total calculation would split up in three separate parts, one for
each J -value.

ALL | Mg=1 | Mg=0 | Mg=-1 D | M=l | M¢=0 | Ms=-1
M; =2 0 1 0 M =2 0 10 0
M =1 1 2 1 M; =1 1 2 1 1
M; =0 1 3 1 M =0 1 3 2 1
M;=-1 1 2 1 M;=-1 1 2 1 1
M; =-2 0 1 0 M;=-2 0 1 0 0
’p Mg=1 | Ms=0 | Ms=-1 IS Mg=1 | Ms=0 | Ms=-1
M; =2 0 0 0 M; =2 0 0 0
M=l]10/|10]|10 M. =1 0 0 0

42



Multiplets in X-ray Spectroscopy
lectures ICTP 2004, by Frank de Groot

M=0|1 0|2 1 1 0 M; =0 0 1 0 0
M=1|10/]1 0|1 0 M =1 0 0 0
M;=-2 0 0 0 M;=-2 0 0 0

Table: A schematic diagram of the separation of the fifteen total symmetry states of a 2p°
configuration into the three irreducible representations 'D, ‘Pand’s.

Exercise:

- Write out all two-electron states of a 2p3p configuration.

- Why does the Pauli principle not apply?

- How many states are present?

- Select all states into their Mg and My quantum numbers and make a table as given
above for a 2p” configuration.

- Extract all term symbols from the table.

- Calculate the degeneracies of the term symbols and check if the total degeneracy is
equal to the total number of states.

- If one compares the term symbols of a 2p3p configuration with those of a 2p’
configuration. What relation can be found?

In the case of a transition metal ion, the important configuration for the initial state of the
absorption process is 3d". In the final state with a 3s or a 3p core hole, the configurations
are 3s'3d"" and 3p°3d™"'. The main quantum number has no influence on the coupling
scheme, so the same term symbols can be found for 4d and 5d systems, or for 2p and 3p
core holes. A 3d' configuration has term symbols *Ds;, and *Ds, with, respectively, six
(5/2 times 2 plus 1) and four (3/2 x2 +1) states. The LS term symbols for a 3d'4d'
configuration can be found by "multiplying" the term symbols for the configurations 3d'
and 4d'. This multiplication consists of separately summing L and S of both terms.
Multiplication of terms A and B is written as A B. Since both L and S are vectors, the
resulting terms have possible values of |[La-Lg| L La+Lgand|[Sa-Sg| S Sa+ Sg. For
’D D, this gives L=0,1,2,30r4 and S =0 or 1. The ten LS term symbols of the
3d'4d" configuration are given in Table 2.4, together with their degeneracy and possible J-
values. The total degeneracy of the 3d'4d" configuration is 100. In the presence of spin-
orbit coupling, a total of eighteen term symbols is found.

d4d' | s | P D | F |G| | |D)|%F |G
Deg. 1 3 5 7 9 3 9 | 15 | 21 | 27 | 100
45

0 0
1 1 1 1
2 2 2

J-values 3 3 3 3

4 4 4

5
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Table 1 Possible term LS term symbols for a 3d'4d" configuration, with their degeneracy
and possible J values. The sub-set of LS term symbols for a 3d° configuration is given in
boldface.

A 3d? configuration does not have the same degeneracy as the 3d'4d' configuration, due
to the Pauli exclusion principle. In total there are 10 9/2 = 45 possible states. Following
the same procedure as for the 2p2 configuration, one can write out all 45 combinations of
a 3d” configuration and sort them by their My and Ms quantum numbers. Analysis of the
combinations of the allowed My and Mg quantum numbers yields the term symbols 'G,
’F, 'D, °P and 'S. This is a sub-set of the term symbols of a 3d'4d' configuration. The
term symbols can be divided into their J-quantum numbers as 3F,, °F;, °Fa, °Py, Py, °Ps,
1G4, 'D, and 180 as also indicated in table 4.

In case of a 3d’ configuration a similar approach shows that the possible spin-states are
doublet and quartet. The quartet-states have all spins parallel and it turns out that there are
two quartet term symbols, respectively *F and *P. The doublet states have two electrons
parallel and for these two electrons the Pauli principle yields the combinations identical to
the triplet states of the 3d” configuration. To these two parallel electrons a third electron is
added anti-parallel, where this third electron can have any value of its orbital quantum
number m;. Writing out all combinations and separating them into the total orbital
moments M, gives the doublet term symbols ’H, %G, °F, *D, another *D and *P. By adding
the degeneracies, it can be checked that a 3d® configuration has 120 different states. The
general formula to determine the degeneracy of a 3d" configuration is:

10 10!
n) (10-n)n!
Exercise:

- Check that adding the degeneracies of the term symbols of 3d’ indeed yields 120.
- Use the equation above to determine the overall degeneracy for 3d°.

We can show that the term symbols of a configuration 3d" do also exist in a configuration
3d™?, for n+2 5. Thus the term symbols of 3d* contain all term symbols of 3d* which
contains the 'S term symbol of 3d’. Similarly the term symbols of 3d’ contain all term
symbols of 3d® which contains the D term symbol of 3d". In addition there is a symmetry
equivalence of holes and electrons, hence 3d° and 3d’ have exactly the same term
symbols.

The 2p x-ray absorption edge (2p  3d transition) is often studied for the 3d transition
metal series, and it provides a wealth of information. Crucial for its understanding are the
configurations of the 2p”3d" final states. The term symbols of the 2p°3d" states are found
by multiplying the configurations of 3d” with a *P term symbol. The total degeneracy of a
2p°3d" state is given in the equation below. For example, a 2p>3d’ configuration has 1512
possible states. Analysis shows that these 1512 states are divided into 205 term symbols,
implying in principle 205 possible final states. If all these final states have finite intensity
depends on the selection rules.
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X—
n (10 - n)!n!

Exercise:

- The Ni" ion in NiO can be approximated with a 3d® ground state configuration. Which
term symbols are found for a 3d® configuration?

- In a 3p x-ray absorption process, a 3p core electron fills another 3d-hole. What is the
final state configuration of this process?

- What eathe term symbols of the final state?

2.2.2. Matrix elements

Using symmetry, we have found the number of states of a certain 3d" configuration and
their term symbols. The next task is to find the relative energies of the different terms,
calculating the matrix elements of these states with the Hamiltonian Hatom. As discussed
in the previous section, Hatom consists of the effective electron-electron interaction H’,
and the spin-orbit coupling Hi:
H o = }%"‘;} )l s,
jairs
The electron-electron interaction commutes with L, S, L, and S,, which implies that all
its off-diagonal elements are zero. The general formulation of the matrix elements of two-
electron wave functions is given as:
<2$+1LJ |%|2S+1LJ> _ 2 kok +2 ngk
F' (f;) and G' (g;) are the Slater-Condon parameters for the radial (angular) part of the
direct Coulomb repulsion and the Coulomb exchange interaction, respectively. f; and g;
are non-zero only for certain values of i, depending on the configuration. Table 5 gives
the possible i-values for some important configurations.

Conf. fi gi Conf. F; gi Conf. fi gi
1s? 0 - 1s2s 0 0 1s2p 0 1
2p* 02 - 2p3p 02 02 2p3d 02 13
3d> | 024 - 3d4d | 024 | 024 | 3d4f | 024 135

Table 2 The possible values of f; and g; for simple configurations.

It can be seen that the exchange interaction g; is present only for electrons in different
shells. fy is always present and the maximum value for i equals two times the lowest value
of 1. For g, i is even if I;+], is even, and i is odd if 1;+], is odd. The maximum value of i
equals 1;+1,.
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A simple example is a 1s2s configuration consisting of 'S and *S term symbols. The value
of both f and g is 1, and the respective energies are given by:

<1S | %|‘S> = F°(1s2s) + G°(1s2s) <3S | %|3S> = F°(1s2s) - G°(1s2s)
This result can be stated as “the singlet and the triplet state are split by the exchange
interaction”. This energy difference is 2G°(1s2s). An analogous result is found for a 1s2p
state for which the singlet and triplet states are split by (2/3)G’(1s2p). The 2/3 prefactor is
determined by the degeneracy of the 2p-state.
For a 3d” configuration, the two electrons are in the same shell hence there are no
exchange interactions. There are five term symbols 'S, *P, 'D, °F and 'G. Their energies
are given in Table 6. f) is equal to the number of permutations (N(N-1)/2) of n electrons,
i.e. equal to 1.0 for two electron configurations. The Slater-Condon parameters F* and F*
have approximately a constant ratio: F* = 0.62 F2. The last column in table 6 gives the
approximate energies of the five term symbols. In case of the 3d transition metal ions, F
is approximately equal to 10 eV. This gives for the five term symbols the energies
respectively as F at-1.8 eV, 'D at -0.1 eV, *P at +0.2 eV, 'G at +0.8 eV and 'S at +4.6
eV. The *F-term symbol has lowest energy and is the ground state of a 3d” system. This is
in agreement with the Hunds rules, which will be discussed in the next section. The three
states 'D, *P and 'G are close in energy some 1.7 eV to 2.5 eV above the ground state.
The 'S state has a high energy of 6.4 eV above the ground state, the reason being that two
electrons in the same orbit strongly repel each other.
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Relative | Relative
Energy | Energy

'S F°+2/7 F* +2/7 F* 0.46F> | 4.6eV
’p F'+3/21 F* - 4/21 F* 0.02F°| 02eV
D F° - 3/49 F* + 4/49 F* -0.01F*| -0.1eV
3F F' - 8/49 F* - 1/49 F* -0.18F* | -1.8¢eV
'G | FO+4/49F>+1/441F* | 0.08F*| 08eV

Table 3 The relative energies of the term symbols for a 3d° configuration (see text).

In literature one finds a number of slightly different notations and names for the Slater-
Condon parameters. Table 7 gives three related notations that are used to indicate the
radial integrals. The Slater-Condon parameters F*, the normalised Slater-Condon
parameters Fy and the Racah parameters A, B and C. The bottom half of table 7 uses the
relationship between F* and F* and it further uses a typical F> value of 10 ¢V and a F°
value of 8 eV.

Slater-Condon | Normalised Racah
F’ Fo=F’ A =F,- 49F,
F? F,=F/49 | B=F,-5F,
F* F,=F'/441 C = 35F,
F'=8.0 Fo=8.0 A=73
F>=10.0 F,=0.41 B=0.13
F'=6.2 F4=0.014 C=0.49

Table 4 A comparison of the Slater-Condon parameters F*, with the normalised Slater-
Condon parameters Fy and the Racah parameters.

For three and more electrons the situation is considerably more complex. It is not
straightforward to write down an anti-symmetrized three-electron wave function. It can be
shown that the three-electron wave function can be build from two-electron wave
functions with the use of the so-called coefficients of fractional parentage. This will not
be further discussed here.

2.3. Atomic multiplet ground states of 3d" systems

The term symbols for a partly filled d-band with the lowest energy, found after calculating
the matrix elements, are given in table 5. They are in agreement with the so-called Hunds
rules. Based on experimental information Hund formulated three rules to determine the
ground state of a 3d" configuration. The three Hunds rules are:
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1. Term symbols with maximum spin S are lowest in energy,

2. Among these terms, the one with the maximum orbital moment L is lowest,

3. In the presence of spin-orbit coupling, the lowest term has J = |L-S| if the shell is

less than half full and J = L+S if the shell is more than half full.

A configuration has the lowest energy if the electrons are as far apart as possible. The first
Hunds rule 'maximum spin' can be understood from the Pauli principle: Electrons with
parallel spins must be in different orbitals, which on overall implies larger separations,
hence lower energies. This is for example evident for a 3d° configuration, where the °S
state has its five electrons divided over the five spin-up orbitals, which minimises their
repulsion. In case of 3d*, the first Hunds rule implies that either the °P or the *F-term
symbol must have lowest energy. From the previous section one finds that the °F term
symbol is lower in energy than the *P-term symbol, because again the *F wave function
tends to minimise electron repulsion. The effects of spin-orbit coupling are well known in
case of core states. A 2p-core state has “Ps, and “P,,, states. The state with the lowest
energy is 2P3/2. Consider for example the 2p XAS or XPS spectrum of nickel. The 2P3/2
peak is positioned at approximately 850 eV and the *P;, at about 880 eV. Note that the
state with the lowest binding energy is related to the lowest energy of the final state
configuration. This is in agreement with Hunds third rule: the configuration is 2p°, so
more than half-full, implying that highest J-value has lowest energy. The third rule
implies that the ground state of a 3d® configuration is Fy, while it is °F, in case of a 3d*
configuration.

2.3.1. jj coupling

Above, we have supposed that the perturbation due to spin-orbit coupling is small
compared to the one due to electronic repulsions. The spins and orbital moments of the
individual electrons are coupled to give the total S and L of the configuration, the spin-
orbit coupling splits the resulting terms according to their J-value. This is known as the
Russell-Saunders coupling scheme: spin-orbit coupling is considered as a small
perturbation on the terms set up by electron repulsions. The Russell-Saunders coupling
scheme is valid for most lighter elements, for which the spin-orbit coupling is small, like
the 3d Transition Metals. For heavy elements, spin-orbit coupling becomes more
important while electron repulsion starts to decrease (the radial extent of the orbitals
becomes larger and the electrons are thus farther apart). This can lead to a breakdown of
the Russell-Saunders coupling scheme.

When the spin-orbit coupling is much larger than the electron repulsions, the orbital
moment / and spin moment s of each electron has to be coupled to give the total moment
J, and the j-values of all the electrons are coupled to give the total J. A configuration is
first split into levels according to their J-value and the electron repulsions are then treated
as a perturbation on these spin-orbit coupling levels. This approach is known as the j j
coupling scheme, and is the direct reverse of the Russell-Saunders scheme. Many heavier
elements, like the rare earths, do not conform to either of the two limiting cases, and an
intermediate coupling scheme has to be applied. This is also the case for the final state
after 2p absorption in 3d transitions metals, since the spin-orbit coupling is strong for the
2p hole.
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2.4. X-ray Absorption Spectra described with Atomic Multiplets.

2.4.1. 2p XAS of 3d transition metals

We start with the description of closed shell systems. The 2p x-ray absorption process
excites a 2p core electron into the empty 3d shell and the transition can be described as
2p®3d® 2p’3d'. The ground state has 'Sy symmetry and we find that the term symbols of
the final state are lPl, 1Dz, lF3, 3P012, 3D123 and 3F234, where 3F234 1s a short-hand notation
of 3F2 " 3F3 + 3F4. The energies of the final states are affected by the 2p3d Slater-Condon
parameters, the 2p spin-orbit coupling and the 3d spin-orbit coupling. The x-ray
absorption transition matrix elements to be calculated are:

Tyys <3d0 |p| 2p53d1>2
The symmetry aspects are:

Lys & <[ISO]| [IPI]‘ [173PDF]>2

Table 8 contains the result of an atomic multiplet calculation for Ti" (3d°) using the
atomic parameters. The twelve states are built from the twelve term symbols according to
the matrix given. The irreducible representations, i.e. the states with the same J-value
block out in the calculation. It is found that the lowest energy state is the pure Py state.
This state has zero intensity in an x-ray absorption process (because of the selection rule
[J-1] J  J+1), but it is possible that another state decays to this 3P, state via Coster-
Kronig Auger decay.

Py [P [’Dy [Py P, [’'Dy 'R 'D, |'D; |°Fs 'Fs |°F,

-3.281 ] 1.0

-2.954 -0.94 0.30 0.08

0.213 -0.19 | -0.77 0.60

5.594 0.24 0.55 0.79

-2.381 0.81 | -0.46 0.01 0.34

-1.597 -0.03 | -0.50 0.56 | -0.65

3.451 0.04 | -030] -0.82 | -0.47

3.643 -0.57 | -0.65 | -0.06 0.48

-2.198 -0.21 0.77 ] 0.59

-1.369 0.81 [ -0.19] 0.54

3.7717 -0.53 ] -0.60 | 0.59

-2.481

Table 5 The relative energies of an atomic multiplet calculation for Ti"". The J=1 states
(which have finite intensity) are given in boldface.

The symmetry of the dipole transition is given as 'Pj, according to the dipole selection
rules, which state that J =+ 1,0, - 1 but not ] =J = 0. Within LS coupling also S=0
and L=1. The dipole selection rule reduces the number of final states that can be reached
from the ground state. The J-value in the ground state is zero. In this case, the dipole
selection rule proclaims that the J-value in the final state must be one, thus only the three
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term symbols 'P;, *P; and °D; can obtain finite intensity. They are indicated in table 8 in
boldface. The problem of calculating the 2p absorption spectrum is effectively reduced to
solving the three by three energy matrix of the final states with J=1. As discussed above
the atomic energy matrix consists of terms related to the two-electron Slater integrals
(HeLecTrO) and the spin-orbit couplings of the 2p (Hrs.34) and the 3d electrons (Hys-34):

quf’ = HELECTRO - HLs-zp h HLS—3d
H i 5erro = <2p53dl | _22 | 2p53d1>

Hy o, =(2pl5,1,"s,12p)
Hips 5, = <3d |Sals " Sq |3d>
To show the individual effects of these interactions they will be introduced one by one. A
series of five calculations will be shown, in which respectively:
(a) All final state interactions are set to zero: H=0
(b) The 2p spin-orbit coupling is included: H = Hy 5.2
(c) The Slater-Condon parameters are included: H = Hgy gctro
(d) The 2p spin-orbit coupling and Slater-Condon parameters are included: H = HgigctrO
+ Hisop
(C) The 3d spin-orbit coupling 1s included: H= HELECTRO + HLS_ZP + HLS—Sd.

We start by setting all final state interactions to zero. The results of the 2p x-ray
absorption spectrum will be given with two 3x3 matrices. The energy levels are given
below. They are labelled from top to bottom “*P’, °D’ and ‘'P’ states, indicating the
approximate term symbol related to the state. The original term symbols P, *D and 'P are
given in respectively the first row, second row and bottom row of the eigenvector matrix.
The intensity of the states is indicated on the right. With all interactions zero, the
complete energy matrix is zero. The states all are the pure LSJ-states and because of the
dipole selection rules all intensity goes to the 'P; state.

Energy Matrix Eigenvectors
0 0 O 1 0 O
0 0 O 01 O
0 0 O 0 0 1

Energy Levels Intensities
0.00 °p 0.00
0.00 °D 0.00
0.00 'p 1.00

Table 6 The energy matrix and eigenvectors of the 3x3 matrices of the 2p’3d’ final states
with J=1. The bottom half of the table gives the resulting energies and intensities. All final
State interactions are set to zero.

Inclusion of the 2p spin-orbit coupling His», of 3.776 eV creates non-diagonal elements
in the energy matrix. In other words the LS-character of the individual states is mixed. In
case only 2p spin-orbit coupling is included the result is rather simple, with the triplet
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states at -1/2 ; and the singlet state at + ,. The eigenvector matrix shows that the three
states are mixtures of the three pure states, i.e. the first state is in fact: “P’= 0.5 *P;- 0.866
’D,. The intensities of the three states are directly given by the square of percentage of 'P;
character. This gives the familiar result that the triplet states, or 2p;, states, have twice the
intensity of the singlet, or 2p;,, states. This has been indicated also in the figure.

Figure: The effects of the

e —— Slater-Condon parameters
*] A and the spin-orbit coupling
/1 on the atomic multiplet

’ . spectrum of a 3d’ system.
! (a) no interactions, (b) only
2p spin-orbit, (c) only
Slater-Condon, (d) both
Slater-Condon and 2p spin-
orbit (solid). The dashed
line includes the 3d spin-

Intensity

©)
3 3

@ P J D L
-3 -2 -1 0 1 2 3

-4

Energy (V) orbit coupling.
Energy Matrix Eigenvectors
0944 1.635 2312 0.5 -0.5 -0.707
1.635 -0.944 1.335 -0.866 -0.288 -0.408
2312 1335 0.000 0.0 0.816 -0.577
Energy Levels Intensities
-1.888 °P 0.00
-1.888 °D 0.666
+3.776 'P 0.333

Table 7 The energy matrix and eigenvectors of the 3x3 matrices of the 2p°3d’ final states
with J=1, after inclusion of the 2p spin-orbit coupling.

Next we include only the pd Slater-Condon parameters, keeping the 2p spin-orbit
coupling zero. The Slater-Condon parameters are reduced to 80% of their atomic Hartree-
Fock values and F°, G' and G are respectively 5.042 eV, 3.702 eV and 2.106 eV. This
gives the three states at respectively -1.345, 0.671 and 3.591 eV. Only the 'P; state has a
finite intensity and its energy is shifted to an energy of 3.591 eV above the centre of
gravity. The two other states have zero intensity. It can be seen that the pd Slater-Condon
parameters are diagonal in the LS-terms, hence the three states are pure in character.

Energy Matrix Eigenvectors
-1.345 0 0 1 00
0 0.671 0 010
0 0 3.591 0 0 1
Energy Levels Intensities
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-1.345 ’p 0.00
+0.671 °D 0.00
+3.591 p 1.00

Table 8 The energy matrix and eigenvectors of the 3x3 matrices of the 2p’3d’ final states
with J=1, after inclusion of the 2p3d Slater-Condon parameters.

In part (b) we have seen that the non-diagonal terms of the 2p spin-orbit coupling makes
that all three states are mixtures of the individual term symbols. 2p spin-orbit coupling
further creates the 2:1 intensity ratio, thereby shifting most of the 'P character to lower
energy. In part (c) it was found that the Slater-Condon parameters shift the 'P state to
higher energy and that the triplet states have a considerably lower energy. If one includes
both the 2p spin-orbit coupling and the pd Slater-Condon parameters, the result will
depend on their relative values. In case of the 2p core hole of Ti'', the Slater-Condon
parameters are relatively large and most intensity goes to the 2p,,, state. The triplet states
are separated by 3 eV and the lowest “°P’ energy state is extremely weak, gaining less
then 1 % of the total intensity. The figure shows the typical spectral shape with three
peaks. In the next section we compare four similar spectra with different ratios of Slater-
Condon parameters and core hole spin-orbit couplings to show the variations in their
spectral shapes.

Energy Matrix Eigenvectors
1.615 1.635 2312 0.297 -0.776 0.557
1.635 -2.289 1.335 -0.951 -0.185 0.248
2312 1335 3.591 0.089  0.603 0.792
Energy Levels Intensities
-2.925 °p 0.008
+0.207 °D 0.364
+5.634 'p 0.628

Table 9 The energy matrix and eigenvectors of the 3x3 matrices of the 2p53d] final states
with J=1, after inclusion of the 2p3d Slater-Condon parameters and the 2p spin-orbit
coupling.

For completeness we include in the final calculation also the 3d spin-orbit coupling.
Because the 3d spin-orbit coupling is only 32 meV, its influence on the spectral shape is
negligible in the present case. The energy position of the <'P’ state shifts by 40 meV and
its intensity drops by 0.4% of the total intensity. The effects on the intensities and
energies have been included as the extra number in Table 2.13. It is noted that the 3d spin-
orbit coupling can have very significant effects on the spectral shape of 3d compounds if
the 3d-shell is partly filled in the ground state.

52



Multiplets in X-ray Spectroscopy
lectures ICTP 2004, by Frank de Groot

Energy Matrix Eigenvectors
1.575 1.649 2.293 0.303 -0.774 0.555
1.649 -2313 1.301 -0.949 -0.195 0.246
2293  1.301 3.591 0.082  0.601 0.795
Energy Levels Intensities
2.954  0.029 °P 0.007  0.001
+0.212  +0.005 °D 0.361  0.003
+5.594  0.040 'P 0.632  +0.004

Table 2.10 The energy matrix and eigenvectors of the 3x3 matrices of the 2p°3d’ final
states with J=1, after inclusion of the 2p3d Slater-Condon parameters, the 2p spin-orbit
coupling and the 3d spin-orbit coupling. The second number indicates the change in
energy level and intensity due to the 3d spin-orbit coupling.

We compare a series of x-ray absorption spectra of tetravalent titanium 2p and 3p edges
and the trivalent lanthanum 3d and 4d edges. The ground states of Ti'* and La™ are
respectively 3d” and 41° and they share a 'S ground state. The transitions at the four edges
are respectively:

TitY L, ; edge: 3d° 2p53d1

Ti" My edge: 3d°  3p’3d'

La'™ My s edge: 41° 3d°4f’

La'! Ny 5 edge: 4%  4d’4f!
These four calculations are equivalent and all spectra consist of three peaks with J=1.
What changes are the values of the atomic Slater-Condon parameters and core hole spin-
orbit couplings. They are given in table 6 for the four situations. The G' and G’ Slater-
Condon parameters have an approximately constant ratio with respect to the F* value. The
important factor for the spectral shape is the ratio of the core spin-orbit coupling and the
F? value. Finite values of both the core spin-orbit and the Slater-Condon parameters cause
the presence of the pre-peak. It can be seen in table 6 that the 3p and 4d spectra have
small core spin-orbit couplings, implying small ps/ (ds2) edges and extremely small pre-
peak intensities. The deeper 2p and 3d core levels have larger core spin-orbit splitting
with the result of a ps; (ds;) edge of almost the same intensity as the py, (d3) edge and a
larger pre-peak. Note that none of these systems comes close to the single-particle result
of a 2:1 ratio of the p edges or the 3:2 ratio of the d edges. Figure 2.4 shows the x-ray
absorption spectral shapes. They are given on a logarithmic scale to make the pre-edges
visible.

Edge Ti2p | Ti3p | La3d | La4d
Average Energy (eV) | 464.00 | 37.00 | 841.00 | 103.00
Core spin-orbit (eV) 3.78| 043 6.80 1.12
’(Fezvs)later'condon 504 891| 5.65| 1045
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Intensities:

Pre-peak 0.01| 10*| 0.01 10
P32 or dsp 072 10°| 0.80| 0.01
P12 or dsp 126 | 1.99 1.19 1.99

Table 2.11 The relative intensities, energy, core hole spin-orbit coupling and F* Slater-
Condon parameters are compared for four different 'Sy systems. The last two columns

repeat the results of situation (b) and (c) as given above.
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Figure 2.4 The La"" 4d
and 3d plus Ti"" 3p and
2p x-ray absorption
spectra as calculated for
isolated ions. The
intensity is given on a
logarithmic scale to
make the pre-edge peaks
visible. The intensities of
titanium have been
multiplied by 1000.

In table 2.15 the term symbols of all 3d" systems are given. Together with the dipole
selection rules this sets immediately strong limits to the number of final states which can
be reached, similar to the case of a 3d’ ground state. Consider for example the
3d® 2p°3d* transition: The 3d” ground state has J=3/2 and there are respectively 21, 35
and 39 states of 2p°3d* with I’=1/2, ’=3/2 and J’=5/2. This implies a total of 95 allowed
peaks out of the 180 final state term symbols. From table 5 some special cases can be
discriminated: a 3d’ system makes a transition to a 2p°3d'® configuration, which has only
two term symbols, out of which only the term symbol with J’=3/2 is allowed. In other
words, the L, edge has zero intensity. 3d° and 3d® systems have only three respectively
four peaks, because of the limited amount of states for the 2p°3d' and 2p°3d’

configurations.

|| Transition

| Ground | Transitions | Term Symbols ||
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3d° 2p3d’ 'Sy 3 12
3d" 2p°3d> | Dsn 29 45
3d® 2p°3d’ °F, 68 110
38 2p3d* | “Fan 95 180
3d* 2p3d° | Do 32 205
3d° 2p3d® | %Sse 110 180
3d* 2p°3d’ °D, 68 110
3d” 2p3d* | “Fon 16 45
3d® 2p3d® | Fa 4 12
3d° 2p3d"° | °Dsp 1 2

Table 2.12 The 2p x-ray absorption transitions from the atomic ground state to all
allowed final state symmetries, after applying the dipole selection rule: J=-1, 0 or +1

Atomic multiplet theory is able to accurately describe the 3d and 4d x-ray absorption
spectra of the rare earths. In case of the 3d metal ions, atomic multiplet theory can not
simulate the x-ray absorption spectra accurately because the effects of the neighbours on
the 3d-states are too large. It turns out that it is necessary to include both the symmetry
effects and the configuration-interaction effects of the neighbours explicitly. Ligand field
multiplet theory takes care of all symmetry effects, while charge transfer multiplet theory
allows the use of more than one configuration.

2.4.2. 3d XAS of rare earths

The rare earths or Lanthanides are elements of the 6™ row, with, in the atomic state,
electronic configuration 4f°5d° (V6s. In the solid state, in most rare earths one 4f electron
goes to the valence band and the configuration becomes 4f (5d6s)’. In calculations,
usually the rare earth trivalent ions are considered, without the outermost (5d and 6s)
electrons which do not influence the absorption spectra. The 4f electrons are very
localised and have little interaction with the environment. They determine the magnetic
properties, but do not participate in the chemical bonding. The X-ray Absorption edges
implying the 4f electrons, like the My s edges (3d  4f transitions) or N4 s edges (4d  4f
transitions) can therefore be described very well within the atomic multiplet
theory(Vanderlaan and others 1986). The ground states for the different rare Earth ions
are again given by Hunds rules, and are collected in Table 2.16.

RE Ce | Pr | Nd | Sm | Eu | Gd | Tb | Dy |Ho| Er | Tm | Yb | Lu

Conf. | 4f' |4 | 4f | 4f® | 4f® | af | 4f® | 4 |40 af'' | 482 | 4 | 4™

Sym. |°Fsn| *Ha | *lon |®Hsp| "Fo | ®S7n | 'Fe | “Hisn | s | *Lisa | *He | Fan | 'S

Table 2.16 The 41" atomic ground states of the rare earths.
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The absorption process can be written as 4" 3d°4f""'. The number of possible 3d’4f™"!
states can be very large, even though in the absorption spectrum only those reachable
from the Hunds rule ground state satisfying the J =0, 1 selection rules will be present.
Still, the number of final states that can be reached increases from 3 in lanthanum to 53 in
cerium, to 200 in praseodymium and to 1077 in gadolinium. In the end of the series,
where the number of 4f holes is reduced, it decreases again to 4 in thulium and 1 for
ytterbium.

The cases of Tm and Yb involve only configurations with a maximum of respectively one
and two holes and can be readily calculated. They will be discussed in detail. The initial
state for Yb", with thirteen 4f electrons has L=3 and S=1/2. Two J-values are possible
J=7/2 and J=5/2 of which the first one, with term symbol *F;;, is the ground state
according to Hunds third rule. The *Fs; has an energy difference with the ground state
that is given by the 4f spin-orbit coupling and from atomic calculations one finds an
energy difference of 1.3 eV. The final state, after 3d (or 4d) absorption, is given by
3d°4f"*, with term symbols “Ds, and *Dsp. The energy difference between these terms,
corresponding to the 3d spin-orbit coupling is 49.0 eV. However, in the x-ray absorption
spectrum only the *Ds, line (corresponding to the Ms-edge) is present, since the D3,
term can not be reached from the 2F7/2 ground state because of the J selection rules.
Transitions to both final states are possible from the 2F5/2 initial state. The relative
intensities of these three transitions can be directly determined from a 2x2 matrix. The
relative intensities of the 2F5/2 state versus the 2F7/2 are given by 2J+1 as 6 to 8. Because
the relative intensities of “D3/2:"Dsy, is 4:6 and the transition *F7, 2Dy, is forbidden one
can immediately determine the other three numbers in the matrix as given in table 2.17.
As will be discussed in chapter 3, crystal field effects will modify these numbers and
effectively mix the ’F 5, state into the 2F7/2 ground state.

“Fspp Fn
‘D3 14 0 14
“Ds 1 20 21
15 20

Table 2.17 The relative intensities of the four transitions from a single d to a single f
electron.

For Tm, the transition is from the 4f'> ground state to the 3d’4f'’ final state. The
configurations that must be considered are respectively f and df. An f? configuration
contains all d* configurations as discussed above. Table 2.18 includes all configurations
and ground states for the sz, pz, d? and configurations. The third Hunds rule gives a 3H4
ground state for 4f>. In case of 4f' the third Hunds rule yields the maximum J-value and
the ground state is 3 He.
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’p ’F *H Ground
IS p G N | State
Deg. 1 9 5 |21 9 | 33| 13
S5 1 1 'Sy
p’ 1 9 5 15 )
d’ 1 9 5 | 21 9 45 °F,
£ 1 9 5 1211 9 | 33| 13 | 91 H,
0 0 2 2 4 4 6
J-values 1 3 5
2 4 6

Table 2.18 Possible term symbols for the 1s°, 2p°, 3d° and 4f configurations, with their
degeneracy and possible J values.

Most discussions stop at this point, but if one looks more carefully into the problem, one
notices that there is a second term symbol with J=6, i.e. the 116 state. In intermediate
coupling this state will mix with the 3H6 state and the actual ground state will be a linear
combination of both states. To discuss this point quantitatively, it is necessary to give the
atomic parameters that are part of the calculation. The 4f'* configuration is set to an
average energy of 0.0 and further contains three Slater-Condon parameters and the 4f
spin-orbit coupling. The Slater-Condon parameters are respectively F=13.175 eV,
F'=8.264 ¢V and F°=5.945 ¢V. The 4f spin-orbit coupling has a value of 0.333 eV. The
Slater-Condon parameters determine the energies of the seven LS term symbols indicated
in table 2.18. The LS term symbols are split by the 4f spin-orbit coupling to the total of
thirteen tem symbols, where the lowest energy is found for the *Hy state. The *Hs state
and the *Hy state are very close in energy though, being split only by the 4f spin-orbit
coupling. This 4f spin-orbit coupling also mixes the 'I state into the ground state
according to table 2.19. With the atomic parameters used the energy of the Hg state is -
2.201 eV below the configuration average and the energy of the 'I, state lies at 2.064 eV.
The small 4f spin-orbit coupling mixes in only a little bit of 'Is character and the ground
state is approximately 99% pure in its *Hg character.

Energy Matrix Eigenvectors
-2.201 -0.408 3H6 0.995 -0.095
-0.408 2.025 116 0.095 0.995

Energy Levels

-2.240 1 ~"He
2.064 11~
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Table 2.19 The energy matrix and eigenvectors of the 2x2 matrices of the f° initial states
with J=6.
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Figure 2.5: The three peaks of the
M5 edge of Tm3+ as a function of
the Slater-Condon parameters.
The bottom spectrum uses atomic
Slater-Condon parameters, i.e.
80% of their Hartree-Fock value.
The magnitude of the Slater-
Condon parameters is respectively
80%, 60%, 40%, 20% and 0%
from bottom to top.

1464 1466 1468 1470
Energy (eV)

The 3d°4f" state after absorption
has symmetries that are found after multiplication of a d with a f symmetry state. D °F
implies that S is 0 or 1 and L is 1,2,3,4 or 5. This gives five singlet terms (lPl, 'D,, 'Fs,
'G,4 and '"Hs) and fifteen triplet terms (‘Pg12, *Di23, “Fasa, *Gsas and *Hyse), with an
overall degeneracy of 10x14 is 140. The *Hg ground state has J=6 and the dipole selection
rules states that the final state J must be respectively 5, 6 or 7. There are three states with
J=5, respectively 'Hs, *Gs and *Hs plus one state with J=6, i.e. *Hq. This implies that the
M, s edges of Tm exist of four transitions.

Figure 2.5 shows the three peaks at the Ms edge. The peak at lowest energy is the Hunds
rule *Hg at 1462.38 eV. This is the only term with J=6 and is therefore a pure *Hg peak
also in j j and thus in intermediate coupling. The other peaks all have J=5, and are
mixtures of the three term symbols with J=5 in intermediate coupling. One can determine
the exact nature of these three states by solving a 3x3 matrix. The 3d94f" configuration
has an average energy of 1482.67 eV and further contains five Slater-Condon parameters,
the 4f spin-orbit coupling and the 3d spin-orbit coupling. The Slater-Condon parameters
are respectively F?=9.09 eV, F*=4.31 eV, G'=6.68 eV, G’=3.92 eV and G°=2.71 eV. The
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4f spin-orbit coupling has a value of 0.37 eV. The main difference with the initial state is
the effect of the large 3d spin-orbit coupling of 18.05 eV that is able to strongly mix all
states with equal J. This can be seen in table 2.20.

Energy Matrix ; Eigenvectors
1484.706  10.607  -19.163 3H5 0.455 -0.609 -0.649
10.607  1469.995 -10.088 le -0.890 -0.302 -0.341
-19.163 -10.088 1486.965 H 0.116 -0.733 0.680
Energy Levels Intensities
1464.44 I 4.11
1466.89 II 0.52
1510.33 11 0.23
1462.38 "He 1.16

Table 2.20 The energy matrix and eigenvectors of the 3x3 matrices of the 3d°4f" final
states with J=3, after inclusion of the Slater-Condon parameters and the 3d and 4f spin-
orbit couplings. The bottom line includes the energy and intensity of the J=6 final state.

State I has a wave function 0.455 3H5> - 0.890 3G5> +0.116 'Hs>. This state is thus
approximately 80% pure *Gs character as also discussed by (Pompa and others 1997). The
final result of the calculation are the four energies and their respective intensities. After
broadening they are given in Figure 2.5.

The 3d  4f transitions have been calculated for all the rare earths (Thole and others
1985) using atomic multiplets in intermediate coupling. The electrostatic parameters Fif in
the initial state and F'r and F'g in the final state, as well as the exchange parameters G'g in
the final state, were calculated using an atomic Hartree-Fock program developed by
Cowan (Cowan 1981). These values for scaled down to 80% to account for atomic CI
effects. The resulting line spectra were then broadened by a Lorentzian to account for the
finite lifetime, and an additional Gaussian to reproduce the experimental resolution. For
3ds-transitions, the lineshape is asymmetric due to interactions between the "discrete"
3ds,  4f transitions and the transitions from 3ds, into the continuum (6p, 7p, 5f, etc.).
This has been taken into account using a Fano lineshape for the My-edge. The results of
the calculations are in very good agreement with the experimental absorption edges.

Some general trends in the spectra are the presence of three distinct groups of lines in the
calculated line spectra, giving rise to three peaks in the absorption edge. This is visible
especially in the Ms-edge for the lighter rare earths and in the Ms-edge for the heavier
ones. This splitting into three groups is due to the spin-orbit coupling, which, in
intermediate coupling, tends to group lines with the same J together. Another trend is the
M;s:My branching ratio that is almost 1:1 for the beginning of the series, but increases a lot
going to the heavier rare earths. The spin-orbit coupling in the 4f-levels favors 4f7,, holes,
which are only reachable from the 3ds,, level, with respect to 4fs,,. This is the most clear
for Yb, where it was shown above that only 3d5,, (Ms) absorption is possible.

Moreon the x-rayssspectraa ofrare earths
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2.4.3. 1s XAS of 3d trnition metls: the pre-edge

As discussed above, the dipole and quadrupole transitions are in most studies assumed to
overlap in energy, or actually they are assumed to be transitions to the same states that
therefore must be degenerate. In contrast, for TiO; it has been assumed that there is a 2.5
eV energy shift between the dipole and quadrupole transitions, as discussed above. In this
section, we will use charge transfer multiplet (CTM) theory in an attempt to unify both
models. CTM theory will be outlined in detail in the chapter on soft X-ray absorption. In
CTM theory, the ground state of a 3d-metal is described as 3d"4p’, where N indicates the
number of 3d electrons. This configuration is mixed with 3dNHL4pO, where a virtual
excitation from the ligand band (L) to the 3d-band is included. If the relative energy of
3dV"'L4p° is set to zero, the energy of the 3d""'L4p® configuration is defined as the
charge transfer energy . The number of 4p electrons has been set to zero, but this could
be changed to any finite number . There are two extreme cases for the pre-edge
calculations:

(1) a system with inversion symmetry, for example octahedral, where the dipole
transitions and quadrupole transitions reach final states that belong to different parity
and hence do not mix.

(2) A system without inversion symmetry, for example tetrahedral, where the dipole and
quadrupole transitions can reach the same final states.

Starting with situation (1), the transitions are:

- 3dN4p™+3dN'L4p”  (dipole)  1s'3d™4p'+1s'3dN"L4p!

- 3dM4p°+3dN'L4p”  (quad)  1s'3dV'4p’+1s'3dNL4p’

The crucial interaction in the final state is the core hole potential on the 3d-electrons. This
interaction pulls down the states with additional 3d electrons with a value that is defined
as the core hole potential Q. Looking at the dipole respectively quadrupole transitions, a
completely different screening behavior is seen. The quadrupole transitions is self-
screening as the 1s core electron fills directly a localized 3d state. This situation is much
alike the situation of the soft X-ray L edges and the energy ordering of the final states is
essentially the same as the ground state, i.e. 1s'3d™“L4p” has an energy of ~ with respect
to 1s'3d™"'4p". In practice this implies that transitions to 1s'3d" *L4p° will not be visible
in the spectral shape. The situation is completely different for dipole transitions that
behave much alike 2p-XPS and the two final state configurations reverse their energy
position. The complete energy situation is sketched in figure 9.

In a system without inversion symmetry the dipole final states (dark) and the quadrupole
final states (light) do not mix and will be visible independently. This is the case for TiO,,
where a shift is seen between the dipole and quadrupole peaks. The final states at higher
energy will in general be (much) weaker than the states at lower energy and they will in
general be not visible, also because of the presence of additional edge transitions. In
systems without inversion symmetry, the 4p and 3d states mix and form bonding and anti-
bonding combinations, both in the initial state and in the final state. This will further
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complicate the picture, but it will result in the same energy position of the final state
configurations with the same number of 3d electrons. This explains why in most cases the
energy position of the dipole and quadrupole final states can be assumed to be equal. It is
extremely difficult to shed light on this complex situation from an experiment due to the
large lifetime broadening. However one can expect new insights from selective XANES
and RIXS experiments that will be discussed in section 5.

3. Crystal Field Theory

Crystal Field Theory is a well-known model used to explain the electronic properties of
transition metal systems. It has been developed in the fifties and sixties against the
background of explaining optical spectra and EPR data. The starting point of the crystal
field model is to approximate the transition metal as an isolated atom surrounded by a
distribution of charges that should mimic the system, molecule or solid, around the
transition metal. At first sight, this seems to be a very simplistic model and one might
doubt its usefulness to explain experimental data. However it turned out that such a
simple model was extremely successful to explain a large range of experiments, like
optical spectra, EPR spectra, magnetic moments, etc.

Maybe the most important reason of the success of the crystal field model is that the
explained properties are strongly determined by symmetry considerations. With its
simplicity in concept, the crystal field model could make full use of the results of group
theory. Group theory also made possible a close link to atomic multiplet theory. Group
theoretically speaking, the only thing crystal field theory does is translate, or branch, the
results obtained in atomic symmetry to cubic symmetry and further to any other lower
point groups. The mathematical concepts for these branching are well developed.

3.1. A short outline of Group Theory

Group theory has been discussed in the lectures on uv-vis spectroscopy. In case of x-ray
absorption, some aspects of group theory are particularly important. They are shortly
introduced below.

3.1.1. Total Symmetry and Multiplication Tables

The crystal field multiplet calculations for x-ray absorption are performed in total
symmetry J, i.e. with the inclusion of the spin-orbit coupling. As discussed in chapter 2,
this is necessary because the core hole spin-orbit coupling is large and does not allow
using LS-coupling schemes for the final state of the x-ray absorption process. In spherical
symmetry the value of J is given as all values that range from |L-S| to L+S, in steps of 1.
If one changes spherical symmetry into cubic symmetry, the orbital momentum L is
affected as will be discussed in detail later in this chapter. The spin quantum numbers are
in principle not affected, but if one includes the core hole spin-orbit coupling one has to
modify the symmetry of the spin quantum number also to cubic symmetry, in order to be
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able to multiply the L and S symmetry states that are both described with the
representations given in table land 2.

O Ay A, T T, E

Ay Ay Ar T T, E

Ay A, Ay T, T, E
T, +T, T, +T,

T T T +E+A, | +E+A, T T
T, + T, T,+ T,

T2 T2 T] +E + A2 +E + Al T1+T2

E E E T,+T> T,+T, A+A+E

Table 13: The multiplication table of O symmetry.

The multiplication rules that apply in O and D4, symmetry can be found directly from
their character tables. Table 1 gives the multiplication table of O symmetry. For example,
multiplying E symmetry with E symmetry yields A; plus A, plus E symmetry. This can
be checked from the character table as follows: E E gives the characters 4, 1, 4, 0 and 0.
The first number gives the dimension. The dimension of 4 implies that the added
dimensions of the representations must also be 4. If a T; or a T, state is one of the
representations, one can only add an A; or A; state. The character tables learn that none of
these combinations can yield the characters 4,1,4,0,0. One finds that only the combination
A; A, E yields the needed overall characters. In analogy one can determine the
complete multiplication table. Table 2 repeats this procedure for D4 symmetry.

D4 A A, B, B, E

A1 A] A2 B] Bz E

A2 Az A1 B2 B1 E

B, B B, Ay A, E

B, B, B, A, Ay E
A+A+

E E E E E BB,

Table 14: The multiplication table of D, symmetry.

We have now enough group theoretical information to understand the consequences of the
crystal field effect on the atomic multiplet states.

3.2. The Crystal Field Multiplet Hamiltonian

The crystal field multiplet Hamiltonian consists of the atomic Hamiltonian as outlined in
the previous chapter, to which an electrostatic field is added:

HCF = HATOM K HFIELD
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2
P\ %eﬂ,_‘ %_FY )l -s,

Haow =3 543 5504 2 542

H oy =-eq(r)

The only term added to the atomic Hamiltonian is an electrostatic field, which consists of
the electronic charge e times, a potential that describes the surroundings (r). The
potential (r) is written as a series expansion of spherical harmonics Ypu's:

L

P(r) = i EVLALMYLM (y.9)

L=0 M=-L

The crystal field is regarded as a perturbation to the atomic result. This implies that it is
necessary to determine the matrix elements of (r) with respect to the atomic 3d orbitals
<3d| (r)|3d>. One can separate the matrix elements into a spherical part and a radial part,
as was done also for the atomic Hamiltonian. The radial part of the matrix elements yields
the strength of the crystal field interaction. The spherical part of the matrix element can be
written completely in Yy symmetry, where the two 3d-electrons are written as Yoy,. This
gives:

<Y2m
2 m,

Yo |Von, )= (=D J15QL+1)/4 S | R
=(-D)™ + JT
Lz -m, M 000

The second 3J-symbol is zero unless L is equal to 0, 2 or 4. This limits the crystal field

potential for 3d electrons to:
2

4
P(r) = Ay Yy +;r2A2MY2M +A;r4A4MY4M
=2 =4
The first term AgoYoo is a constant. It will only shift the atomic states and it is not
necessary to include this term explicitly if one calculates the spectral shape.

3.3. Cubic crystal fields

A large range of systems posses a transition metal ion surrounded by six or eight
neighbors. The six neighbors are positioned on the three Cartesian axes, or in other words
on the six faces of a cube surrounding the transition metal. They form a so-called
octahedral field. The eight neighbors are positioned on the eight corners of the cube and
form a so-called cubic field. Both these systems belong to the Oy point group. The
character table of O, symmetry is given above. Oy, symmetry is a subgroup of the atomic
SO; group.

The calculation of the x-ray absorption spectral shape in atomic symmetry involved the
calculation of the matrices of the initial state, the final state and the transition. The initial
state is given by the matrix element <3d" | Hatom | 3d"™>, which for a particular J-value in
the initial state gives ;<J|0|JJ>. The same applies for the final state matrix element
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<2p3d™"" | Hatom | 2p°3d™"'>, where  y<J'|0|I"> is calculated for the values of J' that
fulfill the selection rule, i.e. I'=J-1, J and J+1. The dipole matrix element <3d" | p |
2p73dN > implies the calculation of all matrices that couple J and J':  ;<J|1|J">. To
calculate the x-ray absorption spectrum in a cubic crystal field, these atomic transition

matrix elements must be branched to cubic symmetry. This is essentially the only task to
fulfill.
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SO; Oy, (Butler) Op (Mulliken)
S 0 0 Ay
P 1 1 T,
D 2 2+ i E+T,
F 3 0+1+1 AxtT+T,
G 4 0+1+2+ i A+E+T+T,

Table 15 Branching rules for the symmetry elements by going from SOs; symmetry to Oy
symmetry.

Table 3 gives the branching from SO; to Oy, symmetry. This table can be determined from
group theory. This table implies that an S symmetry state in atomic symmetry branches
only to an A; symmetry state in octahedral symmetry. This is the case, because the
symmetry elements of an s-orbital in O, symmetry are determined by the character table
of A symmetry, i.e. whatever symmetry operation one applies an s-orbital remains an s-
orbital. This is not the case for the other orbitals. For example, a p-orbital can be
described with the characters of the T; symmetry state in Oy, symmetry, for example the
class Gs, a two-fold rotation around x, inverts the p-orbital. A d-orbital or a D symmetry
state in SOs, branches to E plus T, symmetry states in octahedral symmetry. This can be
related to the character table by adding the characters of E and T, symmetry, yielding the
overall characters 5, -1, 1, -1 and 1, which describe the properties of d-orbitals in Oy
symmetry, i.e. the dimension of a d-orbital is 5 and the class G4 (a fourfold rotation
around x) inverts the d-orbitals. This is a well-known result: A 3d electron is separated
into t); and e, electrons in octahedral symmetry, where the symmetries include the
gerade-notation of the complete Oy, character table.

One can make the following observations: The dipole transition operator has p-symmetry
and is branched to T; symmetry. Having a single symmetry in Oy, symmetry, there will be
no dipolar angular dependence in x-ray absorption. The quadrupole transition operator has
d-symmetry and is split into two operators in Oy, symmetry, in other words there will be
different quadrupole transitions in different directions. The Hamiltonian is given by the
unity representation A; of the symmetry under consideration. In O, symmetry the atomic
G-symmetry state branches into the A; Hamiltonian.

We can lower the symmetry from octahedral Oy to tetragonal Dg, and describe this
symmetry lowering again with a branching table. Table 4 gives the branching table from
Oy, to Dy symmetry.

Oy (Butler) Op (Mulliken) | Dgp (Butler) D4j, (Mulliken)
0 Ay 0 Al
0 A, 2 B,
1 T, 1+ 6 E+ A,
1 T 142 E+ B,
2 E 0+2 A1+ By
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Table 16 Branching rules for the symmetry elements by going from Oy, symmetry to Dy,
symmetrry.

An atomic s-orbital is branched to Ds, symmetry according to the branching series
S A; A;. In other words it is still the unity element, and it will always be the unity
element in all symmetries. An atomic p-orbital is branched according to P T; E+A,.
Adding the characters of E and A, yields 3, -1, 1, -1 and -1, implying that a two-fold
rotation around the z-axis inverts a p-orbital, etc. Similarly an atomic d-orbital is branched
according to D E+T, A;+B;+E+B,. Adding the characters of these four
representations yields 5, 1, -1, 1 and 1. The dipole transition operator has p-symmetry and
hence is branched to E+A; symmetry, in other words the dipole operator is described with
two operators in two different directions implying an angular dependence in the x-ray
absorption intensity. The quadrupole transition operator has d-symmetry and is split into
four operators in Dy, symmetry, in other words there will be four different quadrupole
transitions in different directions/symmetries. The Hamiltonian is given by the unity
representation A;. Similarly as in Oy symmetry, the atomic G-symmetry state branches
into the Hamiltonian in D4, symmetry according to the series G A; A;. In addition it
can be seen that the E symmetry state of O, symmetry branches to the A;symmetry state
in D4y symmetry. The E symmetry state in O, symmetry is found from the D and G atomic
states. This implies that also the series G E Aj;and D E A; become part of the
Hamiltonian in D4, symmetry. The three branching series in D4, symmetry are in Butlers
notation given as 4 0 0,4 2 0Oand 2 2 O and the radial parameters related to
these branches are indicated as X400, X420, and X229. The X499 term is important already in
Op symmetry. This term is closely related to the cubic crystal field term 10Dq as will be
discussed below.

3.3.1. The definitions of the Crystal Field parameters

In order to compare the Xag0, X420, and Xz definition of crystal field operators to other
definitions like Dq, Ds, Dt, we compare their effects on the set of 3d-functions. The most
straightforward way to specify the strength of the crystal field parameters is to calculate
the energy separations of the 3d-functions. In Oy, symmetry there is only one crystal field
parameter X4. This parameter is normalized in a manner that creates unitary
transformations in the calculations. The result is that it is equal to 1/18* 30 times 10Dq,
or 0.304 times10Dq.

In tetragonal symmetry (Da4p) the crystal field is given by three parameters, X400, X420 and
Xa220. An equivalent description is to use the parameters Dq, Ds and Dt. Table 5 gives the
action of the X409, X420 and X5y on the 3d-orbitals and relates the respective symmetries
to the linear combination of X parameters, the linear combination of the Dq, Ds and Dt
parameters and the specific 3d-orbital(s) of that particular symmetry.

Energy expressed in X-terms Energy in D-terms | orbitals

bi 307Xy 427X 2:707Xan0 6Dq+2Ds 1Dt 3dyy2
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a1 | 307 Xy00 + 427 Xu0 + 2°707* X0 6Dq 2Ds 6Dt 3d,
by | -2/3:307" X400 + 4/3-4274 X0 2707 Kang | -4Dq+2Ds 1Dt 3dyy
e | -2/330" Xy 2/3427Xypo+ 70" X | -4Dg-1Ds+4Dt 3dy, 3dy,

Table 17 The energy of the 3d orbitals is expressed in Xypp, X420 and Xoz9 in the second
column and in Dq, Ds and Dt in the third column.

From this table we can relate both notations and write Xag, etc as a function of Dq, Ds
and Dt.

Xa00 = 6:30"Dq 7/2:30"Dt

X420 = 5/2421/2Dt

X220 = 701/2'DS.
The inverse relationship imply:

Dq = 1/630"Xu00 7/30:427" X420

Ds = —70-]/2' X220

Dt = -2/5-42" X420

These relations allow the quick transfer from for example the values of Dq, Ds and Dt
from optical spectroscopy to the X-values as used in x-ray absorption.

3.4. The energies of the 3d" configurations

The crystal field effect modifies the atomic energy levels by the additional terms in the
Hamiltonian. We will use the 3d® configuration as an example to show the effects of the
Oy and Dy, symmetry. Assuming for the moment that the 3d spin-orbit coupling is zero, in
Op symmetry the five term symbols in spherical symmetry split into eleven term symbols.
Their respective energies can be calculated by adding the effect of the cubic crystal field
10Dq to the atomic energies. The diagrams of the respective energies with respect to the
cubic crystal field (normalized to the Racah parameter B) are known as the Tanabe-
Sugano diagrams.

Relative Symmetries in Oy, Symmetries in Day
Energy
'S | 46ev 'A A
P | 02eV T, SEHA,
'D | -0.1ev "E+!T, 'A;+'B; + 'E+'B,
5F | -1.8eV A, +°T, +°T, B, +°E+°A, +’E+°B,
'G | 08eV "A+HT+HT+'E 'A+E + 'A,+E+'By+ A +'B;
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Table 18 The five symmetry states of a 3d° configuration in SOz symmetry and their
respective energies for Ni'' are given in columns 1 and 2. Column 3 gives the respective
symmetries of these states in Oy, symmetry and column 4 in Dy, symmetry. In both cases
the spin-orbit coupling has not yet been included.

/ Figure 1: The Tanabe-
& | Sugano diagram for a
- 3d° configuration in Oy,
2 symmetry.
B 44 f
@
i
c
2
5
£ 5
i
0 ! T 1 T T T . .
00 05 10 15 20 25 30 This figure gives the
Crystal Field Energy (eV) Tanabe—Sugano

diagram for the 3d®
configuration. The ground state of a 3d® configuration in O, symmetry has *A, symmetry.
It is set to zero in this figure. If the crystal field energy is 0.0 eV one has effectively the
atomic multiplet states. From low energy to high energy, one can observe respectively the
’F, 'D, P, 'G and 'S states. Including a finite crystal field strength splits these states, for
example the °F state is split into *A, + T, + *T,. At higher crystal field strengths states
start to change their order and they cross. If states actually cross each other or show non-
crossing behavior depends on the fact if their symmetries allow them to form a linear
combination of states. This also depends on the inclusion of the 3d spin-orbit coupling.

Figure 2 shows the effect of the reduction of the Slater-Condon parameters. The figure is
the same as figure 1 up to a crystal field of 1.5 eV. Then for this crystal field value the
Slater-Condon parameters have been reduced from their atomic value, indicated with 80%
of their Hartree-Fock value to 0%. The spectrum for 0% has all its Slater-Condon
parameters reduced to zero, In other words the 2p3d coupling has been turned of and one
essentially observes the energies of a 3d® configuration, i.e. of a two 3d-holes. This single
particle limit has three configurations, respectively the two holes in egeg, €4t2, and tota,
states. The energy difference between ege, and ety is exactly the crystal field value of 1.5
eV. This figure shows nicely the transition from the single particle picture to the multiplet
picture for the 3d® ground state.
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Figure 2 The Tanabe-Sugano diagram for a 3d° configuration in Oy, symmetry, including
the effect of reduced Slater-Condon parameters.

The ground state of a 3d® configuration in O, symmetry always remains A,. The reason is
clear if one compares these configurations to the single particle description of a 3d®
configuration. In a single particle description a 3d® configuration is split by the cubic
crystal field into the ty, and the e, configuration, following the branching rules. Having
found these configurations, one adds the eight 3d electrons one-by-one to these
configurations. The t,, configuration has the lowest energy and can contain six 3d
electrons. The remaining two electrons are placed in the e, configuration, where both have
a parallel alignment according to Hunds rule. The result is that the overall configuration is
t2g6eg(up)2. This configuration identifies with the A, configuration.

g
% - Figure 3 The splitting of a single 3d-electron under influence of
b I the cubic crystal field D and the Stoner exchange interaction J.
5 ]n—}— 29 4 second electron is indicated with an empty arrow to indicate
g "_L the energy effects.
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Figure 3 shows the splitting of a 3d configuration into an e, and a t,, configuration. Both
configurations are further split by the Stoner exchange splitting J. The Stoner exchange
splitting J is given as a linear combination of the Slater-Condon parameters as
J=(F,+F4)/14. The Stoner exchange splitting is an approximation to the effects of the
Slater-Condon parameters and in fact a second parameter C, the orbital polarization, can
be used in combination with J. The orbital polarization C is given as C=(9F,-5F,)/98.
Often this orbital polarization is omitted from single particle descriptions. In that case the
multiplet configuration *A, is not exactly equal to the single particle configuration
tzg(’eg(up)2 . We assume for the moment that the effect of the orbital polarization will not
modify the ground states. Then one can show that the ground states of 3d" configurations
are those as given in table 7.

Conf. | Ground | HS Ground LS Ground
State in State in Oy, State in Oy,
SO;
3d° 'S, N -
3d' D T, -
3d° °F, T, -
3d° *F *A, -
3d* Dy °E T,
3d° °Ss) °A, °T,
3d° D, °T, A
3d’ *Fo T, °’E
3d° °F, A, -
3d’ 2D5/2 ’E -

Table 19 The configurations 3d’ to 3d’° are given in O, symmetry for all possible high-
spin (HS) and low-spin (LS) states. The third column gives the HS term symbols and the
last column the LS term symbols. The fourth and fifth columns give the respective
occupations of the t;, and eg orbitals.

Table 7 shows that for the configurations 3d*, 3d°, 3d® and 3d’ there are two possible
ground state configurations in O, symmetry. A high-spin ground state that originates from
the Hunds rule ground state plus a low-spin ground state for which first all t,, levels are
filled. One can directly relate the symmetry of a configuration to the partly filled sub-shell
in the single particle model. A single particle configuration with one t, electron has T,
symmetry, two ty, electrons imply T; symmetry and one e, electron implies E symmetry.
If the ty, electrons are filled and the e, electrons (of the same spin) are empty the
symmetry is A,. Finally, if both the t;, and e, states (of the same spin) are filled the
symmetry is A;. The nature of the ground state is important, as we will show below that E
symmetry states are susceptible to Jahn-Teller distortions and T; and T, symmetry states
are susceptible to the effects of the 3d spin-orbit coupling.

71



Multiplets in X-ray Spectroscopy

lectures ICTP 2004, by Frank de Groot
The transition from high-spin top low-spin ground states is determined by the cubic
crystal field 10Dq and the exchange splitting J. The exchange splitting is present for every
two parallel electrons. Table 7 gives the high-spin and low-spin occupations of the t,, and
e, spin-up and spin-down orbitals ter, €+ tse and e, The 3d* and 3d’ configuration differ
by one ty, versus e, electron hence one time the crystal field splitting D. The 3d° and 3d°
configurations differ by 2D. The exchange interaction J is slightly different for egeg, €gtag
and tety, interactions and column 5 contains the overall exchange interactions. The last
column can be used to estimate the transition point. For this column the exchange
splittings were assumed to be equal, yielding the simple rules that for 3d* and 3d°
configurations high-spin states are found if the crystal field splitting is less than 3J. In
case of 3d° and 3d’ configurations the crystal field value should be less than 2J for a high-
spin configuration. Because J can be estimated as 0.8 eV, the transition points are
approximately 2.4 eV for 3d* and 3d°, respectively 1.6 eV for 3d° and 3d’. In other words
3d°® and 3d’ materials have a tendency to be low-spin compounds. This is particularly true
for 3d® compounds because of the additional stabilizing nature of the 3d® 'A; low spin
ground state.

Conf. High-Spin Low-Spin 10Dq Exchange J/D
(D) )

3d* the Cg' thet” thg. 1D 3Je 3

3d5 t2g+3 eg+2 t2g+3 tzg_z 2D 6Jte+Jee'Jtt ~3

3d° | e gty trgs g 2D 6J et ee-3T ~2

3d" | ther eg the | thgr b € | 1D 3Tt Tee-2J 2

Table 20 The high-spin and low-spin distribution of the 3d electrons for the
configurations 3d" to 3d’. The fourth column gives the difference in crystal field energy,
the fifth column the difference in exchange energy. For the last column, we have assumed
that JteNJeeN tt:J

3.4.1. The effect of the 3d spin-orbit coupling

As discussed above the inclusion of 3d spin-orbit coupling will bring one to the
multiplication of the spin and orbital moments to a total moment. In this process one loses
the familiar nomenclature for the ground states of the 3d" configurations. For example the
ground state of Ni' in octahedral symmetry is in total symmetry referred to as T, and not
as A,. In total symmetry also the spin moments are branched to the same symmetry
group as the orbital moments, yielding for a >A, ground state an overall ground state of
T, A,=T,. It turns out that in many cases it is better to omit the 3d spin-orbit coupling
because it is 'quenched’, for example by solid state effects. This has been found to be the
case for CrO,. A different situation is found for CoO, where the explicit inclusion of the
3d spin-orbit coupling is essential for a good description of the 2p x-ray absorption
spectral shape. In other words 2p x-ray absorption is able to determine the different role
of the 3d spin-orbit coupling in respectively CrO, (quenched) and CoO (not quenched).
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Table 9 gives the spin-projection to O, symmetry. The ground states with an odd number
of 3d electrons do have a ground state spin moment that is half-integer. These half-integer
configurations have not been included in the discussion of the character tables discussed
above and can be found elsewhere. Table 9 shows that the degeneracy of the overall
symmetry states is often not exactly equal to the spin number as given in the third column.
For example the *T; ground state is split into four configurations, not three as one would
expect. If the 3d spin-orbit coupling is small (and if no other state is close in energy), two
of these four states are quasi-degenerate and one finds essentially three states. This is in
general the case for all situations. Note that the °A; ground state of 3d is split into two
configurations. These configurations are degenerate as far as the 3d spin-orbit coupling is
concerned. However because of differences in the mixing of excited term symbols a small
energy difference can be found. This is the origin of the small but non-zero zero field
splitting in the EPR analysis of 3d’ compounds.

Conf. | Ground | High-Spin Spin in Oh Deg. Overall Symmetry in
State in Ground Oh
SO3 State in Oh
3d° 'S, N A 1 A
3d' Dsp °T, U, 2 U, +G
3d2 3F2 3T1 T 4 E+T+To+A,
3d° “Fsn ‘A2 G 1 G
3d* Dy E E+T, 5 A +AAEAT +T,
3T, T, 4 E+T+To+A,
3d5 685/2 6A1 G+U, 2 G+U,
2T, U, 2 G+U,
3d° D, T, E+T, 6 A +FEAT +T 1+ T+ T,
1A, Ay 1 A
3d’ *Fopr T, G 4 U+U+G + G
2E U, 1 G
3d® °F,4 A, T, 1 T,
3d’ Dsp ’E U, 1 G

Table 9 The branching of the spin-symmetry states and its consequence on the states that
are found after the inclusion of spin-orbit coupling. The fourth column gives the spin-
projection and the fifth column its degeneracy. The last column lists all the symmetry
states after inclusion of spin-orbit coupling.
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Figure 1. The Tanabe-Sugano diagram for a 3d’ configuration in O, symmetry.

Figure 4 shows the Tanabe-Sugano diagram for a 3d’ configuration in Oy symmetry.
Only the excitation energies from 0.0 to 0.4 eV are shown to highlight the high-spin low-
spin transition at 2.25 eV and also the important effect of the 3d spin-orbit coupling. It
can be observed that the atomic multiplet spectrum of Co" has a large number of states at
low energy. All these states are part of the *Fo,, configuration that is split by the 3d spin-
orbit coupling. After applying a cubic crystal field, most of these multiplet states are
shifted to higher energies and only four states remain at low energy. These are the four
states of 4T1 as indicated in the table. These four states all remain within 0.1 eV from the
U, ground state. That this description is actually correct has been shown in detail for the
2p x-ray absorption spectrum of CoO, which has a cubic crystal field of 1.2 eV. At 2.25
eV the high-spin low-spin transition is evident. A new state is coming from high energy
and a G-symmetry state replaces the U; symmetry state at the lowest energy. In fact there
is a very interesting complication: due to the 3d spin-orbit coupling the G-symmetry states
of the *T, and “E configurations mix and form linear combinations. Just above the
transition point, this linear combination will have a spin-state that is neither high-spin nor
low-spin and in fact a mixed spin-state can be found.

74



Multiplets in X-ray Spectroscopy
lectures ICTP 2004, by Frank de Groot

3.4.2. The effects on the x-ray absorption calculations

General calculation 3dY  2p°3d™"!
in SO3; symmetry

Initial State | Transition | Final State

<0]0]0> <0|1]|1> <0]0]0>
<1|1]0>

<1|0]|1> <l|1]1> <1|0|1>
<1]1]|2>

<210]2> zgmg <210]2>
<3|1]|2>

<3[0|3> <3[1]|3> <3]0]|3>
<3|1]4>

<410 4> ZHH?; <4]0]4>

Table 10 The matrix elements in SO; symmetry needed for the calculation of 2p x-ray
absorption. Boldface matrix elements apply to a 3d’ configuration.

Table 10 gives all matrix element calculations that have to be carried out for
3dY  2p3d™"! transitions in SO; symmetry for the J-values up to 4. These calculations
have been discussed in detail in chapter 2.We will use the transitions 3d° 2p°3d' as
examples. 3d° contains only J=0 symmetry states. This limits the calculation for the
ground state spectrum to only one ground state, one transition and one final state matrix
element. We are now going to apply the SO3 Oh and Oh Dy, branching rules to these
tables.

General calculation 3dY  2p°3d™"' in Oy, symmetry
Initial State Transition Final State
<A | A [A> <A |T{|T> <A A |A>
<T, | T, | Ap>
<T|Ty| T>
<Ti|Ad| Ti> <T11 || Tll || El> <TilAd]T>
<T;|T;| T>
<E | T, | T,>
<E| A/ | E> <E|T;|Ty> <ElAIE>
<T, | T, | T,>
<T, | Ty | E>
<T2| A1 | To> <T22||T1] ||T2> <T2[ Al T
<T, | T, | A2>
<Ay | A1 | A> <A, | T |T> <Ay | Ai|A>
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Table 11 The matrix elements in O, symmetry needed for the calculation of 2p x-ray
absorption. Boldface matrix elements apply to a 3d’ configuration.

In octahedral symmetry one has to calculate five matrices for the initial and final states
and thirteen transition matrices. Note that this is a general result for all even numbers of
3d electrons, as there are only these five symmetries in Oy, symmetry. In the 3d° case, the
ground state branches to A; and only three matrices are needed to generate the spectral
shape: <Aj|A|A;> for the 3d° ground state, <A,|T;|T;> for the dipole transition and
<T)|A|T > for the 2p’3d' final state.

3.4.3. 3d systems in octahedral symmetry

In this section we will focus on the discussion of the crystal field effects on the spectral
shape of 3d” systems. The 3d’systems are rather special because they are not affected by
ground state effects. Table 11 shows that the 3d° 2p°3d' transition can be calculated
from a single transition matrix <A,|T;|T;> in O, symmetry. The ground state A; matrix is
1x1 and the final state T; matrix is 7x7, making the transition matrix 1x7. In other words
the spectrum consists of a maximum of seven peaks. Chapter 3 showed the complete
calculation in SO; symmetry. The respective degeneracies of the J-values in SOsj
symmetry and the degeneracies of the representations in Oy symmetry are collected in
Table 12.

Jin SOs3 | Deg. Branchings in O, | Deg.
0 1 Ay Ay 2
1 3 3Ty Az 3
2 4 4 E, 4 T, T, 7
3 3 3A,3T13 T T, 8
4 1 AL, E, T1. T, E 5
12 25

Table 12 The branching of the J-values in SO; symmetry to the representations in Oy
symmetry, using the degeneracies of the 2p°3d’ final state in x-ray absorption.

A 2p°3d' configuration has twelve representations in SO3; symmetry that are branched to
25 representations in a cubic field. The overall degeneracy of the 2p°3d' configuration is
6x10=60, implying a possibility of 60 transitions in a system without any symmetry. From
these 25 representations, only seven are of interest for the calculation of the x-ray
absorption spectral shape, because only these T| symmetry states obtain a finite intensity.

461.8569 | 462.3299 | 462.6130 | 463.4423 | 465.0240 | 468.5886 | 470.4051

0.0924 0.0000 0.0000 0.0000 0.6001 0.0000 0.3075

0.9009 0.0000 0.0000 0.0000 0.0384 0.0000 0.0607

0.0068 0.0000 0.0000 0.0000 0.3615 0.0000 0.6318

0.0000 0.0000 0.6019 0.0364 0.0000 0.3617 0.0000

0.0000 0.0000 0.0459 0.6674 0.0000 0.2867 0.0000

0.0000 0.0000 0.3521 0.2963 0.0000 0.3516 0.0000

N[OOI WINI=~

0.0000 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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| | 0.0001] 0.0000] 0.0000] 0.0000] 0.2466] 0.0000] 0.7533 |

Table 13 The T; final states of the 2p’3d’ configuration with 10Dg=0.0 eV. The top row
gives the energies and the bottom row the relative intensities of the seven final states that
are build from seven basis-vectors.

Table 13 shows the seven T; symmetry states calculated with a crystal field splitting of
0.0 eV. One finds the three peaks that are related to J=1 final states, build from vector
rows one, two and three. The third row is related to the P, state and the intensity of the
peak as given in the bottom row is equal to the square of this row, where the total
intensity is normalized to 1.0. Rows four, five and six are related to the J=3 states and row
seven is related to a J=4 state. It can be seen that with a value of 10Dq of 0.0 eV, the 7x7
matrix blocks out to two 3x3 and one 1x1 matrices because one essentially is calculating a
spectrum in SO; symmetry.

460.828 | 461.641 | 462.806 | 464.048 | 465.859 | 468.313 | 471.369

0.0662 0.0037 0.1550 0.0124 0.4916 0.0404 0.2308

0.5944 0.0253 0.0007 0.2972 0.0280 0.0078 0.0466

0.0046 0.0091 0.1128 0.0046 0.1845 0.2666 0.4178

0.0161 0.4460 0.0340 0.0980 0.0097 0.2923 0.1039

0.0020 0.2973 0.2980 0.0791 0.0331 0.2191 0.0714

0.0044 0.0404 0.3986 0.0116 0.2417 0.1738 0.1294

N OO |IWINI—

0.3124 0.1781 0.0009 0.4972 0.0113 0.0000 0.0001

0.0001 0.0003 0.0435 0.0001 0.1164 0.2430 0.5968

Table 14 The T; final states of the 2p’3d’ configuration with 10Dg=3.04 eV. The top row
gives the energies and the bottom row the relative intensities of the seven final states that
are build from seven basis-vectors.

Table 14 shows the seven T, symmetry states calculated with a crystal field splitting of
3.04 eV. One finds the seven peaks that are all build from the seven basis vectors. The
third row is again related to 'P; symmetry and its square yields the intensity as given in
the bottom row. Essentially one observes four main peaks, peaks 3, 5, 6 and 7. Peak 6 and
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7 are essentially the L, edge peaks of respectively t,, and e, character. They are split by
3.05 eV, essentially the value of 10Dq. Peaks 3 and 5 are the L3 peaks of t, and e,
character, also split by 3.05 eV. Peaks 1, 2 and 4 are low-intensity peaks that originate
from the 'spin-forbidden transition' in the atomic multiplet calculation.

Figure 5 The crystal field multiplet calculations for the 3d°  2p’°3d" transition in Ti"". The
atomic Slater-Condon parameters and spin-orbit couplings have been used as given in
table 2.14. The bottom spectrum is the atomic multiplet spectrum. Each next spectrum has
a value of 10Dq that has been increased by 0.3 eV. The top spectrum has a crystal field of
3.0eV.

Figure 5 shows the crystal field multiplet calculations for the 3d° 2p’3d' transition in
Ti". The result of each calculation is a set of seven energies with seven intensities. These
seven states have been broadened by the lifetime broadening and the experimental
resolution. From a detailed comparison to experiment it turns out to be the case that each
of the four main lines has to be broadened differently. It is well known that the L, part of
the spectrum (i.e. the last two peaks) contains an additional Auger decay that accounts for
a significant broadening with respect to the L3 part. This effect has been found to be an
additional broadening of 0.5 eV half-width half-maximum (hwhm). An additional
difference in broadening is found between the t;, and the e, states. This broadening has
been ascribed to differences in the vibrational effects on the t,, respectively the e, states.
Another cause could be a difference in hybridization effects and in fact charge transfer
multiplet calculations indicate that this effect is more important than vibrational effects.
Whatever the origin of the broadening, the comparison with experiment shows that if one
performs crystal field multiplet calculations, the e, states must be broadened with an
additional 0.4 eV hwhm for the Lorentzian parameter. The experimental resolution has
been simulated with a Gaussian broadening of 0.15 eV hwhm.

Figure 6 compares the crystal field multiplet calculation of the 3d° 2p°3d’ transition in
Ti" with the experimental 2p x-ray absorption spectrum of FeTiOs. The titanium ions are
surrounded by six oxygen atoms in a (little) distorted octahedron. The value of 10Dq has
been set to 1.8 eV. The calculation is able to reproduce all peaks that are experimentally
visible. In particular the two small pre-peaks can be nicely observed. The similar
spectrum of SrTiO; has an even sharper spectral shape, related to the perfect octahedral
surrounding of Ti'" by oxygen.

[T in Oy FeTiOg

T

s~ relative intensity

60 5 470 475
Energy (eV)
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Figure 6 The 2p x-ray absorption spectrum of FeTiOs; compared with a crystal field
multiplet calculation for Ti" with a value of 10Dq of 1.8 eV.
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Figure 7 The crystal field multiplet calculations for the 3d°  2p°3d" transition in Ti"". The
atomic Slater-Condon parameters and spin-orbit couplings have been used as given in
table 2.14. The bottom spectrum is the crystal field multiplet spectrum with atomic
parameters and corresponds to the fifth spectrum in Figure 5; i.e. 10Dq is 1.5 eV. Each
next spectrum has a value of the Slater integrals further reduced by respectively 25%,
50%, 75% and 99%, i.e. the top spectrum is essentially the single particle (crystal field)
result.

Figure 7 shows the effect of the pd Slater-Condon parameters on the spectral shape of the
3d° 2p’3d' transition in Ti'"". The bottom calculation is the same as in Figure 5 and used
the 80% reduction of the Hartree-Fock values in order to obtain a good estimate of the
values in the free atom. In most solids the pd Slater-Condon parameters have essentially
the same values as for the free atom, in other words the solid state screening of the pd
Slater-Condon parameters is almost zero. The five spectra are calculated by using the
same values for the 3d- and 2p-spin-orbit coupling and the same crystal field value of 1.8
eV. The Slater-Condon parameters are rescaled to respectively 80% (bottom), 60%, 40%,
20% and 1% (top). The top spectrum corresponds closely to the single particle picture,
where one expects four peaks, respectively the Ls-ty,, the Ls-eg, the Ly-t, and the L,-e,
peak, with respective intensities given by their degeneracies, i.e. 6:4:3:2. This is exactly
what is observed in the top spectrum, where it is noted that the intensity ratio is a little
obscured by the differences in line width. One can conclude that there is a large difference
between the single particle result (top spectrum) and the multiplet result (bottom
spectrum). The Slater-Condon parameters have the effect to lower the intensity of the t,
peaks and shift intensity to the e, peaks. An even larger intensity shift can be observed
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from the L; edge to the L, edge and a very clear effect is the creation of additional (pre-
)peaks, because additional transitions become allowed.
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3.4.4. X-ray absorption spectra of 3d" systems

The description of the x-ray absorption spectra of 3d" systems follows the same
procedure as for 3d” systems as described above. The matrix elements must be solved for
the initial state Hamiltonian, the transition operator and the final state Hamiltonian.

A difference between 3d° and 3d" ground states is that the latter are affected by dd-
interactions and crystal field effects. Whether a system is high-spin or low-spin can be
determined directly from the shape of the x-ray absorption spectrum. The calculation of
the x-ray absorption spectrum has the following parameters to consider:

a. The atomic Slater-Condon parameters. For trivalent and tetravalent systems these
parameters are sometimes reduced. An effective reduction can also (partly) be
achieved by the inclusion of charge transfer effects.

b. The inclusion of the cubic crystal field strength 10Dq, optimized to experiment. The
value of 10Dq determines the spin-state of the 3d* to 3d” systems.

c. The inclusion of the atomic 3d spin-orbit coupling. Because of an effective quenching
of the 3d spin-orbit coupling by lower symmetries and/or translational effects, in some
cases the 3d spin-orbit coupling must be set to zero to achieve a good agreement with
experiment. This is for example the case for CrO,. In contrast the case of CoO proves
the importance of the inclusion of the 3d spin-orbit coupling as is evident from Figure
8.

d. The inclusion of lower-symmetry parameters, for example Ds and Dt.

e. In many systems it is important to extend the crystal field multiplet program with the
inclusion of charge transfer effects as will be discussed in chapter 5.
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Figure 8: The crystal field multiplet calculation of Co" with and without the inclusion of
the 3d spin-orbit coupling. The bottom spectrum is without 3d spin-orbit coupling. The 0

K and 300 K spectra have an atomic spin-orbit coupling included, where the close
degeneracy of the spin-orbit split states causes temperature effects in the x-ray absorption
spectral shape. The experimental CoO spectrum is simulated with the 300 K spectrum.
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4. Charge Transfer Effects

Charge transfer effects are the effects of charge fluctuations in the initial and final states.
The atomic multiplet and crystal field multiplet model use a single configuration to
describe the ground state and final state. One can combine this configuration with other
low-lying configurations similar to the way configuration-interaction works with a
combination of Hartree-Fock matrices.

4.1. Initial State Effects

The charge transfer method is based on the Anderson impurity model and related short-
range model Hamiltonians that were applied to core level spectroscopies. This line of
approach has been developed in the eighties. The Anderson impurity model describes a
localized state, the 3d-state, which interacts with delocalized electrons in bands. The
Anderson impurity model is usually written in second quantization. In second
quantization one starts with the ground state ( and acts on this state with operators that
annihilate (a ) or create (a) a specific electron. For example a 2p to 3d x-ray absorption
transition is written as | oayp az¢™>. With second quantization one can also indicate the
mixing of configurations in the ground state. For example an electron can hop from the
3d-states to a state in the (empty) conduction band, i.e. | oaszq ac>, where ag indicates an
electron in the conduction band with reciprocal-space vector k. Comparison to experiment
has shown that the coupling to the occupied valence band is more important than the
coupling to the empty conduction band. In other words the dominant hopping is from the
valence band to the 3d-states. If one annihilates an electron in a state and then re-creates it
one effectively is counting the occupation of that state, i.e. a34 834 yields n3g. The
Anderson impurity Hamiltonian can then be given as:
2 €l d, "‘tvad; (a5,a, +aja,)

These four terms represent respectively the 3d-state, the correlation of the 3d-state, the
valence band and the coupling of the 3d-states with the valence band. One can further
extend the Anderson Impurity model to include more than a single impurity, i.e. impurity
bands. In addition one can include correlation in the valence band, use larger clusters, etc.
In case of multiplet calculations of x-ray absorption these approaches lead in most cases
to a too large calculation.

_ 1 1 1
H . =&3,a5,05, +U ya5,05,a5,a5, +

Figure 9 sketches the Impurity model with a semi-elliptical band of bandwidth w. Instead
of a semi-elliptical band one can use the actual band structure that is found from DFT
calculations (bottom). Actually, it has been demonstrated that the use of the real band
structure instead of an approximate semi-elliptical or square band structure hardly affects
the spectral shape. The multiplet model approximates the band usually as a square of
bandwidth w, where n number of points of equal intensity are used for the actual
calculation. Often one simplifies the calculation further to n=1, i.e. a single state
representing the band. In that case the bandwidth is reduced to zero. In order to simplify
the notation we will in the following remove the k-dependence of the valence band and
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assume a single state describing the band. It must be remembered however that in all
cases one can change back this single state to a real band with bandwidth w.

S Figure 9: The interaction of a U-

\ U correlated localized state with

" |"—" delocalized bands. From bottom to
2 top are respectively given: a
o B general DOS, a semi-elliptical
; | w valence band, a square valence
2 : U band and a single valence state.
3 /_\\

| m

u
o 2 ' ' 8 10

4 6
Energy (eV)

Removing the k-dependence renders the Hamiltonian into:

H oy =€3,03,05, +Ual,az,al,a,, + eala, 1, (al,a, +alay,)
Bringing the multiplet description into this Hamiltonian implies that the single 3d state is
replaced by all states that are part of the crystal field multiplet Hamiltonian of that
particular configuration. This implies that the Ugqg-term is replaced by a summation over
four 3d-wavefunctions 3d;, 3d,, 3ds and 3d4:

_ 1 1 i 1
H = €3,05,05, +€,a,a, +1,,(az,a, +a,a,,)

+ Eﬂ,rz,ﬁ,ﬁ AN AN ERFZ I's alyay, +Hq
The term gqq describes all two-electron integrals and includes the Hubbard U as well as
the effects of the Slater-Condon parameters F> and F*. In addition there is a new term in
the Hamiltonian due to the 3d spin-orbit coupling. Her describes the effects of the crystal
field potential . This situation can be viewed as a multiplet of localized states interacting
with the delocalized density of states, as indicated in figure 10. The energy difference to
the centre of gravity of the multiplet is indicated with _. The effective energy difference
to the lowest state of the multiplet is indicated with . One ingredient is still missing from
this description that is if the electron is transferred from the valence band to the 3d-band,
the occupation of the 3d-band changes by one. This 3d™"" configuration is again affected
by multiplet effects, exactly like the original 3d" configuration. The 3d™"" configuration
contains a valence band with a hole. Because the model is used mainly for transition
metal compounds, the valence band is in general dominated by ligand character, for
example the oxygen 2p valence band in case of transition metal oxides. Therefore the hole
is considered to be on the ligand and is indicated
with L, i.e. a ligand hole. The charge transfer effect on the wave function is described as
3dV+3d L.
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' ‘ ‘ ' Figure 10: The interaction of a multiplet
|——A_|_i_ ‘ of localized states with delocalized bands.
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Because the 3d"™ 'L state is also affected by multiplet effects, figure 10 is not correct as
the 3d™''L state is described with a single 3d™"! state in combination with L, a ligand hole
that can have either a single energy or be a band. If one includes the effects of the
multiplets on the 3d""'L in this figure, for a single state one essentially obtains a

configuration-interaction between two sets of multiplet states.

lonic Conf. Charge Transfer States
2.0 L= T == — -
— [P = =
004 — =8 —== _
s — —== =
2 — — —_—
3 _ —_
5 2.0 | . = :
= —_—
Lu —
4.0- o i
t=0.5 p—
"oad® t=0  t=1 t=2

Figure 11: Left: The crystal field multiplet states of 3d’ and 3d°® configurations. The
multiplet states with energies higher than +2.0 eV are not shown. _ has been set to +2.0
eV. Right: The charge transfer multiplet calculations for the combination of crystal field
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multiplets as indicated on the left and with the hopping ranging from 0.0 eV to 2.0 eV as
indicated below the states.

Figure 11 gives the crystal field multiplets for the 3d’ and 3d°L configurations of Co'.
The 3d’ configurations is centred at 0.0 eV and the lowest energy state is the *T; state,
where the small splittings due to the 3d spin-orbit coupling have been neglected(de Groot
1994). The lowest state of the 3d°L configuration is the *A, state, which is the ground
state of for example Ni". The centre of gravity of the 3d® configuration has been set at 2.0
eV, which identifies with a value of _ of 2.0 eV. The effective charge transfer energy is
defined as the energy difference between the lowest states of the 3d’ and the 3d°L
configurations as indicated in Figure 11. Because the multiplet splitting is larger for 3d’
than for 3d°L, the effective is larger than _. The effect of charge transfer is to form a
ground state that is a combination of 3d’ and 3d°L. The energies of these states have been
calculated on the right half of the figure. If the hopping parameter ¢ is set equal to zero,
both configurations do not mix and the states of the mixed configuration are exactly equal
to 3d’, and at higher energy to 3d*L. Turning on the hopping parameter, one observes that
the energy of the lowest configuration is further lowered. This state will still be the *T,
configuration, but with increasing hopping, it will have increasing 3d°L character. One
can observe that the second lowest state is split by the hopping and the most bonding
combination obtains an energy that comes close to the *T| ground state. This excited state
is essentially a doublet state and if the energy of this state would cross with the *T; state
one would observe a charge-transfer induced spin-transition. It has been shown that
charge transfer effects can lead to new types of ground states, for example in case of a 3d°
configuration, crystal field effects lead to a transition of a S=2 high-spin to a S=0 low-
spin ground state. Charge transfer effects are also able to lead to an S=1 intermediate spin
ground state.

Figure 11 can be expanded to Tanabe-Sugano diagrams for two configurations 3d" +
3d"V"'L, instead of the usual Tanabe-Sugano diagrams as a function of only one
configuration. The energies of such two-configuration Tanabe-Sugano diagrams are
affected by the Slater-Condon parameters (often approximated with the B Racah
parameter), the cubic crystal field 10Dq, the charge transfer energy _ and the hopping
strength t. The hopping can be made symmetry dependent and one can add crystal field
parameters related to lower symmetries, yielding to an endless series of Tanabe-Sugano
diagrams. What is actually important is to determine the possible types of ground states
for a particular ion, say Co". Scanning through the parameter space of F*, F*, 10Dgq, Ds,
Dt, LS34,t and _ one can determine the nature of the ground state. This ground state can
then be checked with 2p x-ray absorption. After the inclusion of exchange and magnetic
fields one has also a means to compare the ground state with techniques like x-ray MCD,
optical MCD and EPR.

Comparing figure 9 with figure 11 one observes the transition from a single particle
picture to a multiplet configurational picture. One can in principle put more band
character into this configurational picture and a first step is to make a transition from a
single state to a series of 3d°L states, each with its included multiplet but with each a
different effective charge transfer energy. One can choose to use a more elaborate cluster
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model in which the neighbor atoms are actually included in the calculation. These cluster
models are not described further here. In all cases where multiplet effects are important,
i.e. with at least two holes in correlated states, these cluster models do in general not lead
to significantly different conclusions and ground state descriptions.
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4.2. Final state effects

The final state Hamiltonian of x-ray absorption includes the core hole plus an extra
electron in the valence region. One adds the energy and occupation of the 2p core hole to
the Hamiltonian. The core hole potential Upq and its higher order terms g,q give rise to the
overlap of a 2p wave function with a 3d wave function and is given as a summation over
two 2p and two 3d-wavefunctions 2p;, 2p,, 3d; and 3dy:

- i N\ i t \ . 1
H,,6 =¢,,a,,a,, t 2 nnnr 8n%atpdrpdia T, rl,rzl S a5,

The term g,q describes all two-electron integrals and includes Upq as well as the effects of
the Slater-Condon parameters F?, G'and G°. In addition there is a term in the Hamiltonian
due to the 2p spin-orbit coupling. There is no crystal field effect on core states.

_ i ? i t
H = €3,05,05, + €,a,a, +1,5,(a,a, +a,as,)
1 1 . 1
+ 2&&&& 8aa 3193429343344 T+ EFI,FZ IS aya5, + Hep

+ 52pa2Tpa2p + EFIIZ,&H gpda;dla2p1a§p2a3d2 + ED,H [s aszlazpz

This equation is solved in the same manner as the initial state Hamiltonian. Using the two
configuration description of Figure 11, one finds for Co" two final states 2p°3d® and
2p°3d’L. These states mix in a manner similar to the two configurations in the ground
state and as such give rise to a final state Tanabe-Sugano diagram. All final state energies
are calculated from the mixing of the two configurations. This calculation is only possible
if all final state parameters are known. The following rules are used:

a) The 2p3d Slater-Condon parameters are taken from an atomic calculation. For
trivalent ions and higher valences, these atomic values are sometimes reduced.

b) The 2p and 3d spin-orbit coupling are taken from an atomic calculation.

¢) The crystal field values are assumed to be the same as in the ground state.

d) The energies of the configurations, i.e. the charge transfer energy, are given by the
values of Ugq and U,q. Effectively _g = _ + Uqq -Upg. Because in general Uy is
approximately 1 to 2 eV larger than Ugq, one often assumes _r=_j-1eVor_p=_1-
2eV.

e) The hopping parameter ¢ is assumed to be equal in the initial and final states.

Detailed analysis of x-ray absorption and resonant x-ray emission spectra has shown that
the crystal field values seem to be smaller by 10 to 20% in the final state. The same
observation has been made for the hopping parameters. One can understand these trends
from the (slight) compression of the 3d wave function in the final state. From the presence
of the 2p core hole one would expect a significant compression of the 3d wave function,
but the effect of the 2p core hole is counteracted by the effect of the extra 3d-electron in
the final state. Because we have seen that Uyq is a bit smaller than Uy this counteracting
action is not complete and there will be a small compression of the 3d wave function. In
conclusion it can be said that _, # and 10Dq will all be slightly smaller in the final state.
Because the reduction of these parameters has counteracting effects on the spectral shape,
in most simulations one varies only _ and keeps # and 10Dq constant.
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4.3. The x-ray absorption spectrum with charge transfer effects

The essence of the charge transfer model is the use of two or more configurations. Ligand
field multiplet calculations use one configuration for which it solves the effective atomic
Hamiltonian plus the ligand field Hamiltonian, so essentially the following matrices:

Tysy & <3dN yd 2p53dN+1>2
H oy = <3dN | % +Gly Sy + Hypy | 3dN>
Hppy =(29°3d" [ £ 46 0,05, 464l s, + Hppy | 2p°3d )

The charge transfer model adds a configuration 3d™"'L to the 3d" ground state. In case of
a transition metal oxide, in a 3dNHL_conﬁguration an electron has been moved from the
oxygen 2p-valence band to the metal 3d-band. One can continue with this procedure and
add 3d""™L* configuration, etc. In many cases two configurations will be enough to
explain the spectral shapes, but in particular for high valence states it can be important to
include more configurations. As far as x-ray absorption and x-ray emission is concerned,
the consequences for the calculations are the replacement of 3d" with 3d™+3d""'L plus

the corresponding changes in the final state. This adds a second initial state, final state and
dipole transition:

]XAS,Z &« <3dN+1L |p| 2p53dN+2L>2
Hoyra = <3dN+1L | f]_i +GalySy + Hypy |3d™ L>

Hopr s = <2p53dN+2L | % + S'plpsp + 6 lysy +Hppy | 2p53d}v+2£>
The two initial states and two final states are coupled by monopole transitions, i.e.
configuration interaction. The mixing parameter ¢ couples both configurations and is the
energy difference. The Hamiltonian is abbreviated with #/ to describe the monopole
interaction:
HMIX]I,[Z = <3dN [2/A] 3d™! L>

Hyyrie = <2p53dN+1 [t/A] 2p53dN+2L>

The x-ray absorption spectrum is calculated by solving the equations above. If a 3d~LL"
configuration is included its energy is 2_+Ugg, where Uqq is the correlation energy
between two 3d-electrons. The formal definition of Uyq is the energy difference one
obtains when an electron is transferred from one metal site to another, i.e. a transition 3d"
+3dY  3d" + 3d™". The number of interactions of two 3d" configurations is one more
than the number of interactions of 3d™"" plus 3d™"", implying that this energy difference is
equal to the correlation energy between two 3d-electrons.

By analyzing the effects of charge transfer it is found that, for systems with a positive
value of , the main effects on the x-ray absorption spectral shape are:
(1) The formation of small satellites.
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(2) The contraction of the multiplet structures.

The formation of small satellites or even the absence of visible satellite structures is a
special feature of x-ray absorption spectroscopy. Its origin is the fact that x-ray absorption
is a neutral spectroscopy and the local charge of the final state is equal to the charge of the
initial state. This implies that there is little screening hence little charge transfer satellites.
This effect can be explained by using a two-by-two problem as example. We follow the
paper of Hu et al.(Hu and others 1998a) to describe the mixing of two configurations that
are separated by and mixed by t. This mixing yields a two by two determinant:

0 ¢
t A

H=

Solving the determinant yields the two states after mixing: The ground state, or bonding
combination, g has a wave function:

W, =a,[3d")+ |3d""'L)
The energy of the bonding combination is given as:

E, = % —%\/N + 4t
The parameters ;and ;can be definedin and t:

a, = \1/1+(52F, X =+A? +4T>
B =\1-a’

The anti-bonding combination is given as:
W, = B[3d")-a[3d""'L)
The energy of the anti-bonding combination is given as:
E, =%+%\/A2 +4¢
We have found that in the final state the value of p~ -1 eV. This implies that the final
state determinant is approximately equal to the initial state determinant:
0 ¢,
A

H=

tF F

This yields for ¢and ¢ that they are approximately equal to ;and ; The results of the
initial and final state equations can be used to calculate the x-ray absorption cross section.
One can make a transition from 3d" to 2p53dN+1 and from 3d""'L to 2p53dN+2L. This
implies that the intensity of the main peak is equal to ( ; + j f)2 while the satellite
intensity is equal to ( ; ¢ ; p°. The contraction of the multiplet structure due to charge
transfer can also be understood using the two by two matrices. Assume two multiplet
states split by an energy . They both mix with a charge transfer state that is positioned

above the lowest energy multiplet state I. Consequently the charge transfer energy of the
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second multiplet state Il is - . Assuming that the hopping terms are the same for these
two states, the energy gain of the bonding combination is:

E, () =%—%\/A2 + 4t
E, ()= A- ¢ 1,/(A—5)2 +4¢

2 2
The higher lying multiplet states have a smaller effective  and consequently a larger
energy gain. As such their energy comes closer to the lowest energy state and the

multiplet appears compressed.

The two by two problem in the initial and final state explains the two main effects of
charge transfer: a compression of the multiplet structure and the existence of only small
satellites. These two phenomena are visible in the figure of Ni". In case that the charge
transfer is negative, the satellite structures are slightly larger because then the final state
charge transfer is increased with respect to the initial state and the balance of the initial

and final state 'sand 'sis less good.

Figure 12: Series of charge
: transfer multiplet calculations
for the Ni’ ground state
AL 3d°+3d’L. The top spectrum
N has a charge transfer energy
N of +10 eV. The bottom
N spectrum has a charge transfer
energy of -10 eV and relates to
an almost pure 3d’ ground
State.
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Figure 12 shows the effect of the charge transfer energy on divalent nickel. We have used
the same hopping t for the initial and final state and reduced the charge transfer energy
by one eV. In the top spectrum, =10 and the spectrum is essentially the ligand field
multiplet spectrum of a Ni'" ion in its 3d® configuration. The bottom spectrum uses =-10
and now the ground state is almost a pure 3d’L configuration. Looking for the trends in
Figure 14, one finds the increased contraction of the multiplet structure by going to lower
values of . Going from Ni to Cu the atomic parameters change very little, except the 2p
spin-orbit coupling and the 2p binding energy. Therefore the spectra of 3d" systems of
different elements are all very similar and the bottom spectrum is also similar to Cu"
systems. Therefore one can also use the spectra with negative -values for Cu'
compounds, such as La;Li;,»Cu;,04 and Cs;KCuFg. Figure 13 shows the comparison of
the 2p x-ray absorption spectrum of these two compounds with charge transfer multiplet
calculations. It can be checked in figure 15 that these calculations look similar to the
calculations for Ni" systems with negative values of . For such systems with negative
values, it is important to carry out charge transfer multiplet calculations, as no good
comparison with crystal field multiplet spectra can be made.

Figure 13: Results of theoretical
simulations of the copper 2p x-ray
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Term Symbols

Term Symbol 25*1L

(25+1)(2L+1)

L=0,1,2,34 >S,P,D,F, G
IL-S| =<J =L+S

Deg. Each J-state: 2J+1

S-€

p-e
d-e

. 2
ectron: <S5, ),

. 2 2
ectron: <P, and <P,
ectron: 2D,,, and 2D/,




Term Symbols

2p?-configuration

| Mib, Msb> | | Mia, Msa> | | ML, Mg> # | Mia, Msa> | | Mip, Mep> | | M, Mg> #
1, —> |1,+> 2, 0> 1 1, —> |-1,_> |0,-1> 1
|0,+> |1,+> 1, 1> 1 |0,+> |0,_> |0,0> 3
0, —> |1,+> 1, 0> 1 |0,+> |-1,+> |-1,1> 1
-1, +> |1,+> 0, 1> 1 |0,+> |-1 > |-1,0> 1
|-1,_> 1, +> |0,0> 1 |0,_> |-1,+> |-‘|,0> 2
|0, +> 1, —> 1, 0> 2 |0, —> -1, —> -1, -1> 1
0, -> 1, —> 1, -1> 1 |-1, +> -1, —> |-2, 0> 1
-1, +> 1. —> 0, 0> 2




Term Symbols

ALL | Ms=1 | Ms=0 | Ms=-1 ‘D | Ms=1 | Ms=0 | Ms=-1
M, =2 0 1 0 M, =2 0 1—0 0
M =1 1 2 1 M =1 1 2—1 1
M_=0 1 3 1 M. =0 1 32 1
M, =-1 1 2 1 M_=-1 1 2—1 1
ML=-2 0 1 0 ML=-2 0 1—0 0

3P MS=1 MS=O MS=-1 1S MS=1 MS=O MS=-1
M =2 0 0 0 M =2 0 0 0
M_=1 1—0 1—0 1—0 M =1 0 0 0
M. =0 1—0 2—1 1—0 M. =0 0 1—0 0
M, =-1 1—0 1—-0 1—0 M, =-1 0 0 0
M, =-2 0 0 0 M_=-2 0 0 0

2p2-configuration: 1S, D,, 3P, 3P, 3P,,




Term Symbols

- Term Symbol 25*1L

» 2p?-configuration: 1S, Dy, °Py, 3Py, 3P,,
1+5+1+3+5=15
» 2p3p-configuration: 'S, 1D,, 3P, 3P4, P,
+384,°Dy, °Dy, °Dg, Py,
15+3+3+5+7+3=36

. 2P@?2P = 138,P,D
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Term Symbols

3di4d' | 'S | P | D | 'F |G| | |D|F |G| 3
Deg. 1 3 5 7 9 3 9 15 | 21| 27 | 100
45
0 0
1 1 1 1
2 2 2

J-values 3 3 3 3

4 4 4

5

*2p2-configuration: 1S, 'D,, °Py, °Py, °P,,
*3d2-configuration: 'S, 'D,, 3P, °Py, °P, ,
'G,, °F,, °F3, °F,




Term Symbols

3d"-configuration:

10y 10!
n _(IO—n)!n!

2p>3d"-configuration:

c(10y_ 10
= 6 X
“| s (10— n)ln!




Matrix Elements




Matrix Elements

f, values:
K IS even
=2l .
k

max

K=K

-2, .....0

max?’ " "max

g, values:
only for different shells!

3d!' no integrals
3d? | ...=2>Kk. =4
fo, T, f4, NO exch.

1s? |.,,=0 >k, ,,=0,
fy, NO exchange

K Is even if |,+], Is even 3d4f | . =2>k =4
Kimax= 1175 fo, T2, 14
K=K axr Kmax=2s - ---- (Oor1) |+, 5 > Ko =0
J41, 93, 95
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Matrix Elements

<ZS+1LJ ‘%‘2S+1LJ>=‘ kok+§ ngk

4 4

1s2s . =0>k__ =0, f,  f,=1
I1+|2 =0> kmaxzo’ Y0 gO=1

(S £]S) = F*(1s25) + G°(1s2s)

<3S \ %\3S> = F°(152s) = G°(1525)




Matrix Elements
3d? | ...=2>Kk. =4 fo, fo, £, NO exchange

<ZS+1LJ ‘%‘2S+1LJ>=‘ kok+§ ngk

4 4

Calculate energy levels due to e/r integrals
(45x45 matrix blocked into irred. Representations)

Relative | Relative
_ Energy [ Energy

'S F’+2/7F +2/7F° 0.46F° | 4.6eV
P | FP+321F-421F 0.02F° | 02eV
D | F-349F +449F" | -0.01F°| -0.1eV
°F F'-8/49F -1/49F" | -0.18F° | -1.8¢eV
'G | FP+4/49F +1/441F* | 0.08F°| 08eV




Matrix Elements

Hunds rules:

* Term symbols with maximum spin S are lowest in energy,
* Among these terms:

Term symbols with maximum L are lowest in energy

* In the presence of spin-orbit coupling, the lowest term has
J = |L-S| if the shell is less than half full

J = L+S if the shell is more than half full

3d" has 2D, ground state 3d? has 3F, ground state
3d? has 2D., ground state 3d8 has 3F, ground state
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Term Symbols and XAS

Ls = (3d" | p|2p*3d"y

Symmetry properties:

Lyss & <[ISO]‘ I:IPI]‘ [1’3PDF]>2




Term Symbols and XAS

Ti'Vion in TiO,:

Ground state: 3dY

Final state: 2p°3d’

Dipole transition: p-symmetry

3d%-configuration: S j=0
2p'3d9-configuration: 2P®2D = '3PDF  j=0,1,2,3,4
p-transition: P Aj=+1,0,-1
ground state symmetry: 'S 1S,
transition: S®P=1P

two possible final states: 'P 'P4,°P4,°Dy.
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Term Symbols and XAS

-3.281

1.0

-2.954

-0.94

0.30

0.08

0.213

-0.19

-0.77

0.60

5.594

0.24

0.55

0.79

-2.381

0.81

-0.46

0.01

0.34

-1.597

-0.03

-0.50

0.56

-0.65

3.451

0.04

-0.30

-0.82

-0.47

3.643

-0.57

-0.65

-0.06

0.48

-2.198

-0.21

0.77

0.59

-1.369

0.81

-0.19

0.54

3.777

-0.53

-0.60

0.59

-2.481

Table 1 The relative energies of an atomic multiplet calculation for Ti

1.0




Intensity (log scale)

Term Symbols and XAS

Energy (eV)

35 40 45 50 55 460 465 470 475 480
T T T T VA
1000 L Ti3p Ti2p 5 1000
100 | 1100
10 L 110
1 1
0.1 0.1
0.01 L 0.01
1E-3 L 1E-3
La 4d La 3d
1E_4 [ I [ I [ I [ I [ I [ I [ ///I/I I L1l I L1 1 I L1 1 I L1 1 I L1l 1E_4

100 105 110 115 120 125 835 840 845 850 855

Energy (eV)




3d0 XAS calculation

Heﬁ = HELECTRO - HLS—2p - HLS—3d

1 gy perpo = <2p53d1 ‘% | 2p53d1>
Hiso, =(2p15,0,75,12p)
g 5, = <3d‘§dld Sy ‘3d>




3d? XAS calculation

Heleotro=0 HLS-2p=O I_ILS-3d=O
Energy Matrix Ligenvectors
0O 0 O 1 0 O
0O 0 O 0O 1 0
0O 0 O 0 0 1
Energy Levels Intensities
0.00 0.00
0.00 0.00
0.00 1.00




3d? XAS calculation

Helectro=ATOM HLS-2p=O I_ILS-3d=O
Energy Matrix Ligenvectors
—1.345 0 0 1 0 0O
0 0.671 0 01 0
0 0 3.591 0 0 1
Energy Levels Intensities
-1.345 °P 0.00
+0.671 D 0.00
+3.591 'P 1.00




3d? XAS calculation

Helectro=0 I_ILS-2p=ATOI\/I I_ILS-3d=O
Energy Matrix Eigenvectors
0.944 1.635 2312 0> =02 0707
—0.866 —-0.288 -0.408
1.635 —0.944 1.335 00 osle 057
2312  1.335 0.000
Energy Levels Intensities
-1.888 P 0.00
-1.888 D 0.666
+3.776 'p 0.333




Intensiy

3d? XAS calculation

4l

Eneroy {2V

Intenaiy

4l

Enery (aV)




3d? XAS calculation

Helectro=ATOM I_ILS-2p=ATOI\/I I_ILS-3d=O
Energy Matrix Eigenvectors
1.615 1.635 2.3I: 0.297  =0.776 0.557
1635 2980 1332 ~0.951 -0.185 0.248
' ' T 0.089  0.603 0.792

2312 1.335 3.59

Energy Levels Intensities
-2.925 °P 0.008
+0.207 D 0.364
+5.634 P 0.628




Intensiy

Intensiy

3d? XAS calculation

Energy {2V

Energy (aV)

4an

Intensiy

Intensiy (10

4l El 453 44 4i5 Bii 4T 43 T am 7 an am o

Enarpy (aV)

4l £l E'x] 4 E[5] Bk 4T 4ia 45 Er] 11 m AT o

Enerpy (2V')




Intensity (log scale)

3d? XAS calculation

Energy (eV)

35 40 45 50 55 460 465 470 475 480
T T T T VA
1000 £ Ti3p Ti2p <4 1000
100 | 1100
10 L 110
1 1
0.1 0.1
0.01 L 0.01
1E-3 L 1E-3
La4d La 3d
1E_4 [ I [ I [ I [ I [ I [ I [ ///I/I I L1l I L1 1 I L1 1 I L1 1 I L1l 1E_4

100 105 110 115 120 125 835 840 845 850 855

Energy (eV)




3d? XAS calculation

Edge
Average Energy (eV)
Core spin-orbit (eV)
F?2 Slater-Condon (eV)

Intensities:

Pre-peak

p;, or dy),

Py o1 dy),

T12p
464.00
3.78

5.04

0.01
0.72

1.26

T1 3p
37.00
0.43

8.91

10
1073

1.99

La 3d

841.00

6.80

5.65

0.01
0.80

1.19

La4d

103.00

1.12

10.45

10-3
0.01

1.99




3dN XAS calculation

Transition Ground Transitions Term Symbols
3d? —=2p°3d! 1S, 3 12
3d! —=2p°3d? D, 29 45
3d? —=2p°3d? ’F, 68 110
3d® —=2p°3d* ‘F, ), 95 180
3d* —=2p°3d° °D, 32 205
3d> —=2p>3d° °Ss,, 110 180
3d® —=2p°3d’ °D, 68 110
3d7 —2p°3d8 ‘Fy) 16 45
3d® —2p°3d° ’F, 4 12

3d? —2p33d10 2D, , 1 2




Term Symbols and XAS

Ti'Vion in TiO,:

Ground state: 3dY

Final state: 2p°3d’

Dipole transition: p-symmetry

3d%-configuration: S j=0
2p'3d9-configuration: 2P®2D = '3PDF  j=0,1,2,3,4
p-transition: P Aj=+1,0,-1
ground state symmetry: 'S 1S,
transition: S®P=1P

two possible final states: 'P 'P4,°P4,°Dy.
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Term Symbols and XAS

Ni'"ion in NiO:

Ground state: 3d8

Final state: 2p°3d°

Dipole transition: p-symmetry

3d8-configuration: 'S 1D, 3P,G, °F j=4
2p53d9-configuration: 2P®2D = '.3PDF  j’=0,1,2,3,4
p-transition: P Aj=+1,0,-1
ground state symmetry: 3F 3F,

transition: 3SF ®'P = 3DFG

two possible final states: 3D, 3F D,,3F3,3F, 1F;
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Intensiy

3d® XAS calculation

Enerey (aV)

Intensiy
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Term Symbols and XAS

Ni'"ion in NiO:

Ground state: 3d8

Final state: 2p°3d°

Dipole transition: p-symmetry

3d8-configuration: 'S 1D, 3P,G, °F j=4
2p53d9-configuration: 2P®2D = '.3PDF  j’=0,1,2,3,4
p-transition: P Aj=+1,0,-1
ground state symmetry: 3F 3F,

transition: 3SF ®'P = 3DFG

two possible final states: 3D, 3F D,,3F3,3F, 1F;
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Intensiy

3d® XAS

Intmsiy

Enerey (aV)

calculation

Intensiy

Enerey (aV)

| L
B2 ot | A% ] i B2 fid a 71 Bt | AT ETE
Enarpy (V')
| I
=
-l
;.2
2
B2 ot | A5 ] i B2 fid a - Pk} Bt | AT ETE

Enarpy (V)




XAS calculations of rare earths

Nd' ion in Nd metal
Ground state: 4f3

Final state: 3d°%4f4

! -l. L
S ~f XAS ’
; \ / \u_*__“_ Md |

i [ I — 1 L S
T80 1000 1020
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X-ray absorption

Excitation of core electrons to empty states.

Spectrum given by the

(name Golden Rule given by Fermi; rule itself given by Dirac)

2

e°r‘q)i> éEf—Ei—ha)

Im~2f<<1>f




| ﬁ
S - .
g |
O _
2 "
N |
I\
2 _ =

(spun

‘que) salels o Alisuaq

Energy (eV)




Shapes of d-orbitals
orthogonal

d-orbitals have gerade (g) symmetry

' I

% ” '
% - T

yz Xy X2-y2

N _ -

~

lie between ordinate axes lie along ordinate axes

In a free ion (no ligands), d-orbitals are degenerate ie. they have the same energy
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Octahedral crystal field splitting

metal ion in symmetrical field in octahedral ligand field
in free space

- - eg

-7 x2-y2 72

X2-y2yz 72 xz xy

XY, YZ, Xz stabilised relative to symmetrical field lie between ordinate axes

X2-y2, 72 destabilised relative to symmetrical field lie along ordinate axes
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Effect of ligand field on metal d-orbitals

orbitals forming e, set

orbitals forming t,, set
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The difference in energy between the e, and the t,; energy levels is the

crystal field splitting parameter, A, . This is given the value 10 Dq.

symmetrical field octahedral ligand field

barycentre
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Crystal Field Effects

HCF = HATOM - HF[ELD

Hppn =-eq(r)

L

P(r) = i EFLALMYLM (¥, 9)

L=0 M=-L




<Y2m2

Crystal Field Effects

<3d|¢(r)|3d>.

m, 2
Yips Yan, ) =(=1) \/15(2L+1)/4Jr(_m Mvoom
2

2
P(r) = Ay Yoy + ErzAzMsz T EF4A4MY4M
Me=qc

2 M=-4




SO,

Crystal Field Effects

O, (Butler)

2+ 71
A+ 1 +71

0+1+2+71

O, (Mulliken)

A,

T

E+T,

AT +T,

A +E+T +T,




IS

P

'D

SF

'G

Relativ
eEnerg

y
4.6 eV

0.2 eV

-0.1
eV

-1.8
eV

0.8eV

Crystal Field Effects

Symmetries in O,

1A,
3T,
IE + 1T,
A, +°T, +°T,

A T+ T+E

Symmetries in D,

IA1
3E+3A2
'A,+!B, + 'E+!B,
3B, +3E +3A, + 3E + 3B,

A +1E +
A +'E+!B,+A +1B,




Crystal Field Effects: Tanabe-Sugano

Excitation Energy (eV)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Crystal Field Energy (eV)




Crystal Field Effects

80

//
/A

60

Reduction
40

20

w EES

Excitation Energy (eV)

N

Crystal Fle d eV




d+ ions :
Two possible arrangements of electrons

High Spin Complex

CFSE =
3x-0.4 Ay +1x0.6 Ay
= = 06 AOCt

Low Spin Complex
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Crystal Field Effects:
High-spin or Low-spin

E 10Dq > 3J
g
Eg j: (d4 and d®)

¥
_L Tig 10Dq > 2J
20 _[_L Ik (d6 and d7)




Contf.

3d°
3d!
3d?
3d’
3d*
3d°
3d°¢
3d’
3d?®
3d°

High-spin or Low-spin
Ground HS Ground State LS Ground State

State SO, in O, in O,
ISo 1 A, _
2D3/2 2T2 -
3F 3T _
2 1
4Fs/z 4A2 -
D SE 3T
0 1
6S5/2 6A1 2T2
5D2 STz 1Al
41:9/2 4T1 °E
31:4 3 A, )
D 2E -

5/2




Conf

3d*

3d°

3d°¢

3d’

High-spin or Low-spin

High-Spin

Low-Spin 10Dq
(D)
thes by! 1D
tgr by 2 2D
fgs by 2D
tes by 1D
e |

Exchange
()

3]

te

6Jte+Jee_Jtt

6Jte+Jee_3 Jtt

3 Jte+Jee_2 Jtt

J/D

~3

~2

2




Crystal Field Effect on XAS

JinSO; Deg.
0 1
1 3
2 4
3 3
4 1

Branchings

A
3x T,
A=< E, 4x T,
3xA, 3« T, 3xT,
ALE T, T,

I'in O,

A
A,
T
T,
E

Deg.

OnO O N W DN

25




Effect of 10Dq on XAS:3d°
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462 464 466 468 470 472
Energy (eV)




Comparison with Experiment
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Comparison with Experiment
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2.0 -

1.5 -

)

0.5

1.0

Turning multiplet effects off

_I‘f'\._
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Energy (eV)
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T'Illllli"

N

l
. 518 528
— J \‘L://ﬁb Energy (eV)
50 520 530
Energy (eV)
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Excitation Energy (eV)

0.4

3d spin-orbit coupling

0.3 1

0.2~
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Intensity

3d spin-orbit coupling
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Charge transfer
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Charge transfer

A

Density of States
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Charge transfer
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Charge Transfer States

2.0 -

0.0 -

-2.0 -

4.0 1

=

A

-

i
N)




Charge transfer
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Charge transfer
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Intensity (arb. units)

Charge transfer
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X-ray absorption and dichroism of transition metals and

their compounds
F.M.F. de Groot!

Spectroscopy of Solids and Surfaces, University of Nijmegen, Toernooiveld, 6525 ED Nijmegen, The

Netherlands

(First received 28 December 1992; in final form 27 October 1993)

Abstract

This review presents an overview of the X-ray absorption spectra of 3d transition metals and their compounds. The
emphasis is on the description of the X-ray absorption process and the various rouies to interpret the results within the
framework of their electronic structure, This also includes the use of polarization dependent measurements which are
particularly used for the study of the magnetic structure. Emphasis will be given to the metal 2p spectra for which the
obtainable resolution has been greatly improved over the last 10 years. The interpretation of 2p core spectra, photo-
emission as well as absorption, is dominated by short range models, such as the Anderson impurity model. It has been
shown that 2p X-ray absorption is relatively insensitive to charge transfer effects which simplifies the analysis. The
interpretation with a ligand field multiplet model accounts well for the observed spectra and due to its simplicity this
model yields accurate and well defined electronic structure parameters. For the 1s X-ray absorption spectra, of the metals
as well as of the ligands, it has been shown that they correspond closely to the unoccupied density of states as determined
from single particle schemes using either band structure methods or real space multiple scattering. A number of potentially
important effects beyond this interpretation will be discussed. Overviews will be given of the published X-ray absorption
results for the metal 2p, the metal 1s and the ligand 1s spectra.
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1. Introduction

Thisreviewisan attempt to give an overview of the
field of X-ray absorption, including their magnetic
circular dichroism (MCD), of transition metals and
theircompounds. Themainemphasis of thisreviewis
the metal 2p spectra. The review concentrates on the
analysis using the ligand field multiplet model as well
as short range model Hamiltonians. For clarity it is
noted that this route of analysis is sometimes
envisaged as a particular “school” of spectral
analysis which is not universally accepted. Some
important other “schools”, for example the
multiple scattering schemes, are mentioned only
very briefly. Most controversies in the analysis are
touched upon in the various sections.

The outline of the review is as follows: Section 2
introduces some of the experimental aspects of
X-ray absorption experiments. Section 3 gives a
short overview of the models used for the descrip-
tion of the electronic structure of transition metals
and their compounds. Section 4 describes the inter-
action of X-rays with matter. It describes core exci-
tations and. focuses on the short range model
descriptions of core level spectroscopies. Section 5
deals with metal 2p X-ray absorption. The ligand
field multiplet model and the charge transfer multi-
ple model are discussed in detail. Section 6
discusses the different routes to interpret MCD
spectra. The different models interpreting X-ray
absorption, now extended for their sensitivity to
circularly polarized X-rays, are compared. Section
7 gives an overview of the existing data of metal 2p
spectra, including the linear and circular dichroism
studies. Section 8 describes the analysis of metal
and ligand 1s X-ray absorption spectra in terms
of single particle calculations, including multiple
scattering approaches. It also includes a (selected)
overview of published data of the 1s edges of the
ligands as well as of the metals,

2. Experimental

The normal set-up to measure an X-ray absorp-
tion spectrum is in transmission mode as sketched
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Fig. 1.Transmission mode (top) and yield mode (bottom) X-ray absorption experiments.

in Fig. 1 at the top. The intensity of the X-ray is
measured before and after the substrate and the
percentage of transmitted X-rays is determined.
The X-ray absorption spectrum is generated by
repeating the experiment for a series of X-ray
energies.

Transmission mode experiments are standard
for hard X-rays. For soft X-rays, in order to
obtain a detectable signal the substrate has to be
thin, typically 0.1 gm. This poses large technologi-
cal problems for most materials. Soft X-rays also

have a large absorption cross section with air; -

hence the experiments have to be performed in
vacuum. An alternative to the transmission mode
experiments has been provided by measuring the
decay products of the core hole which is created
in the absorption process. The decay of the core
hole gives rise to an avalanche of electrons,
photons and ions escaping from the surface of the
substrate. The bottom of Fig. 1 shows a yield mode
experiment of the X-ray absorption cross section,
with which it is possible to measure samples of
arbitrary thickness.

X-ray absorption experiments have been per-
formed since the beginning of this century, but
they have been severely restricted because the
only available X-ray sources had a restricted set

of intense discrete energies with a Bremsstrahlung
continuum of relatively low intensity. The advent
of synchrotron radiation sources, which provide an
intense and continuum - spectrum of polarized
electromagnetic radiation, created the possibility
of immensely improving the X-ray absorption
spectra. The intrinsic polarization features of the
X-ray beam can be exploited to do dichroism
experiments, The following experimental aspects
of the X-ray absorption and dichroism experi-
ments will be discussed: synchrotron radiation,
X-ray monochromators and detection techniques.

2.1. Synchrotron radiation

Synchrotron radiation is produced when. a
charged particle, with an energy E > mc?, is
deflected in a magnetic field. The development of
synchrotron radiation is based on the work
of lvanenke and Pomaranchuk [Ivad4] and
Schwinger [Sci46] in the forties [Koc77, Fug9l].
The original synchrotrons were used for high
energy physics and the radiation was considered
merely as a side product. The experiments which
made use of the radiation were performed in a
parasitic fashion. However the interesting results
which emerged led to the development of
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Fig. 2. The historical development of the brilliance of available X-ray sources (from [Fug91)).

dedicated synchrotron radiation sources in the
early seventies and the SRS synchrotron in Dares-
bury can be considered as the first dedicated stor-
age ring for synchrotron radiation. The original
emphasis was on the optimization of the life-time,
the current and the energy of the beam. In the early
eighties the emphasis switched to an optimization
of the brilliance and also to the development of
insertion devices to increase the intensity of high
energy photons [FugSl]. Figure 2 sketches the
development of the available X-ray flux duting
the last century (taken from [Fug91)).

As a typical example of a dedicated VUV-ring
the Berliner Elektronen-Speicherring Gesellschaft
fir SYnchrotronstrahlung (BESSY) [Ber87] will be
discussed. BESSY is an electron storage ring with a
circumference of about 62m. From each of the
twelve bending magnets synchrotron radiation is
directed to a number of experimental stations.
The energy of the electrons stored in the ring is
754 MeV. To keep the electrons in orbit they are
accelerated at one point in the ring to compensate
the energy-loss due to emission of radiation in the
bending magnets. The position of the beam within
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the synchrotron ring is constantly corrected with a
series of quadrupolar and sextupolar magnets, but
nevertheless the stored current slowly decreases
because of scattering with remnant gas, imperfect
orbit correction, etc. The typical life-time of an
800MeV ring such as BESSY, superACO and
NSLS-VUV is 2 to 5h [Fug91].

The deflection of the electrons in the bending
magnets creates electromagnetic radiation with an
energy distribution as sketched in Fig. 3 [Ivad4,
Scid6, Ten85]. The critical energy e, is determined
by the energy of the electrons and by the magnetic
field in the deflection magnets. For BESSY the
critical energy is about 600eV, which roughly
equals the energy with the highest flux as can be
checked in Fig. 3. Figure 4 shows the radial distri-
bution of the radiation for three typical X-ray
energies relative to the critical energy e.. The radia-
tion in the plane of the orbiting electrons is linearly
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Fig. 4. Radial distribution of intensity. vy is the angle (in mrad)
with the plane of the electron-orbit.

polarized. Out-of-plane radiation is partly cir-
cularly polarized. By selecting part of this out-of-
plane radiation, the circularly polarized X-rays
can be used for X-ray magnetic circular dichroism
(X-MCD) experiments. The intensity of the out-of-
plane radiation decreases quickly, especially for
soft X-rays. However the intensity profile can be
modified with the use of insertion devices, such as
an asymmetric wiggler [Sai92].

2.2. X-ray monochromators

X-rays can be monochromatized with crystal
monochromators or with gratings. The 1s edges
of the 3d transition metals have an energy of 5 to
9keV and in general Si crystals are used. The 2p
edges have an energy in the energy range in
between 200 and 1000¢V, that is in between the
traditional regions of grating monochromators
(£ <200eV) and crystal monochromators
(E > 800¢V).

2.2.1. Crystal monochromators

For energies above 800eV the usual way to
monochromatize the X-ray is by means of a
double crystal monochromator. The X-ray beam
impinges on the first crystal and the X-ray energy
which satisfies Bragg’s equation (nA = 2dsin6) is
reflected. In principle one crystal is enough to
monochromatize the beam; the second crystal
improves the resolution slightly but it is used
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primarily because it allows for a constant direction
of the outgoing monochromatized X-ray. The
energy range of the double crystal mono-
chromator is defined by the lattice spacing of the
crystals used, given that the angle of incidence (8) is
limited to between 10° and 80°. For encrgies above
2keV artificial silicon crystals (2d = 6.271 A) are
used. The difficult energy range in between 800
and 1500eV is covered by crystals of natural
beryl Be;AlLSicOs (24 = 15.95A). For energies
lower than 800eV one has to use crystals with a
lattice spacing larger than beryl. The organic crys-
tals with this property are, however, not resistant to
the full power of the synchrotron beam. A solution
to this problem has been found by using an artifi-
cial multilayer as a pre-monochromator [Laa87);
however for energies below 1keV the grating
monochromators are dominant (see Section
2.2.2). The use of beryl has drawbacks because of
the limited allowed heatload and particularly the
content of aluminium and silicon. Recently YBg;, a
cubic crystal with 2d = 23.44 A, has been tested
[Scf92, Won90]. This material has a slightly
improved resolution, but its greatest merit is the
absence of absorbing elements in between 1 and
2keV, which makes it a suitable monochromator
for silicon and aluminium 2p edges. A compli-
cation in the use of crystal monochromators for
circular dichroism experiments is the decrease
of the degree of polarization in non-grazing
geometries.

2.2.2. Grating monochromators

The monochromatizing element is an artificial
grating with typically 1000 lines per mm
(2d ~ 5 x 107" m). The soft X-ray range can be
covered by using the grating monochromators in
grazing incidence (# — 0). The grazing incidence
grating monochromators are divided according to
the shape of the grating, which can be toroidal,
planar or circular. The toroidal grating mono-
chromators (TGMs) dominate in the energy
range up to 200eV. At present the energy region
in between 200eV and 800eV is best served with
either a planar grating monochromator (PGM) or

with a spherical (or cylindrical) grating monochro-
mator (SGM).

A typical SGM is the grasshopper as used at
Stanford Synchrotron Radiation Laboratory
(SSRL) [Bro78]. This monochromator and also
the 10-metre monochromator at Photon Factory
[Mac86] use the Rowland circle geometry. The
Rowland circle constraints were relaxed in the
later designs of Padmore [Pad87, Pad89] and
Chen [Che87]. The Dragon monochromator
[Che87, Che89, Che90a] at the National Synchro-
tron Light Source (NSLS) at Brookhaven reached
an unprecedented high resolution of 1: 10 for the
soft X-ray range. The strength of the Dragon
monochromator is its relatively simple arrange-
ment of optical components. The entrance slit
improves the resolution by making the mono-
chromator less dependent on the source size. The
exit slit moves during an energy-scan and the
mirrors are situated before the grating, This
arrangement facilitates the change of the mono-
chromator position to use out-of-plane (circularly
polarized) radiation. A design in which the beam is
split in the mirrorbox and radiation from above
and below the synchrotron plane is guided to the
sample simultaneously (the so-called double
headed Dragon) has been proved to be very
effective for MCD experiments [Che90b].

The plane grating SX700 monochromators
[Pet82, Pet86, Tog86] were designed to mono-
chromatize the synchrotron radiation onto a
fixed exit slit, without the necessity of an
entrance slit. This can be achieved by a com-
bined movement of the plane grating and the
mirrors. The first plane pre-mirror is used to
satisfy the focusing condition of the plane
grating [Pet82]. The second ellipsoidal mirror
refocuses the radiation onto the curved exit slit.
The resolution is mainly source limited because
there is no entrance slit. The resolution of the
SX700/1 is about 1:10° and the $X700/2 mono-
chromator has a resolution of about 1:10*
[Dom91]. The SX700/3 monochromator is
adapted to the use of out-of-plane circularly
polarized light [Wim92].
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2.2.3. What do you need for X-ray absorption?

The present resolution of 1: 10%, reached by both
SGMs and PGMs, is satisfactory, and for solids
life-time broadening is of the same order of mag-
nitude (depending on the particular edge and
material). For the MCD measurements both the
Dragon-like and SX700 monochromators reach
similar degrees of polarization. Throughput is in
general not a large constraint for X-ray absorp-
tion; it is for photoemission.

A large number of SGMs and PGMs usable
for (soft) X-ray absorption are available at close
to all the synchrotron sources in the world. The
new generation of synchrotrons, ESRF, APS,
SPRINGS8 and particularly for the soft X-ray
range ALS, ELETTRA, BESSY2 and MAX2,
will provide improved brilliance. This can and
will further improve the various parameters of the
monochromators, particularly the flux, but con-
straints such as heatload will necessitate further
improvements in the design and optical elements.

2.3. Detection techniques

As sketched in Fig. 1, the absorption cross
section can be measured by means of electrons
which escape from the surface as a result of the
decay of the core hole. Instead of electrons,
photons or ions can be detected, and the electron,
fluorescence and ion-yield methods present an
alternative to the transmission mode experiments.
In this section the different methods are discussed,
specifically with regard to the conditions under
which a specific yield measurement represents the
X-ray absorption cross section and the related
question of the probing depth of the specific yield
method.

2.3.1. Auger electron yield

One can measure the intensity of a specific Auger
decay channel of the core hole. The energy of the
Auger electron is not dependent on the energy of
the incoming X-ray and from the universal curve
[Sea79] it is found that the mean free path of a
500eV Auger electron is of the order of 20A.

Hence the number of Auger electrons emitted is
equal to the number of core holes which are
created in the first 20 A from the surface. Because
the mean free path of the incoming X-ray is of the
order of 1000 A, the number of core holes created
in the first 20 A is equal to the absorption cross
section. Effectively the Auger electron yield
method is a measurement of only 20A of
material; hence the Auger electron yield is rather
surface sensitive.

2.3.2. Fluorescence yield

Instead of the Auger decay, the fluorescent decay
of the core hole can be used as the basis for the
absorption measurement. The amount of fluores-
cent decay is increased with energy [Cit76], and a
comparison of the amount of Auger decay with
fluorescent decay shows that for the atomic
number Z <20 Auger decay dominates for all
core levels and for Z < 50 Auger decay dominates
all edges apart from the K edges for which
fluorescent decay starts to dominate [Fug90].
Thus for the 3d metals, the K edges show strong
fluorescence and all other edges mainly Auger
decay. The photon created in the fluorescent
decay has a mean free path of the same order of
magnitude as the incoming X-ray, which excludes
any surface effect. However, it means that there will
be saturation effects if the sample is not dilute. That
is, in the limit that there is only one absorption
process, all X-ray photons which enter the
material contribute to the fluorescence yield
signal; hence its intensity will not be equal to the
absorption cross section. The relation between
the intensity of the fluorescence yield (/) and the
absorption cross section (o) is [Jak77]

~ Ux(E) (1)
ox(E) + au(E) + o.(Ey) + o (Ey)

I

For dilute materials, that is if the background
absorption (oy,) dominates the absorption of the
specific edge (s,), the measured intensity is
approximately equivalent to the absorption coef-
ficient (I; ~ o). For less dilute materials the spec-
tral shape is modified and the highest peaks will
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appear compressed with respect to the lower peaks,
known as saturation effects. For a given material
the background absorption is known and in prin-
ciple can be corrected for afterwards. However this
correction procedure affects the statistics consider-
ably. For concentrated systems, (o, > o), the
spectral modifications are too large for a sensible
analysis. The M, s edges of rare carths and to a
lesser extent also the L; 3 edges of transition metals
are relatively strong; hence the fluorescence yield
signal will be saturated for the pure metals. Com-
pounds with low-Z elements will also show dis-
torted X-ray absorption spectra. The oxygen K
edge of metal oxides will show relatively small
saturation effects, especially if some high-Z ele-
ments are present as is the case for YBa,Cuz0y_;
and related compounds [Tro90]. Equation (1)
shows that apart from saturation effects, there
can be effects due to so-called self-absorption. If
the fluorescent decay of a core hole takes place at
an energy (E;) which is strongly reabsorbed, the
spectral shape is modified in a rather complicated
manner and the spectrum is difficult to interpret.
The large escape depth makes fluorescence yield
suited for the measurement of impurities, which
are difficult to measure with a surface sensitive
technique such as Auger yield. The suitability of
fluorescence yield for impurities, for example
metal ions in bioinorganic cluster compounds or
even complete enzymes, has led to large efforts in
the development of fluorescence vield detectors
[Cra88, Cra9la).

2.3.3. Ion yield

Another decay product of the core holes is ions.
If the absorption process takes place in the bulk
and the core hole decays via an Auger process a
positively charged ion is formed, but due to further
decay and screening processes the original situation
will be restored after some time. However, if
the absorption process takes place at the surface,
the possibility exists that the atom which absorbs
the X-ray will be ionized by Auger decay and
escape from the surface before relaxation pro-
cesses can bring it back to the ground state. If the

escaping ions are analysed as a function of X-ray
energy the signal will again be related to the absorp-
tion cross section. Because only atoms from the top
layer are measured, ion yield is extremely surface
sensitive. The mere possibility of obtaining a
measurable signal from ion yield means that the
surface is 1i‘f€:‘\"€i$1my distorted, but as mere are
of the order of 10" surface atoms per mm°® , this
does not necessarily mean that a statistically rele-
vant proportion of the surface is modified. The
possibility of using ion yield is highly material
dependent and it is expected that the highest
cross sections will be obtained for ionic solids.
The method has been demonstrated for calcium
atoms in the surface layer of CaF, [Him91).

2.34. Total electron yield

The most abundant yield detection technique,
which is also the most unclear in its nature, is
total electron yield. The difference with Auger
electron yield is that the energy of the outgoing
electrons is not selected and all escaping electrons
are counted. It is clear that the signal is dominated
by secondary electrons which are created in the
cascade process of the Auger decay electrons
[Erb88, Hen79]. The ease of detection and the
large signal make total electron yield a much
used technique, but questions which remain are
the specific processes which take place and specifi-
cally the probing depth and the related surface
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Fig. 5. Relative oxygen K edge X-ray absorption intensity as a
function of the thickness of the TayOs layer (from [Abb92b]).
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Table 1
Probing depths of yield detection of soft X-ray absorption
experiments of 3d metal oxides

Detection technique Probing depth/A
Ion yield =)
Auger electron yield = 20
Total electron yield = 40
Fluorescence yield > 1000

sensitivity are only roughly known. An estimate for
the probing depth is to use the Auger probing
depth as the lower boundary and something of
the order of 200 A as the upper boundary. As the
creation, migration and escape of secondary elec-
trons will be material dependent, the probing depth
of total electron yield will be material dependent.

A quantitative study of the mean probing depth
of total electron yield for the oxygen K edge of thin
layers of Ta,Os on tantalum metal has been studied
by Abbate et al. [Abb92b]. The tantalum oxide
overlayers can be prepared with great accuracy
and they are stable with respect to further oxi-
dation if the layers have a thickness of 20A or
more [San83]. Figure 5 shows the results for a
layer thickness between 20 and 80 A. The figure
shows that total electron yield signal is already
saturated for layers of the order of 40A. More
details concerning the processes which determine
the probing depth are given in [Abb92a, Erb88,
Hen79, Kro90]. In Table 1 the estimates of the
probing depths of the different yield methods are
collected.

3. Electronic structure models

This section sketches the models which are used
to describe the electronic structure of transition
metals and their compounds. The two basic
electronic structure models are (1) the Hartree—
Fock (HF) approximation and (2) the local spin
density (LSD) approximation to density func-
tional theory (DFT). While LSD and its
extensions/modifications dominate solid state
physics, the quantum chemistry domain is domi-
nated by models which use HF as their starting

point. In this section HF (3.1) and LSD (3.2) are
introduced. The subsequent sections discuss some
of the extensions of HF and LSD, such as the
generalized gradient approximation (GGA) (3.3),
the GW approach (3.4), short range model Hamil-
tonians (3.5), the inclusion of the Coulomb inter-
action (U) in LSD (3.6), the self-interaction
correction (SIC) (3.7), orbital polarization (OP)
(3.8), the ligand field multiplet (LFM) model
(3.9) and recent extensions based on multi-
configurational HF descriptions (3.10).

For solids in general LSD overbinds and the
band gap is too small, while for HF the band gap
is too large, In a sense most of the recent extensions
can be viewed as an effort to combine the good
points of HF and LSD to arrive at a more accurate
description of the ground state.

3.1. The Hartree—Fock (HF) approximation

A well established approximation to determine
the electronic structure is the Hartree—Fock (HF)
approximation (presented text is based on [Ing91]).
It is built on two basic notions. (1) The interaction
of the electrons is described by the electrostatic
potential, the Hartree potential (V)

) = ¥ [ 06 () — @

J

(2) The second ingredient of HF is the anti-
symmetric structure of the wavefunction which
gives rise to the exchange interaction (V). V; acts
non-locally on the wavefunction. Apart from the
Hartree and exchange potentials HF contains the
kinetic term (V}) and interaction with the nuclei
(¥Vn)- In bracket notation the eigenvalue problem
is given as

E =) (ilVi+ Vuli) + WlVuli) + @IVl (3)

A self-consistent HF calculation gives the
ground state energy E; the ground state wave-
function is given as a Slater determinant: an anti-
symmetrized determinant of the one-electron orbi-
tals. An important omission in HF is the neglect of
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correlation. With correlation is meant the notion
that as two electrons repel each other, their
position and momentum are not independent. In
HF correlations are not included, apart from a
partial effect for parallel spin from exchange. In
general Hartree—Fock overestimates the band
gap. For example in the case of CaCuO, a HF
gap of 13.5eV is to be compared with an experi-
mental band gap of 1.5eV [Mas92b].

3.2. The local spin density (LSD) approximation

Since the establishment of the density functional
theorem (DFT), stating that the ground state
energy can be expressed as a function of the elec-
tron density [Hoh6d], and the practical imple-
mentation of this theorem in the local (spin)
density approximation (LSD) [Koh65], solid state
calculations based on this formalism have become
important. This is not only to determine the total
energy but also to obtain a picture of the electronic
structure in terms of the density of states, which in
turn is used to analyse spectra.

As in HF the kinetic, nuclear and Hartree poten-
tials are used. The difference is that exchange and
correlation effects are described by a combined
potential V.. All potentials are local functions of
the electron density n. All complications are
collected in the exchange-correlation potential,
for which it is assumed that in a solid its value is
equal to that of a homogeneous electron gas for a
particular n. Thus for the spin-polarized version
the potential is given as

Vispln',n7} = Vi + Vn+ Va + Vi 4)

For V,[n",n”] several alternative formulations
are used and for details the reader is referred to
review papers on LSD, for example [Jo89b]. The
electronic structure and properties of solids are
described with a number of alternative realizations
of LSD. These methods vary in the use of plane
waves (pseudo-potentials and augmented plane
waves (APW)) or spherical waves (augmented
spherical waves (ASW)); the use of fixed basis sets
such as the linear combination of atomic orbitals

(LCAO); the use of the electron scattering formu-
lation, such as real space multiple scattering (MS)
and Koster—Koringa Rostoker (KKR); linearized
versions, such as linearized muffin tin orbitals
(LMTO) and linearized APW (LAPW). For each
of these methods in general several computer codes

S P sviarvoimma The ot

exist. Some methods exist in versions for spin-
polarized calculations, the inclusion of spin—orbit
coupling, fully relativistic codes, full potentials, spin-
moment or direction restricted calculations, etc.
Some recent reviews include [Jo89b, And87, Zel92].

A usual picture to visualize the electronic struc-
ture of a transition metal compound, such as oxides
and halides, is to describe the chemical bonding
mainly as a bonding between the metal 4sp states
and the ligand p states, forming a bonding combi-
nation, the valence band and empty antibonding
combinations. The 3d states also contribute to the
chemical bonding with the valence band which
causes them to be antibonding in nature. This
bonding, taking place in a (distorted) cubic crystal-
line surrounding, causes the 3d states to be split
into the so-called #,; and e, manifolds. This situ-
ation is visualized for a TiOf~ cluster in Fig. 6(a).
For comparison the oxygen 1s X-ray absorption
spectrum is given. In Fig. 6(b) this picture is
modified for a partly filled 3d band. The example
given is for a FeOg~ cluster. The 3d band is split
by the crystal field splitting and a large exchange
splitting.

This qualitative description of the electronic
structure of transition metal compounds can be
worked out quantitatively within L(S)D: in
[Mat72a, Mat72b] a systematic study was made
of the band structures of the 3d monoxides. The
qualitative picture given above was verified, but
in the calculations it was found that the dispersion
of the 3d bands is larger than the crystal field
splittings, with the result that all monoxides were
calculated to be metallic, in conflict with the experi-
mental findings. An important improvement of the
L(S)D calculations, already suggested in [Mat72a],
came with the inclusion of spin and the correct
description of the magnetic structure of the
monoxides [And79, Ogu83, Ogu84, Ter84,
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(a)
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Fig. 6. Schematic band picture of (a) a Tiog' cluster and (b) a FeOﬁ’ cluster, Ti** has an empty 3d band and F >t contains a half filled

3d band.

Yas83]. With the experimentally found anti-
ferromagnetic coupling in the (111) direction it was
found from LSD calculations that both MnO and
NiO are insulators. In MnO all spin-up states are
filled and all spin-down states empty, similar to the
situation in Fig. 6(b). Figure 7, reproduced from
[Ogu84], shows the result of the LSD calculation
for NiO. A band gap of 0.3eV is found and the
occupied states can be roughly divided into an
oxygen 2p band at about 6eV below the Fermi
level and a nickel 3d band just below Eg. From
the spin-projected nickel 3d states it can be seen
that, in first approximation, the spin-down states
are rigidly shifted over about 1.2eV. The t%g states
are positioned at the same energy as the e; states, or
in other words the ligand-field splitting roughly
equals the exchange splitting.

3.2.1. The real space multiple scattering formalism
Particularly for hard X-rays, the absorption
spectra are calculated with a real space multiple

scattering formalism [Vvd92]. It has been shown
that if worked out rigorously within its mathe-
matical framework, the real space multiple scatter-
ing result is identical to the result obtained
from band structure [Jon68, Nat86a, Reh93]. See
Section 8 for further discussion.

3.3. The generalized gradient approximation

The generalized gradient approximation (GGA)
has been developed to overcome the limitations met
in the use of LSD. The goal of GGA is to come closer
to the limit of the exact exchange-correlation poten-
tial within DFT. In comparison with experiment
LSD gives a too strong bonding and hence too
small optimized lattice parameters. This result has
been linked to the use of a localized potential. In
GGA this is replaced with a potential which is not
only dependent on the electron density n, but also on
its gradient (Vn). The exchange-correlation poten-
tial is Vi[n*,n~, Vn™, Vn~] [Lan80).



540 F.M_F. de Groot/J. Electron Spectrosc. Relat. Phenom. 67 (1994) 529-622

s r ]
3 + N
¥ 100 :
g . O(p)* Ni(d) :
Q : ]

0z o F ]

J\ n
g ! ]
£ !\ .

E o [ v \4/ 1 4 N
0 0.4 0 6 08 10
Energy(Ry)
60[ ’e :
40| ‘i
20|
e |
£ o
2 "
o | :
v 20} ]
[a] 4
a i .
40:. I-Spin ]
60} '
0 02 04 06 08 10
Energy {Ry)

Fig. 7. Total density of states (top) and projected Nid projected
density of states (bottom) of an LSDA calculation of NiQO (from

[Ogu84)).

For transition metals an important result of a
GGA calculation is that the ground state of iron
is predicted in agreement with experiment. While
LSD finds a paramagnetic face-centred cubic
(P-FCC) ground state, GGA finds a ferromagnetic
body-centred cubic (F-BCC) phase [Bag89]. There
are two energy effects of GGA compated to LSD
which can be approximated as follows: (1) there is
an energy lowering effect linear in the Wigner—Seitz
radius which favours the BCC phase; (2) for a fixed
radius GGA favours a magnetic moment, which
lowers the energy of the ferromagnetic phase. The
combination of these effects gives the F-BCC phase
at lowest energy [Bag89].

For the precise formulation of the exchange-
correlation potential in GGA a number of
alternatives exist, normally indicated by the first
letters of the authors. Influential formu-
lations are those of Langreth-Mehl-Hu
(LMH) [Hu85, Lan83], Perdew—Wang (PW)
{Per86a, Per92a, Per92b] and Becke [Bec88].
These GGA potentials are ‘“‘semi-empirical” in
the sense that they make a particular choice
for, for example, the real-space-cutoff, which is
partly guided by the correspondence to experi-
ment. For details of the potentials the reader is
referred to the original literature which is collected
in [Per92b].

3.4. GW calculations

A well defined model to describe electronic exci-
tations is the so-called GW approach [God8S,
God92, Hed65, Hed69] in which the Green func-
tion G calculated with a screened Coulomb
interaction W is used to calculate the excitation
energies. In [Ary92] it is noted that one can divide
W into an exchange part W, and a correlation
part W,. Then a “GW,” calculation can be identi-
fied with HF. The calculation requires a non-
local, energy-dependent so-called self-energy
operator. A GW calculation gives the density of
(quasi-particle) states for the occupied states
of the N —1 system and the empty states of
the A + 1 system. Hence it gives a direct descrip-
tion of (inverse) photoemission spectra, This is in
contrast to LSD calculations, which can be con-
sidered as GW calculations with a local, energy-
independent self-energy operator, thereby yielding
an “N-particle density of states”. The actual calcu-
lation of excitation energies with GW is a large
task, especially for transition metals, because of
the narrow 3d bands, and to my knowledge only
for nickel has a GW calculation been performed
[Ary92]. As far as the valence band is concerned
the main effect of GW is a compression of the 3d
band. The ordering of the bands is not altered from
LSD. A GW calculation is in progress for NiO

[Ary93).
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3.5. The short range (“Anderson impurity’) models

A clear case of disagreement between LSD
calculations and experimental results can be
found in the XPS/BIS data of NiQ. Sawatzky and
Allen [Saw84] showed that in NiO XPS/BIS gives a
band gap of about 4.3eV, compared with §.3eV
from LSD. For clarity I note that formally LSD
should not yield the correct band gap, but the
large discrepancy with experiment shows that
“something is missing”” in LSD. The missing fac-
tor is the incomplete treatment of the Coulomb
interaction U, as indicated in [Fuj84a, Saw84].
The main result of the inclusion of U is that the
states closést to Ep are dominated by oxygen 2p
character, in contrast to the LSD result which
puts the 3d states closest to Ep. This discrepancy
will be discussed in more detail below,

A crucial phenomenon for transition metal
oxides is the fact that it costs energy to transfer
‘an electron from one metal-ion to another,
because of strong two-electron Coulomb integrals
(3d,3d|1/r|3d, 3d), comprising Uqyy. In LSD calcu-
lations this effect is not incorporated correctly and
each transition metal contains the same number of
(completely delocalized) electrons. In practice to
put a number to the occupation one usually
assigns all electrons within a particular radius to
that atomic site. The fact that Uy is not small
means that it costs energy to vary the occupation
number of the metal sites and in the extreme limit
of infinite Ugy each metal site contains an integer
number of localized 3d electrons. Models have
been built focusing on a correct description of the
Coulomb interaction, at the expense of less-
complete descriptions of other ingredients [Hubé3,
Hub64, Hub67). The model Hamiltonians built
from this approach usually consist only of the 3d
states and the oxygen 2p states. The Anderson
impurity model [Ano6l] comprises the energy
positions of a localized state ¢4 and delocalized
states &, the Coulomb interaction Uyq and the
hopping terms #,4 and r,, [Fuj84a, Fuj84b]. The
model is often extended by including the Coulomb
interaction of the 2p states Upps Upgs sOmetimes

denoted as the Falicov—Kimball model [Gie91] or
in the context of copper oxides as the three-band
Hubbard model [Eme87). The Anderson impurity
model and similar short range models are crucial
for a sensible description of photoemission, inverse
photoemission and core level XPS of transition
metal compounds {Saw88].

3.5.1. Calculation of parameters in model
Hamiltonians

In general the parameters in the Anderson
impurity model are optimized to describe the
experimental data. An important goal would be
to derive the parameters from an ab initio
method. The idea is to start with the full Hamil-
tonian and to project out degrees of freedom which
are not included in the model Hamiltonian
[Gun90]. The delocalized electrons are projected
out and the Coulomb interaction is renormalized
to account effectively for this. The Coulomb
interaction U and the energy of the localized state
€4 — £p can be determined from a constrained LSD
calculation [Ani91b, Ded84, Hyb89, Mcm88a,
Mcm88b, ZaaB8]. In a model study Gunnarsson
[Gun90] pointed out that the consequences of
projecting out delocalized states causes a renorma-
lization of U, first order in ¥ ~' (¥ is the hopping
integral of the delocalized states). An additional
result is that the hopping of the localized state
(t,q) is also affected (in second order). If the
localized state is expanded as a function of its
occupation, the hopping is affected, in this case
strongly [Gun88b]. Also the Coulomb interaction
of the localized state with delocalized state
renormalized #,q [Gun89b].

3.6. The inclusion of U in LSD calculations

There have been recent efforts to include Uy, in
the LSD Hamiltonian [Ani91a, Ani92a). In these
so-called LSD + U calculations the total energy
functional is expressed as the L(S)D energy cor-
rected for U and the exchange parameter J. That
is, with an LSD calculation the exchange splitting J
is determined. It can approximately be assumed to
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be k-independent. Also with the constrained LSD

method U is determined as discussed above. Then
the single particle potential is re-expressed as

Vma = VLD + UZ(”M’—U - nO)

+(U_J)Z(nm’a_no) (5)

'

where m and o refer to orbital and spin momenta

respectively. The cpm-mdpmandpnf LD potential is

L8 ¥:8

corrected for the deviations from the average
occupation (n%). Figure 8, reproduced from
[Ani91a], shows the result of an LSD 4 U calcu-
lation using this expression for the potential. The
result is a valence band of a width of about 7¢V in
which the oxygen and nickel character are strongly
mixed. The top of the valence band is indeed

dominated by oxygen character in agreement with
the earlier Anderson impurity-model predictions
[Saw84, Zaag6t).

As yet a number of problems have still to be
solved: the choice of the potential to be used is
not obvious and one can imagine a number of
alternatives. For example one can make U (and
n’) symmetry dependent, etc. [Czy93]. A second

ity The mothod to vl
uncertainty is the value of U. The method to calcu-

late U first with LSD and then in the second step to
include it in an LSD 4 U calculation offers an
ab initio method, although it is not certain whether
it presents the ‘“‘correct value” of U within an
LSD + U calculation.

3.7. The self-interaction correction (SIC)

pproacn to 1n[r0(1uce the lOC&llZ'
e two-electron integrals is to

“l lF{‘ salf-interaction eorrection

Ve ShaiTiaailaaiudiaa LuLivLuvil

introduce a so-ca

(SIC). In LSD calculations non-existing self-
interactions are included in the electrostatic term
and also in the exchange-correlation term. The
effects are opposite and tend to cancel, and in
fact for the case of an infinitely extended solution
they do cancel. For clarity it is noted that the self-
interactions are a consequence of LSD and do not
occur in the “exact” solution of DFT. In a strongly

4 £ ™ &
correlated material the wavefunctions are not

infinitely extended and a correction must be
added to the Hamiltonian removing the effects of
self-interaction, the SIC [Gun74, Ish90, Miy91,
Per79, Per80, Sva88a, Sva88b, Sva90a). In order
to have the possibility of finding a localized solu-
tion of the LSD + SIC calculations, a symmetry
breaking term is introduced, It is tested self-
consistently if a localized solution is favoured over

oalizat

dvlcuaunauuu FUI UAQIL.\PLU fUl. ic Jd unuuu)uucn
localized solutions are found for MnO to CuO in
agreement with experiment [Sva90b, S$z093] and
LayCuOy is found to be an antiferromagnetic
insulator with a LSD-SIC gap of about 2¢V,
close to the experimental value [Sva92, Tem93],
In principle the result of a LSD + SIC calculation
is “singie particie”-like and one finds the eigen-
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Fig. 9. Projected density of states of an LSD 4 SIC calculation
of NiO. —, Total DOS; - - -, Ni-projected DOS; — — —, oxygen
projected DOS (from [Sz093]).

values of the ground state. As for normal LSD, one
can relate the eigenvalues to excitation energies,
though again there is no formal justification.

Figure 9, reproduced from [Szo93], shows the
result of an LSD + SIC calculation. The band
gap is close to the experimental value. The valence
band is separated into two bands, an oxygen
2p-dominated band close to Ep and the nickel 3d
band at about 6eV lower energy. This result is (as
far as energy positions are concerned) similar to the
experimental XPS spectrum and the model calcu-
lations of Fujimori et al. [Fuj84a] and Zaanen et al.
[Zaa85a).

3.8. Multiplet effects (orbital polarization)

In LSD one assumes the orbital contribution to
the magnetic moment to be negligible and hence
the different magnetic my, states are assumed to
have equal average population (/) [Sev93]. To
enforce a non-statistical orbital occupation an
additional term has been introduced in the LSD
Hamiltonian [Eri90a, Eri90b, Nor90].

Recently Severin et al. [Sev93] separated the
exchange integral into a spin part and an orbital
part. The spin part can be identified with the
Stoner-like exchange interaction J, included in
LSD. The angular-part of the exchange integral is

Table 2
The Racah parameters and the Kanamori parameters given as a

Fanatinn of tha Qlatar intanrcale
1ULCUTI O1 uwib ided 1CEL ad

Racah Slater “Kanamori” Slater

0o fg* 0 _2
A 5; -5 U i —251 ,
C & J L(F*+FY
B g c HGF —3FY
A F®—0.070F? U F° - 0.025F?
C 0.050F2 J 0.116F?
B 0.013F2 c 0.060F2

however (assumed to be) zero in LSD. This
angular-part can be identified with the Kanamori
C parameter, or the Racah B parameter, both as
given in Table 2. For the Slater integrals experi-
mental atomic values, or atomic HF values, are
known accurately. For solids it is known that J is
screened [Mar88]. Because for C no ab initio solid
state information is known, it was assumed that the
screening of C is equal to the screening in J [Sev93).
In Slater integral terms this identifies with an
equivalent reduction of F? and F*, Then with the
inclusion of C, the orbital polarization (OP), the
orbital and spin moments are calculated with
LSD + OP. The results are in close agreement
with experiment [Sev93].

It is noted that in this method of Severin et al. the
full HF Coulomb and exchange integrals are calcu-
lated, but in the LSD + OP calculation the U part
of the integrals is omitted. In other words, U
is assumed to be zero, as in normal LSD calcu-
lations. Svane and Gunnarsson included in their
LSD + SIC calculation the effects related to both
U and C [Sva90a]. It can be said that, starting from
local density, the effects of the Slater integrals
formulated as U, J and C (see Table 2) are
included as follows: LSD includes J, LSD + OP
includes J and C and LDA + U includes J and
U. In principle there are no objections to including
C in an LSD + U description [Ani9la].

3.9. Ligand field multiplet (LFM) model

The ligand field muitiplet (LFM) model
describes the ground only in terms of the partly
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filled 3d band. It is the simplest possible theory to
describe the effects of the Coulomb and exchange
integrals on the 3d band and hence to describe the
symmetry of the ground state in the local symmetry
for a transition metal ion in the solid [Grf64]. LFM
theory is important for those experiments which

smmnimler cama Gipaaian ades: mand Lol g

are mainly sensitive to symmetry and hence those
experiments which involve only the 3d band. This
includes dd optical transitions, resonance experi-
ments such as electron paramagnetic resonance
(EPR) and as will be discussed in the next sections
metal 2p  X-ray absorption. Obviously LFM
theory does not provide an ab initio calculation of
the ground state in solids; it can be viewed as the
simplest model Hamiltonian and the way to
proceed to an ab initio determination would be
to use the mapping of more complete Hamiltonians
onto the LFM model. That is, if the Anderson
impurity model Hamiltonian is determined
ab initio one can go one step further and also
delete the delocalized states to arrive at a single 3d
band.

3.10. Multi-configurational approaches

Most of the preceding sections concentrated on
the extension and improvement of LSD. This
section discusses briefly some recent approaches
which use HF as their basis. The extensions of
HF basically deal with two types of shortcom-
ings: (1) the inclusion of weak correlations, and
(2) the inclusion of strong correlations where
single Slater determinations no longer present
good starting points. HF and extensions dominate
the electronic structure determinations of mol-
ecules, which are discussed first.

Weak correlations can be included by para-
metrized, statistical, - correlation corrections to
HF [Cow81]; in other words one includes the elec-
tron density correlation functionals [Per86b]. A
treatment based on perturbation theory was
given by Moller and Plesset in 1934 [Mol34]. An
influential method to include weak correlations is
the coupled-electron-pair approximation (CEPA)
[Ah184, Mey71].

If strong correlations are important one has to
leave the single Slater integral concept by including
a specific set of configurations. These calculations
can in general be called multi-configurational (MC)
HF. Instead of Hartree—Fock one more generally
uses the expression self-consistent-field (SCF)
which denotes that the HF (like) equations are
solved self-consistently using the variational prin-
ciple [Dol91]. In 1973 Bagus and co-workers
performed a MC calculation for the final state in
3s XPS which is dominated by the two configur-
ations 3s'3p®3d° and 3s?3p*3d® [Bag73]. These two
configurations are very strongly coupled by a 3s3d
to 3p3p electron rearrangement process, the same
process which causes the super Koster—Kronig
Auger decay. There exist a number of generalized
criteria to choose the configurations to be included.
For example one can do a “first-order” CI (FOCI)
[Jan88] by including all single excited states. Dolg
et al. performed a MC-SCF calculation for cero-
cene (cerium sandwiched by two CgHg rings),
which constitutes a system with both strong
(f states in cerium) and weak (other electrons)
correlations [Dol91]. Recently Fulde and Stoll
extended the CEPA calculations to a sitnation
with more than one configuration. This then offers
a way to include the strong correlations by MC-
SCF and to include the weak correlations by
CEPA [Ful91].

In going from molecules to solids a problem
arises with respect to the embedding of the cluster
for which an (MC) HF calculation is performed
into “the solids”. To account for the long-range
Coulomb interactions the solid is often described
as point charges around the cluster [Jan88].

4. Core excitations

This section describes the properties of core exci-
tations, that is X-ray photoemission (XPS) and
X-ray absorption (XAS). For the analysis of core
spectroscopies it is necessary to describe the ground
state, the final state and the transition cross section.
The ground state electronic structure models have
been discussed in the preceding section. In principle
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the final state can be calculated with these models;
however the core hole gives some additional com-
plications. The core hole has three major effects. (1)
There is a core electron less, hence the core poten-
tial is stronger as if the atomic number is increased
by one. (2) Core states with an angular momentum
give rise o a core state spin—orbit spiiiting. (3)
Core states with an angular momentum also give
rise to strong core valence Coulomb interactions.
At present no ab initic method is able to account
for these three effects.

For 1s edges effects (2) and (3} do not exist and
the core hole potential is the only extra effect to be
accounted for in the final state. It is possible to
include a core hole potential in real space multiple
scattering. Also in a LSD calculation this is
possible, at the expense of a larger calculation, by
using supercells. It is noted that LSD calculations
give a reasonably correct picture of the empty
density of states as the Coulomb interactions U
do not affect the distribution of empty states in a
first order approximation. This is relatively clear to
see in the self-interaction framework: as only
occupied states have (self) interactions in LSD,
only occupied states are directly affected by SIC
(see Section 3.7).

For 2p edges the strong core valence Coulomb
interactions make impossible any analysis using
only the distribution of empty states (as obtained
from LSD, MS, etc.). This forces one to use model
Hamiltonian descriptions, such as the Anderson
impurity model (using atomic Slater integrals for
the core valence Coulomb interactions) or even the
ligand field multiplet model (using renormalized
core valence Coulomb interactions).

4.1. The interaction of X-rays with matter

The interaction of X-rays with matter is
described in many textbooks [Bas83]. The Hamil-
tonian describing this interaction is written as a
function of the vector potential of the electro-
magnetic radiation 4 and the momentum of the
electrons p. It contains terms in 4% and A x p.
For the analysis of X-ray absorption it is sufficient

to consider only 4 x p. In general the dipole
approximation can be used [Car90] and the prob-
ability for absorption of an X-ray is equal to a
squared transition matrix element times a delta
function describing the conservation of energy;
Fermi’s golden rule

8metw'n

T ke

The momentum operator p, (¢ accounts for the
polarization degrees of freedom) can be replaced by
the position operator r as [r, #'] = (ik/m)p; how-
ever this replacement is exact only if the same
Hamiltonian is used in the initial and final state.
Equation (6) in principle refers to a final state with
infinite lifetime. If the finite lifetime is accounted
for the & function is replaced by a Lorentzian.

In theoretical treatments of the X-ray absorp-
tion cross section it is customary to reformulate
Eq. (6) in terms of a correlation function [Gun83,
Zaa86a]. The squared matrix element |(®r|®;)[?
is rewritten as (@;|r|®s) x (®¢lr|®;). The radial
operator r is rewritten in second quantization
as T =), W,éy9.; ¢. annihilates a core electron
and ¢I creates a valence electron. The finite life-
time of the excited state I' is included and the
delta function ég_p_p, is reformulated as (one
over 7 times) the imaginary part of the Green
function ¥

{(®5lp,|®1) 65— £ 455, (6)

I

@G =
X — E + Ey, - LTl

(7)

After these modifications the total equation
takes the shape of a correlation function

on —~(ITioTIg) (8)

T and al project the initial state wavefunction
on a series of final states for which the Green
function is evaluated. This correlation function
formulation is also used in the real space multiple
scattering formulation of X-ray absorption
(Section 8). The use of correlation functions like
this has led one to remark that “everything is a
ground state property”, because if ¢; is known
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the spectrum can in principle be calculated. This
Platonian interpretation can be countered by the
Aristotelian remark that one only knows nature,
if one knows its movement, in the sense of
change. This puts the transition operator T at the
centre of attention. ¢; is pure “matter” and hence
oniy potentiai; it is actualized by T (foliowing
Aristotle).

4.1.1. Selection rules for X-ray absorption

In the case of an atom the wavefunctions in
Eq. (6) can be given J and M (or M;) quantum
numbers. The matrix element ($(JM)|r,|o(J M)
can be separated into a radial and an angular part

according to the Wigner—Eckart theorem [Cow81]

(UM Jo' M) =
oyl

\-M

2 ) 6wirlern )

Fi/ S

The triangular relations of the 3J-symbol deter-
mine the selection rules for X-ray absorption. They
read as follows: because the X-ray has an angular
momentum of /,, = +1, conservation of angu-
lar momentum gives Al = +1 or —1; the angular
momentum of the excited electron differs by 1 from
the original core state. As X-rays do not carry spin,
conservation of Spii‘i yvco /_\ul = 0. Given these
restrictions the overall momentum quantum
number cannot be changed by more than 1; thus
AJ = +1, 0 or —1, with J +J' > 1. The magnetic
quantum number M is changed according to the
polarization of the X-ray, i.e. AM = g.

For linearly polarized X-rays impinging on
a sample under normal incidence ¢ =+1 and
for grazing incidence ¢ =0. This gives a differ-
ence in the vaiue OI IDC 3J- SYTI]DO!, dIlG hence
(in potential) a polarization dependence. For

circularly nolarized X-ravs a nolarization denen-
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dence is found for a magnetic ground state.
For an atomic non-magnetic ground state M = +J
and the 3J-symbol is identical for ¢ = +1. The rules
for dichroism are discussed in more detail in
Section 6.

4.1.2. Extended final states

For extended final states (the Bloch-like wave-
functions in density functional methods) J is not
a good quantum number and the only selection
rules are Al; = +1 or —1 and As; = 0. In case of
an excitation from a 1s core state only p final states
can be reached and from a p core staie s and d final
states can be reached. The absorption cross section

(o) is reformulated as the matrix element squared

times the local projected density of states (n)
[Mulg4]

0 % |(BIA 0|85 Ay + (BT lrg @) At (10)

where n* denotes the final state density of states,
which should be used according to the final state
rule [Von79, Von82]. ®" and & denote respectively
the valence wavefunction and the core wavefunc-
tion (see Section 8 for more details).
4.2. XAS versus X
In core X-ray photoemission spectroscopy
(XPS) the electron is excited to an energy high
above the Fermi level and it can be considered
as a free electron. The shape of the XPS spectrum
is determined by the reaction of the system on
the core hole. For exampie for 2p XPS an
important effect is the two-electron integral

{(2p,3d|1/r|2p, 3d), giving ri

tial U4. The core hole spin—orbit coupling is also
impor_tant and gives rise to the 2pss; and 2p;p
edges.

In X-ray absorption spectroscopy (XAS) the
energy of the X-ray is varied through a core level
and an electron is excited to a state just above the
Fermi level. If no reaction with the core hole takes
place, the shape of the XAS spectrum will reflect
the density of empty states (times transition
strengths). Because in X-ray absorption the
excited electron is not free, the dipole transition

poses strong selection rules to the final state. This
gives X-ray absorption its site and symmetry selec-
tive properties and for example oxygen 1s X-ray
absorption will reflect the oxygen p-projected
density of states.

ao tn na rnara hala mnatan.
SU LU a VWIIL 1IVIV pUlvil
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However as for XPS the effect of the core hole
is important and in fact it localizes the problem
and necessitates the use of a short range model. The
higher-order terms of the core hole interaction with
the 3d band are also important. The two electron
integrals (2p, 3d|1/r|2p, 3d) and (2p, 3d}1/r|3d, 2p)
contain the higher-order terms F°, G' and G°.
They have large values and give rise to a series of
final states with different symmetries and energies:
the final state multiplet. In general these effects are
denoted as multiplet effects. For photoemission the
dipole selection rule is relaxed and all final state
symmetries are allowed. There is an important dif-
ference between 2p XPS and 2p X AS with regard to
the relative importance of charge transfer versus
multiplet effects. This can be shown nicely with
the use of the short range model.

4.3. Short range models for core spectroscopies

Model Hamiltonians which explicitly include the
Coulomb interaction U in the Hamiltonian
include, (1) the single band or Hubbard model,
(2) the Anderson impurity model comprising both
a localized and an itinerant band, (3) the Kimball-
Falicov model including also Upg, etc. In Fig. 10 a
schematic density of states is given for a 3d tran-
sition metal compound. In the short range
(Anderson impurity) model as used for core spec-
troscopies, only the 3d states and the ligand p band
are retained. The 3d band is considered localized,
with an energy &4 and a Coulomb repulsion energy
Ujq- The 3d states interact with ligand p states at
energy position e,. The hopping matrices are
‘denoted as t,4. Also the ligand p states interact
with each other via #,,. This short range model
can be used for a cluster describing the transition
metal ion and its nearest neighbour ligand ions.
This approach has been applied to core spectros-
copy by Fujimori et al. [Fuj84a, Fuj84b). The
ligand states can also be described as bands by
including the k-dependence of the p band. Each
transition metal atom contains localized 3d states
but all other states are in principle described as
bands. This approach has been introduced for

4sp-band

3d-states

ligand p-band Y
Ep

Fig. 10. Schematic density of states of a 3d transition metal
compound.

spectroscopy of cerium compounds by Gunnars-
son and Schénhammer [Gun83, Gun85] and has
been adapted to transition metal compounds by
Zaanen et al. [Zaa86a, Zaa86t).

The Hamiltonian which is used in the short range
(Anderson impurity) model is

H = Eghq + E EpkNpk
k

+tpd Z(alapk + alk) + Uddndnd (1 1)
k

In this equation second quantization is used and al
denotes the creation of the localized d state; ng
(= azaq) is the occupation-number operator of
the localized state. To describe the ground state

the ionic ansatz (starting point) is a specific 3d
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configuration 3d¥, as given by the formal valency
of the ion. If the hopping of this localized state with
the ligand p band is considered, this gives rise to
3dNtL configurations with an energy ¢4 — &,
which is also denoted as A, the charge transfer
energy.

The electronic configuration of the ground state
of the compound is given by a linear combination
of 3d¥ + 3d" +1L plus, if necessary, the other more
excited states. It is determined by three parameters,
Uy, A and t,q; plus the shape of the band. The
symmetry is in general determined by the formal
valency and is not altered by charge transfer
effects, provided the ground state is not dominated
by a 3d¥*!L configuration. For example Ti** in
TiO, has a ground state 3d® + 3d'L + 3d*LL’; its
symmetry is '4; and is not modified by charge
transfer.

In the final state of both 2p XPS and 2p XAS a
core hole is present which couples strongly to the
3d states via Uy, which pulls down states with
extra 3d electrons. The core hole in principle also
couples to other valence states (see Appendix A),
but in most cases these couplings are assumed to be
effectively included in Uy [Saw88]. The final state
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Hamiltonian becomes
H =egqng + Zspknpk + tpa Z(alapk + aIkad)
k %

(12)

The four parameters, A, f,q, Usg and Uy deter-
mine the shape of the 2p XPS and 2p XAS spectra
(neglecting multiplet effects). The energy of the
core state (g.) determines the energy position of
the 2p edge. (Also the core hole spin—orbit coup-
ling is included: see next section.) The situation for
a typical charge transfer insulator (A =3,
Uqgq = 7eV) is visualized in Fig. 11 [Deg93c]. The
ionic configurations are given and the effects of
hybridization are not included. The arrows indi-
cate the transitions in both XPS and XAS. In
XPS the ordering of the final states is changed
because of the effect of Ug4. The energy difference
between the localized state and the band, A{XPS)
is given by A — Uy, which for charge transfer
insulators is negative. In XAS the ordering of
states in the final state does not change because
the 2p electron is excited directly into a 3d state,
which causes the counteracting effects of Uyy and
Ug. In general Uy is slightly larger than Uy, but

+Uganang +ecn;

3d~+2&'
4
A.’ + U
2p°3dN
2p53dN+2LL_ 3dl"+1L 2p53dN+2L
A A A
2p53dN(+1_L__ 3d 2p53de+l
XPS GROUND STATE XAS

Fig. 11. 2p XPS and 2p XAS in the charge transfer model, neglecting the effects of hybridization. The configurations with lowest energy
in the initial and the two final states are set to zero. Ap = A; + Uyg — Uga. The arrows indicate the transitions in both 2p XPS and 2p

XAS.
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\
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Fig. 12. The effects of hybridization on 2p XAS. If A¢ = A, (and ¢ = £;) only the transitions to the lowest mixed configuration in the final

state occur (see text).

v taken as equal. Thls

here they are for simplicit
has the consequence that Ai(XAS) =
Udd - Ugd = A,

In Fig. 12 the effects of hybridization are
included for 2p XAS. The ground state is formed
from a combination of 3d" and 3d¥*'L. The two
configurations in the final state form a bonding and

annoonamg combination. Wiih the restriction that
Ug = Uyq all intensity goes to the bonding combi-

nation of the two final state nnnﬁonrahr\nc and no

satellite is present. The ground state is written as
®; = sin o[3d"] + cos a[3dN “L] and the ﬁnal
states as ¥y = sin ﬂ[Zp 3q" ]+ cos B[2p° 3d L]
and ®@p = —cos G[2p°3d" ") +sin A12p°3d" L.
Then the intensity of the main peak is given as
cosz(ﬂ—-a) and the satellite equals sin’(3 — a)
[Oka92b]. If Uyg ~ U and f;~ 4, then a =~ § and
the satellite has zero intensity. One set of excep-

oy ““
tions to this “rule of no-satellite” can be found at

the end of the transition metal series. Systems
which are dominated by 3d® will have an altered
final state because some of the configurations in the
final state are not possible because they would have
to contain more than ten 3d electrons. Hence their
final state electronic configuration will have to
adapt to this situation which can give rise to an

increased intensity for the satellites. This will alse
influence systems with a 3d°L ground state such as
NaCuO,.

In the case of 2p XPS the situation is rather
different. In general there are three low-lying states
in the final state and their ordering has been
changed with respect to the ground state. Under

R PR faaio o fes abo A2 AN

u)mplcu: Ilcglﬁhl (4]} llyU[lu.lLdLlUIl UIlly I.IlE .Lp aa
final state can be reached. If hybridization is turned

on the two lower states gain in intensity, partly due

to ground state hybridization but mainly due to
final state hybridization and additionally due to
the interference terms. This has been shown nicely
for the nickel halides where all model parameters
can be chosen equal with only the charge transfer
(A) decreasing from fluoride to iodide, giving rise to
a large variety in spectral shapes [Zaa86a]. Recently it
has been shown that in the case of the 2p XPS spec-

trum of NiQ it is necessary to extend the impurity

model to a larger cluster and to allow for non-local
screening effects, that is the formation of completely
screened core hole (cd’ instead of normal cd®L) while
the valence hole moves to a neighbouring nickel to
form a d*L state [Vee93a, Vee93b].

From this discussion it can be concluded that the
Zp XPS spectrum wili contain iarge charge transfer
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Fig. 13. The interplay of multiplet and charge transfer effects. If, as indicated, A > §/2, the net result is a compression of the multiplet
structure. If A < §/2 the effects of charge transfer will be more complicated.

satellites, while the 2p XAS spectrum in principle
only shows a single peak (with its multiplet split-
‘iiﬂgS) This difference between 2 ip XPS and 2y XAS

can be summarized as follows:

XPS is sensitive to the charge transfer effects
or in other words the electronic configuration
of the ground state, while XAS is sensitive to

the symmetry of the ground state with its
characteristic multiplet.

We assume that in a final state of 2p XAS the
multiplet lines are spread out over an energy range
of several electronvolts (for details of multiplet cal-
culations see Section 5.1). This spread implies that
the energy difference of these different states with
the 2p°3dV*2L band varies considerably. In Fig.
13 a situation is sketched in which the multipiet
splittings (6/2) are less than the charge transfer
energy (A). If hybridization is turned on, the
energy-gain of the lowest multiplet state ([‘1) will
be less than the energy-gain of the highest multiplet
state, because the effective energy difference with the
band is much smaller in the latter case. In the case of

a multiplet with 100 lines instead of 2 this principle

remains valid. The consequence is that the multi-
plet structure is “compressed” with respect to the

atomic multiplet. If the spread of multiplet states is

larger than the charge transfer energy, some of the
multiplet states will be located within and above
the band and the effects of charge transfer will be
more complex. To account for these situations the
short range model has been extended to include
multiplet effects by Jo and Kotani [Jo88a]. This
will be discussed in Section 5.3.

un
.
==

X-ray absorption and in the first part of this section
they will be neglected altogether. What remains is a
description of localized 3d states, which can be
treated in detail using a multiplet approach. In
Section 5.3 the short range model will be extended
to include these multiplet effects.

Charge transfer effects are less effective in 2p

5.1. The ligand field multiplet model

The ligand field multiplet (LFM) model has been
proven to be successful in the description of metal
2p X-ray absorption spectra. It was first applied to
core spectra by the groups in Tokyo [Asa75, Asa76,
Yam77, Sug82, Shi82, Yam82a, Yam82b] and
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Winnipeg [Gup74, Gup75). For an account of the
historical development of the model the reader is
referred to [Deg91t] and a general history of X-ray
absorption can be found in [Stu89].

5.1.1. Atomic multiplet theory

Atomic muitipiet theory describes the correiated
electronic states in partly filled atomic shells. It is
the general theory in use for the calculation of core
excitation spectra of atoms and as such is
described in many textbooks such as those of
Condon and Shortley [Con35] and Cowan
[Cow81].

The Hamiltonian for atomic multiplets is

H =K+ Ky + Hs (13)

The notation is as used for the short range model
(Sections 4 and 5.3). #34 gives just the average
energy of the 3d states, o, includes all two-
electron integrals which will be described below,
and #; denotes the 3d spin—orbit coupling. In
the final state the core state energy 4, its two-
electron integrals with the 3d states 3 ., and its
spin—orbit splitting s ;; must be added. This will
be discussed below.

As an introduction some of the sitnplest atomic
multiplets will be discussed. A transition metal
atom or ion with a partly filled 3d orbital contains
electrons which have ten possible combinations of
angular and spin momenta m; and m;,. Because the
spin—orbit coupling is small for 3d electrons,
LS-coupling gives a good description [Kar70]. For
a 3d! configuration the overall quantum numbers L
and S are respectively 2 and %, hence J is either % or
%. In general the atomic symmetries are notated
with term symbols 25*'L;, which for a single 3d
electron are 2Ds /2 and 2D3/2. A 3d? configuration
has 45 combinations of L and S. They are grouped
in the irreducible representations 'G,, °F,, Fs,
3F,, 'D,, 3P,, ’Py, °P, and 'S,. Similarly a 3d°
configuration has 120 configurations divided over
“F, *P, ’H, ?G, F, *D (2 times) and ’P. To deter-
mine the wavefunctions of these three-electron
states, a general method has been developed in

which first two electrons are coupled to |d’LS)
and subsequently this two-electron function is
coupled with the third electron, From symmetry
arguments and recoupling formulae it can be
shown that the overall wavefunction |d°L’'S’) can
be formed by a summation over all LS combi-
nations of the two-ciectron wavefunctions mulii-
plied by a specific coefficient [Cow81]
|°L'S') =) [d*LS)ers (14)
LS

For example the *F state of 3d° is built from its

parent triplet states as

|&*[*F]) = $1d°PF]) - 41d°P)) (15)

Similarly all other 3d’ states can be generated.
The values with which to multiply the parent states
are called coefficients of fractional parentage. The
coefficients of fractional parentage are tabulated
for all partly filled d and f states by Nielsen and
Koster [Nie63].

5.1.1.1. Slater integrals, Racah parameters and
Hund'’s rules. The origin of the energy differences
for the different symmetries (term symbols) can be
found in the two-electron integrals and the spin—
orbit coupling. The usual method of determining
the two-electron integrals is by expanding them as a
series of Legendre polynomials [Con35, Cow8l].
The radial part reduces to the integral

Rk(dldz,d3d4) = Jr L %
xPy(d;)P(d3)P(d3)Py(d4)drydry (16)

It is common practice to divide the radial inte-
grals into Coulomb terms and exchange terms. The
Coulomb terms are denoted as R*(d,d;,d,d,) =
F k(dl,dz) and the exchange terms as
R(dydy,dydy) = G*(d;,d,), the so-called Slater
integrals. The angular part puts strong selection
rules on the & values in the series expansion, i.e.
for two 3d-electrons only F°, F? and F* are
possible and for a pd interaction FY, F2, G' and
G*. There is a close relationship between F2 and F*
and to about 1% accuracy F* equals 0.63F>.
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Table 3

Relative energy positions of a 3d? configuration; for the values
in the third columnn the representative values B =0.1eV and
C =04eV are used

Symmetry Relative energy/eV
E('s) +14B+7C +4.2
E('D) —3B+2C +0.5
E(G) +4B4+2C  +12
ECP) +17B +0.7
ECF) —1B -0.8

A number of alternative closely connected
notations are in use. In the subscript £, notation
the F* Slater integrals are renormalized with a
common k-dependent denominator D; [Con35].
Often the Racah parameters A, B and C are used
and Table 2 gives their relation to the Slater
integrals. The table also contains the relationship
of the Slater integrals to the notation which
uses the “Hubbard” U and the “Stoner” exchange
J values [Mar88a]. In the bottom half of the
table the constant relation between F* and F* is
used. \

The effects of the two-electron integrals on the
different symmetries of a 3d” configuration are
shown in Table 3. The ground state is the °F
state, which is an example of the rule that for a
general 3d" configuration the ground state is that
state with highest S, and for these states the state
with the highest L, Hund’s rule [Hun27] applies.
Hund’s rule is a direct consequence of the two-
electron integrals: § (and L) are maximized
because the electron—electron repulsion is mini-
mized if the electrons belong to different m;-orbi-
tals and also because electrons with parallel spin
have an additional exchange interaction which
lowers their total energy. Hund’s third rule states
that if the *F state is split because of inclusion of
the 3d spin—orbit coupling the ground state is the
state with the lowest J, the *F, state. In case more
than five 3d electrons are present, the highest J
value has lowest energy. Notice that the Hund’s
rules do not explain the ordering of the states (for
example ' D has lower energy than ! G), but only the
symmetry of the ground state,

5.1.1.2. The atomic multiplets of the final state. In
the final state of the metal 2p X-ray absorption
process a 2p°3d" ™! configuration is formed. The
dominating interaction is the core hole spin—orbit
coupling, which modifies the couping scheme to
Jj-coupling for the 2p core state and LS-coupling
for the 3d valence state. The overall coupling
scheme is a mixture of jj- and LS-coupling. As an
example the transition from an empty 3d system
(30" will be discussed. Its final state has a 2p°3d’
configuration. Its symmetries are determined by
multiplication of a d state with a p state

p@?D =P, +'D, +F; + Py,
+Dy23+°Faag (17)

Because of the dominant 2p spin—orbit coupling
(Czp) the final state is described in an intermediate
coupling scheme, which implies that the different
symmetries 3P011y2, etc., will be at quite different
energies. If only the 2p spin—orbit coupling,
ranging from about 3eV for scandium to about
10eV for nickel, is considered the 2p spectra
are split into two structures, the L; and the L,
edge, separated by %C2p- The pd Coulomb and
exchange terms FZ;, G); and G3y are of the
order of 5 to 10eV and from Table 3 it can be
seen that the dd interactions cause splittings of
the order of 5e¢V. The combination of the 2p
spin—otbit interaction and the dd and pd two-
electron integrals results in a complex distribution
of states for a general 2p°3d” configuration.

5.1.1.3. The calculation of the atomic states. In
the calculations presented in this review the atomic
Hamiltonian is solved by a Hartree-Fock (HF)
method, which is corrected for correlation effects
[Cow81]. This method has been developed for
atomic spectroscopy and detailed comparison
with experiments has revealed that the quanti-
tative agreement is not good. The calculations
assume the ground state to be represented by a
single 3d" configuration. This introduces errors
because the ground state is not single configur-
ational but contains an admixture of a series of
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configurations. The obvious extension of the calcu-
lational scheme is to include excited configurations
in a configuration interaction calculation. The
situation is, however, not favourable for calcu-
lations because there exist an infinite number of
small effects.

Theoretical studies indicate that it is possible to
approximate the infinite series of excited configura-
tions with a single configuration which has an
equivalent dependence on spin- and angular-
momenta as the ground state but with an opposite
sign [Raj63, Raj6d4, Wyb65]. This gives a partial
justification of the reduction of the HF-values of
the Slater integrals to 80% of their original values
[Cow81]. It has been found that the disagreement
with experiment is largely solved by this . semi-
empirical correction to the Slater integrals. A
recent effort to overcome these problems and to
actually perform a multi-configurational calcu-
lation has been made by Sarpal and co-workers
[Sar91]. Using a multi-configurational Dirac-
Fock calculation scheme, the M,s edges of
divalent samarium and thulium atoms were
calculated. From comparison with experiment
it appears that for the multi-configurational
spectrum the agreement is not good, and the
renormalized HF results from Thole and
coworkers [Tho85¢c] compare far better with the
experimental spectrum.

5.1.14. The transition probability. The calcu-
lation of the transition probability is the last step
to the atomic multiplet spectrum of a 2p X-ray
absorption process. As discussed in Section 4.1.1
the transition strength is given as the 3J-symbol
times a reduced matrix element

(3d°(JM)|r,|2p°3d" (J' M) =

(

For the initial state J = 0, hence with the dipole
selection rules (AJ ==1, 0 and J+J' > 1) the
J-value of the final state must be unity. As shown
above, the 2p°3d’ final state contains three states

g )<3d°u)||r 126°38' (7))
M !

relative intensity

460 465 470 ;
Energy (eV) 4

Fig. 14. Atomic multiplet calculation for the 3d® — 2p*3d!
transition in tetravalent titanium.

with J =1, 'P; (L, edge) and *P; and D, (L,
edge). Figure 14 shows the 3d° — 2p’3d’ tran-
sition as calculated for a Ti** jon. Apart from the
L; and L, peaks split by the 2p spin—orbit
coupling, a third low-intensity peak is predicted
at lower energy. This three-peaked spectrum is
indeed observed, for example for calcium physi-
sorbed on a silicon (111) surface [Him91].

5.1.2. From atoms to solids

If one transfers this atomic method to the
solid state, the first question to ask is, is it possible
at all to describe a 3d state in a solid quasi-atomic
state? The discussion of the short range model in
Section 4 has revealed that because of the counter-
acting effects of Uy and U4 this is indeed the case
for X-ray absorption. However there remains the
problem of how to accommodate the atomic states
in the solid state environment. Particular questions
are, (1) how to deal with the different local
symmetry, and (2) how to incorporate the differ-
ent more itinerant electronic features of the solid
state, such as the electron density of the s and p
states. The inclusion of the local symmetry has
been the subject of many studies under the heading
of ligand field theory [Grf64]. This has been used
particularly to describe the optical absorption
spectra of transition metal ions. For core spectro-
scopies, ligand field theory was developed in the
seventies [Asa75, Gup74, Gup75, Yam77). In this
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Table 4
Effect of a cubic ligand field on a 3d electron

Representation Orbital name Atomic states Cartesian notation
E, d; 20) 12 -7

doy 52+ s2) By
T 4y 5128 -2 Vite)

d, %m) +%\21) Vi(y2)

d 5121}~ 5[ Vi)

review the more general approach as developed by
Thole and co-workers will be discussed in detail
[Tho88a].

The itinerant effects of the solid have been
described under the heading nephelauxatic effect
[Jor62, Jor71] with the analogy to expanding
clouds, and hence smaller on-site overlap. In
Section 5.3 the effects of itinerant states on multi-
plets will be described using the short range model
approaches. In the next section the emphasis will be
on the symmetry effects.

5.1.3. Symmetry effects in solids

The dominant symmetry effect in solids is the
cubic ligand field. The strength of this operator is
usually denoted as the ligand field splitting (10Dq).
Atomic multiplet theory can be extended to
describe the 3d metal ions by incorporating the
ligand field splitting.

In an octahedral environment the field of the
neighbouring atoms of the central atom has cubic
(0y) symmetry which divides the fivefold degener-

Table 5

The SO; —0 branching rules in the Schonflies notation
Spherical Cubic

S Ay

P T\

D E+T,

F A+ T+ T,

G 4+ N+ T+ E

H T| +N+T, + E

L A4+ A+ T+ T+ L+ E

ate 3d orbitals into two distinct representations of
T and E, symmetry. The twofold degenerate E;
state contains orbitals which point towards the
centre of the cube faces, that is directly towards
the position of the ligands. Consequently E, states
interact more strongly, electrostatically as well as
covalently, with the ligands. The three 1, orbitals
point towards the corners of the cube and therefore
their interaction with the octahedral ligands is
smaller. Table 4 describes the five ligand field
states in terms of their atomic constituting
functions.

In the ligand field multiplet model the atomic
symmetries are projected to cubic symmetry.
Table 5 reproduces the branching rules for projec-
tion from atomic to cubic symmetry [But81].

5.1.3.1. Effects on the energy positions. The
effects of the cubic ligand field on the energies of
the atomic states have been described in the text-
books of Ballhausen [Bal6Zj, Griffith [Grf64] and
Sugano et al. [Sug70]. From Table 5 it can be
checked that the degeneracy of the atomic states
is partially lifted and the D, F, and higher states
are split into a series of representations in cubic
symmetry. The diagrams representing the effect of
a cubic ligand field are denoted as Tanabe—Sugano
diagrams. Figure 15, reproduced from [Sug70],
sketches the energy positions as functions of the
magnitude of the cubic ligand field (10Dq),
relative to the Racah parameter B.

In the 2p°3d” final state the effects of the cubic
ligand field are equivalent to that in the initial state,
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Fig. 15. Tanabe—Sugano diagram for a 3d? ground state in cubic
symmetry (from [Sug70}).

A difference is that the number of multiplet states is
considerably larger: for a 3d" initial state the
maximum number of states is 256, while it is 6
times larger (=1536) for a 2p°3d°> final state. The
number of irreducible representations is smaller
because of degeneracies.

3.1.3.2. Effects on the iransition probabilities. The
transition probability for the 3d° systems in cubic
symmetry is

(34" A\ling[T]12p3d (4, ® T = 1)) (18)

All final states of T; symmetry are allowed and
have a finite transition probability from the 'A4,
initial state. From Table 5 it can be seen that this
includes the states of J = 1 atomic symmetry, but
additionally the states with J = 3 and J = 4. The
degeneracy of these states is respectively 3 and 1,
as can be deduced from the 2p°3d' states in jj
coupling [Deg90a). The total number of allowed
final states in cubic symmetry is 3+3+1=7.
Figure 16 shows the effects of an increasing cubic

relative intensity

465 470 475
Energy (eV)

Fig. 16. Ti*" X-ray absorption spectrum, calculated for an
increasing cubic crystal field. The value of 10Dq is increased
from 0.0 to 4.5eV.

ligand field on the multiplet spectrum of the
3d® — 2p3d! transition. In this figure it can be
seen that for small values of the ligand field (the
step size is 0.3eV) the spectrum is hardly modified.
For small values of 10Dq the four states which
were forbidden in atomic symmetry have not
gained enough intensity to be detectable in the
spectrum.

Figure 17 shows the energy splittings between
the peaks a; and a,. This splitting is compared
with the size of the cubic ligand field splitting and
it can be seen that the peak splitting in the spectrum
is not directly related to the value of 10Dq. From
this figure it becomes clear why, for small values of
10Dq, no detectable amount of intensity is trans-
ferred. The energy difference between the two
states a; and a, is about 2eV in the atomic case
when a, is allowed and a; forbidden. A ligand field
splitting of 0.3 or 0.6eV will hardly affect states
which are separated by 2eV, as is evidenced by
the slow increase of the splittings around
10Dq = 0.



556 F.M_F. de Groot/J. Electron Specirosc. Relat. Phenom. 67 (1994) 529-622

n
I’

1spli§tin% (e\2 "

%32 901 2 3 4 %
10Dq (eV)

Fig. 17. The dashed line indicates the splitting between the peaks
a; and a; of Fig. 16. The dotted line is for peaks by and b,.

5.1.3.3. Comparison with experiment. The ligand
field multiplet results as calculated with the pro-
cedure outlined above can be compared directly
with experiment. Figures 18-20 compare the li-
gand field multiplet calculation of Ca®*, Sc** and
Ti*" ions with the respective 2p X-ray absorption
spectra. Atomic Slater integrals were used. For
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Fig. 18. Calcium 2p X-ray absorption spectrum of CaF, (solid
line) compared with a ligand field multiplet calculation (hatched
area). The value of 10Dq is —0.9eV.
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Fig. 19. Scandium 2p X-ray absorption spectrum of ScF; (solid
line) compared with a ligand field multiplet calculation (hatched
area). The value of 10Dq is 1.7 V.

details concerning the broadenings the reader is
referred to [Deg90a]. All peaks in the experimental
spectrum are reproduced, which is a confirmation
that the ligand field multiplets indeed dominate the
spectral shape. Note that even the SrTiQ; spectrum
is reproduced rather well with atomic values of the
Slater integrals. This raises the question how it is
possible that titanium can be described as tetra-
valent, while for example band structure results
show that the charge transfer from titanium to
oxygen is small and certainly not four electrons
[Deg93a). Part of the answer is that what matters
is the symmetry of the ground state and because the
3d band is empty this is ' 4 for titanium in SrTiO;.

5.1.3.4. Multiplets of partly filled states. Table 6
gives the (Hund’s rule) ground state symmetries of
the atomic multiplets and their projection to cubic
symmetry. If four electrons have to be accommo-
dated in the 3d orbitals in an octahedral surround-
ing, two effects are important, the exchange
coupling of an ¢, electron with a 1, electron (/)
and the cubic ligand field splitting D. (The
exchange coupling is connected to the Slater inte-
grals as given in Table 2.) If 3J,, > D, a high-spin
(t}'g)3(eg)l configuration with *E symmetry is
formed from the Hund’s rule *D ground state.
However if 3J,, < D, alow-spin (tg'g)3(t{g)l config-
uration with 3Tl symmetry is formed.
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Fig. 20. Titanium 2p X-ray absorption spectrum of SrTiO; compared with a ligand field multiplet calculation. The value of 10Dq is

1.5eV.

The criteria for high-spin or low-spin ground
state are collected in Table 7. The exchange split-
tings J are different for different combinations of
e, Or t, electrons, though these differences
are small. Approximately J,, — 0.1 =J,, =Jy
+0.1eV [Bal62]. The exchange splitting J,. is
about 0.8¢V for 3d eclectrons. From this value
one can estimate the point where the ligand field
is large enough to change from high-spin to low-
spin. The estimates are given in the last column of
Table 2.

5.1.3.5. Ligand field multiplet calculations for
3dN. The calculation of the ligand field multiplet
is in principle equivalent to that of the 3d° con-
figuration, with the additional possibility of low-
spin ground states. As an example the
3d°[4,] — 2p°3d°[T}] ligand field multiplet is
given in Fig, 21.

Mpz @
.‘@"
A
=
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Energy (eV)
(b)
an'
-
Q)
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650
Energy (eV)

Fig. 21. Mn®* 3d° to 2p*3d® transition for (a) 10Dq = 0.0 and (b)
0.9€V. The line spectrum and the broadened spectrum are given.
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Table 6

Symmetries and configurations of all possible 3d” states®

State Atomic Cubic Configuration Susceptible
symmetry symmetry for

3! D T, (%) 3d spin—orbit

3 ’F 31 () 3d spin—orbit

3d ‘F 14, CAN -

3dis ‘D ‘E GARCHE Jahn-Teller

3dis i () (5)! 3d spin—orbit

3diis ’s o4, () () -

3dfs 1, (8 ()" 3d spin—orbit

3dSs D 5T, (53) () (12)" 3d spin—orbit

3dfs ‘4, CARUAY -

3dfis 3 41 () () (1)" 3d spin-orbit

3d]g ’E (13)° (1) (e Jahn-Teller

3d® 'F ‘4, (1) (€)' (13g)’ -

3d® D ’E (65,)° (e (1) (e )! Jahn- Teller

* If the ligand field exceeds the exchange splitting a low-spin state is formed. A T-symmetry ground state is susceptible to 3d spin—orbit
coupling and an E-symmetry state is affected by a Jahn-Teller splitting (see next section).

To obtain the 2p X-ray absorption spectra the
calculated line spectrum is broadened with a
Lorentzian broadening to simulate life-time effects
and a Gaussian broadening to simulate the resol-
ution function of the experiment. Figure 22, repro-
duced from [Deg91t], shows the comparison for
MnO. Good agreement is obtained with the
atomic values of the Slater integrals and a ligand
field splitting of 0.8eV.

The transition from a high-spin to a low-spin
ground state is directly visible in the spectral
shape, because a different final state multiplet is
reached. This is illustrated for Co®>* in Fig. 23. A

Table 7
Interactions determining the high-spin or low-spin ground state
of 3d* to 3d” configurations in octahedral symmetry

State Criterion Simplified Transition
criterion point/eV

3¢* 3 37 24

3¢’ 3 + 3 — 37 2.5

3d¢ 3 +ia. 30, 27 18

3¢’ 3 +Jog — 2y 27 19

series of calculations for all common ions has been
published in [Deg90b]. In these calculations the 3d
spin—orbit coupling has been set to zero. A series of
calculations in which the 3d spin—orbit coupling
has been included has been published in [Laa92c].
The criterion whether or not 3d spin-orbit coup-
ling is important will be discussed in the next
section.

5.1.4. 3d Spin—orbit coupling
In this section the treatment of the 3d spin—orbit
coupling in the ligand field multiplet program is

.é' 1 MnO
7] 4
c -
[} ]
= d
E ] /" M
7 T T
634 639 844 849

Energy (eV)

Fig. 22. Manganese 2p X-ray absorption spectrum of MnO
(dotted) compared with a ligand field multiplet calculation
(solid line). The value of 10Dq is 0.8eV.
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Fig. 23. Co™* 3d” to 2p*3d® transition. 10Dq is increased from
0.0 to 2.4eV. A high-spin to low-spin transition occurs between
2.1 and 2.4¢V.

discussed and arguments are given concerning the
effects of the spin—orbit coupling.

For the projection of the spin symmetries from
spherical to cubic symmetry the same branching
rules as for the angular momentum apply. Com-
pounds with an even number of 3d electrons have
an integer spin and the branching rules as given in
Table S can be used. For compounds with an odd
number of 3d electrons the spin will be 1/2, 3/2 or
5/2. The atomic S =1/2 state projects to E,

symmetry in a cubic ligand field. The notation
as used by Sugano, Tanabe and Kitamura is
followed [Sug70]. Similarly S =3/2 projects to
G symmetry and S = 5/2 is split into states of E,
symmetry and of G syminetry

If the 3d spin—-orbit coupling is taken into con-
sideration, the overall symmetry of the spin plus
the angular momentum must be determined. In
spherical symmetry this is accomplished by multi-
plying L with S to all possible J values. Similarly in
cubic symmetry the irreducible representations of
the spin must be multiplied with those of the angu-
lar momentum. Table 8 gives the results for the
low-spin and high-spin configurations of all 3d¥
states. It can be seen that in cubic symmetry the
multiplicity of the spin (25 + 1) does not directly
relate to the total number of states. For example
the ° T, state is split into six (and not in five) differ-
ent states. The ligand field multiplet program uses
in all cases the branchings for both spin and angu-
lar momentum and thus the overall symmetries of
the states. If the 3d spin—orbit coupling is neglected
all states with the same angular symmetry are
degenerate because the spin in itself does not influ-
ence the energy of the state.

3d Spin—orbit coupling does not affect states of
A; or 4, symmetry, but it has a large effect on
partly filled r,, states, that is the ground states of
the 3d!, 3d%, 3dis, 3dis, 3d%s and 3dls sym-
metries, as indicated in. Table 6. The effects on
states of E symmetry are small. The difference in
effect on T, states and E states respectively is
related to the way in which a #,; and an ¢, wave-
function respectively are built from the atomic
wavefunctions. As has been shown in Table 4 an
e, wavefunction is generated from m =0 and 2
(or —2) functions. A spin—orbit coupling effect can
only affect states which differ by unity in their my
value. This means that the 3d spin—orbit coupling
(C3a) is quenched in the case of e, states. In the case
of #,; states this quenching does not occur and if
only the #,; states are taken into account they can
be approximated with an effective L = 1, hence a
2T2 state is split in two, with the eigenvalues — %C
and ¢ and intensity ratio 1:2, analogous to the
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Table 8

Effects of spin—orbit coupling on 3d¥ ground state

State Symmetry Spin projection Overall symmetry Degeneracy
3d! r, E E+G 2
3 T T E+Ty+ T+ 4 4
3d ‘4, G G 1
3dfs °E E+T, A+ 4+ E+T 4+ T, 5
3dis ’T T E+ T+ T+ 4, 4
3djs ‘4, G+E G+E @
3dis T, E; E+G 2
3d%s T E+T, A +E+2T +2T,

3d8 14, A 4, 1
3dg{s :Tl G E1 + E2 + 2G 4
3d]g E E, G 1
3d® 34, T T, 1
3d’ E E G 1

2py/, and 2p, 4, splitting for 2p spin—orbit coupling
[Sug70].

To describe the full action of 3d spin-—orbit
coupling the non-diagonal matrix elements, coup-
ling #,, and ¢, states have to be included. It can be
shown that this affects the e, states by (3 12X/ 9,
as compared to the ,, states which were affected by
(3/2)¢. For a typical 3d transition metal compound
$3g =~ 70meV and the cubic ligand field splitting
P ~1.0eV. This gives splittings of about
100meV (= 1200K) for T symmetry ground
states and of about 8 meV (=~ 100K) for E sym-
metry ground states. This implies that for room
temperature experiments 3d spin-orbit coupling
should be included for T symmetry ground states,
but can be neglected for E symmetry ground states.
Hence as a first approximation to the experimental
spectra one can use the results of [Laa92c] for T
symmetry ground states and the results of [Deg90b]
for E symmetry ground states. For 4 symmetry
ground states the results are identical. In practice
it will in most cases be necessary to make more
precise comparisons as for example for T symme-
try ground states there will be configurations at
energies of about 300K, which implies that a
Boltzmann distribution over the states must be

included. (E-symmetry ground states are suscep-
tible to Jahn-Teller distortions, see next section.)

Because the spin—orbit coupling strength
increases with the atomic number, the best case to
investigate the effect of 3d spin—orbit coupling is
the 3d;15 configuration, as is for example found in
CoF, and CoO. From Table 8 it is found that if 3d
spin—orbit coupling is included, the T} ground
state of the 3djis configuration splits in four states
of E;, E, and two times G symmetry. The multiplet
calculation with the atomic value of the 3d spin—
orbit coupling (83 meV) and a cubic ligand field
strength of 0.9eV gives the four states at energies
of respectively 0 (E,), 44meV (G), 115meV (G*)
and 128 meV (E;). Figure 24 gives the ligand field
multiplets of the 3d[g[T;] — 2p°3d® transition for
the four different symmetries. Given this spread in
the initial states, the room temperature (25meV)
spectrum is dominated by the lowest state of E;
symmetry, with a 17% contribution of the first
excited state of G symmetry.

Figure 25 gives the theoretical spectra of the
ground state E, spectrum (b), the 300 K spectrum
(c) and the spectrum under neglect of 3d spin—orbit
coupling (a). It is clear that the inclusion of the
3d spin—orbit coupling enhances the agreement
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Fig. 24. Theoretical X-ray absorption spectrta for the
3dlys[Ty] — 2p°3d® transition for the four different 3d spin—
orbit split symmetries of the 4T] ground state. The respective
symmetries are from bottom to top: E,, G, G* and E;.

considerably. The good agreement between theory
and experiment makes it possible to determine the
energies of the low-lying excited states from an
analysis of the experimental spectrum, preferably
measured for a series of temperatures. Hence it can
be concluded that temperature dependent X-ray
absorption experiments can reveal the magnitude

of the 3d spin—orbit coupling, which might be dif-

he atomic value [Deg91t, Tan92a}.

5.14.1. The effects of 3d spin—orbit coupling on
the high-spin—low-spin transition. In the discussion
of the high-spin versus low-spin states it has been
assumed that the spin state of a system is that state
with the lowest energy, implying that at the cross-
ing point (in the Tanabe-Sugano diagram) the
ground state is changed suddenly from high-spin
to low-spin. However it turns oui that if 3d spin—
orbit coupling is included, this will couple high-
spin states with low-spin states. This implies that
the transition between high-spin and low-spin can
be gradual with close to the transition point an
admixture of both high-spin and low-spin symme-
tries. This situation will be discussed for 3d*. From
Table 6 it can be seen that the high-spin state has
E symmetry and is susceptible to Jahn—Teller
distortions, while the low-spin state has >7; sym-
metry and is susceptible to 3d spin—orbit coupling.
To simplify the problem the ligand field multiplet
calculations are performed in octahedral symmetry

Intensity

S5=0

T T
770 775 780

T T
785 790 795

Energy (eV)

Fig. 25. Comparison of the theoretical spectra of (from bottom to top) (curve a) the spectrum under neglect of 3d spin—orbit coupling,
(curve b) the ground state, and (curve c) the spectrum at 300K, with the experimental spectrum of CoO.
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Fig. 26. Distribution of states in the 3d* initial state showing the
effects of 3d spin—orbit coupling at the high-spin to low-spin
transition. On the left hand side the symmetries are from bottom
to top: (high spin) A, Ty, E, T;, 4,; (low spin) 4,, T, T,, E.

and effects of the Jahn—Teller distortion have been
neglected. The Slater integrals have been reduced
to 75% for dd interactions and to 88% for pd
interactions and the atomic 3d spin—orbit
coupling has been used.

Figure 26 shows the energy levels for ligand field
strength between 2.6 and 3.0 eV. The high-spin °E
configuration splits after inclusion of the 3d spin—
orbit coupling into five states of respectively 4,
Ay, Ty, T, and E symmetry. Likewise the °T)
configuration splits into four states of 4, T}, T3
and E symmetry. For a ligand field of 2.6eV °E
symmetry is at lowest energy, while for 3.0eV the
system has a low-spin 3T, ground state. It can be
observed directly that a T symmetry state is
affected more by the 3d spin—orbit coupling as
discussed above. At room temperature (0.025¢eV)

the high-spin ground state (10Dq < 2.6 V) will be
approximately given as a statistical distribution of
the five states. If the cubic ligand field is increased
to about 2.8 eV the lowest five states do still relate
to the high-spin configuration, but the splittings
between the states are enlarged due to consider-
able admixture of 37 character. Note that the
state of A4, symmetry is only contained in the
high-spin symmetry state and is not subject to
admixture. Hence it can be used as an indication
of the position of the high-spin configuration with-
out interaction with the low-spin configuration.

Some 3d* systems include LaMnO,;, and
LiMnO,, which are considered to be high-spin
CE) insulators, [Bog57, Bog75, Goob3, Goo7l],
StFeO;, a low-spin or intermediate spin conductor
(GleBS, Mcc65], and CaFeQ;, a high-spin com-
pound probably subject to partial charge dispro-
portionation below T =290K [Gle85]. Though
LiMnO, probably has a high-spin ground state, it
can be expected to be not too far from the tran-
sition point, in which case it can be affected by 3d
spin-orbit coupling. Figure 27 gives the spectral
shapes found from the ligand field multiplet calcu-
lations for, from bottom to top, the low-spin 7T
configuration, the high-spin >E configuration and
the mixed spin state. The experimental spectrum of
LiMnO, is shown with dots.

With regard to a further optimization of the spec-
tral shape there are several factors to be considered.
The Slater integrals have been set roughly to
reduced values and the symmetry distortion related
to the Jahn—Teller effect has been neglected. The
Jahn-Teller distortion can have effects on the spec-
tral shape in the range of about 1eV and might
account for the spectral mismatch. Also if the
Jahn-Teller distortion is accounted for, the 3d
spin—orbit coupling effects still have to be taken
into account close to the high-spin to low-spin tran-
sition point (in reduced symmetry) [Deg91t].

5.1.5. Effects of non-cubic symmetries

Another type of low-energy splitting of the
ligand field multiplet is caused by distortions
from cubic symmetry. Large initial state effects of
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Fig. 27. Crystal field multiplet calculation for the 2d X-ray absorption spectrum of the low-spin, high-spin and mixed (or intermediate)
spin ground state for trivalent (3d*) manganese atoms. The top spectrum is the 2p X-ray absorption spectrum of LiMnO,.

lower symmetries are found if the cubic 3d"
ground state contains a partly filled e; band. Elon-
gation of the z axis lifts the degeneracy of the e,
orbitals; the Jahn-Teller effect. Degenerate e,
states are found in systems with 3dis, 3d/s and
3d°. The effects on the 3dﬁs state occur for
divalent chromium and trivalent manganese. The
tetragonal distortion of the 3d® configuration is
well known, for example in the CuQ-based high
7, superconductors.

Final state effects of lower symmetries can be
important for all 3d" configurations if the site
geometry is strongly distorted from cubic. Final
state effects of lower symmetries are best obser-
vable for 3d° compounds due to their simple spec-
tral shape in which all multiplet transitions are
resolved as individual peaks. In rutile (TiO,) the
site symmetry of titanium is D, and the effective
configuration is 3d°. Effects of the symmetry
reduction can be expected for the 2p5eé—like states
and indeed the rutile spectrum clearly shows a
splitting of the e, peak which is reproduced in a
calculation for Dy, symmetry [Deg90a].

Similar final state effects of lower symmetries are
expected for systems with a partly filled 3d band.
However it can be expected that ligand field effects,
including distortions from cubic symmetry, are
more important for early 3d compounds. The
important parameters are the radial extent of the
wavefunctions of the 3d electrons 7, and the inter-
atomic distances R. It is known that the ratio r,/R
decreases in the 3d metal series [Fug88, Mar85t],
and especially in systems with one or more
occupied e orbital, relatively large inter-atomic
distances are found [Wis72). Crystal field effects
scale with r,4/R; hence effects of lower symmetries
(and also the cubic ligand field strengths) are
largest for the early 3d metals.

5.1.5.1. Projection rules for lower symmeiries.
The ligand field multiplet program can handle
any point group symmetry. As an example, the
branching rules of a Dy, point group are given in
Fig. 28. The projection from spherical symmetry to
Dyy, symmetry is accomplished in three steps. First
the symmetry is reduced to cubic, in the second step
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Fig. 28. Schematic branchings from O; symmetry (atomic) to
Doy, symmetry, via Oy, and Dy . Encircled are all representations
which can be reached from atomic P symmetry.

the cubic (Oy) to tetragonal (Dy,) symmetry reduc-
tion is included and the third step goes to Dy,
symmetry. The necessary extra ligand field terms
in the Hamiltonian can be deduced directly from
this figure: the Hamiltonian has 4; symmetry, thus
all branchings to 4; symmetry take part in the
Hamiltonian. For cubic symmetry, apart from the
S state, the G state projects to the A; state. This
G — A, branching describes the inclusion of a
cubic ligand field term in the Hamiltonian.
Similarly for tetragonal symmetry the cubic F state
projects to the A4; state. In turn the cubic E
state has two parent states in spherical symmetty,
hence there are two additional paths D — E — 4
and G— E — A4;. In other words there are
two additional ligand field parameters in the
Hamiltonian of Dy symmetry. The total number
of ligand field parameters of a specific point group
can be found directly from the total number of
different paths leading to the A; symmeiry state,
It should be noticed that the “route” to reach the
Dy point group is not uniquely defined, and
instead of the route via Oy (as given in Fig. 28)
an alternative route via D, can be chosen. The

choice of the route determines the meaning of the
ligand field parameters and because of the central
place of the cubic ligand field strength, in general
the route via Oy, symmetry is used. The different
branchings for all point groups and also all
possible choices for the routes to reach a specific
point group are given in [But81].

Systems with lower symmetries are expected to
show large linear dichroism effects as will be dis-
cussed in Section 6.3. This can be deduced directly
from Fig. 28 as the dipole operator is split in Dy,
and lower symmetries.

5.2. When are multiplets important?

If multiplets are important an absorption edge is
preferably described with an atomic approach as
described above. In that case the short range
models will be the most appropriate starting
point because also the Hubbard U, directly related
to the F3y Slater integral, will be important. In
contrast if multiplet effects are small, the band
structure (or multiple scattering) approach is
most appropriate because of its ab initio descrip-
tion of hybridization.

There is a simple rule for the importance of
multiplets:

Multiplets are important in the case of a
direct transition to a partly filled d or f band.

Thus the p edges of transition metals and their
compounds are affected by multiplet effects,
whereas the s edges are not affected. For rare
earths and actinides it means that their d edges
are affected, in contrast to their s and, in first
approximation, p edges. This rule can be deduced
from the values of the atomic Slater integrals.
Table 9 gives the values for the edges of iron,
ruthenium and osmium. For comparison the
values for the 3d edge of terbium are given. These
values are expected to be only marginally screened
in solid transition metals and their compounds.
Depending on the obtainable resolution, mainly
determined by the core hole life-time, the multiplet
effects are observable. From Table 9 it is clear that
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Table 9
Slater integrals as calculated with the HF for the d°® transition metal jons Fe**, Ru** and Os**
Ton Edge Excitation Core hole FlifeV GpaleV GayjeV
energy/eV spin-orbit/eV

Fe**(3d) 3p [60] (<n 13.1 16.2 9.9

2p {700] (13) 7.5 5.5 32

Is [7150] - - 0.3 -
Ru**(dd) 4p [50] 3 9.6 121 74

3p [470] 22) 46 1.0 1.0

2p [2900] (130) 2.1 1.8 1.0
0s™*(5d) 5p [52] 114 18.1 11.6

4p 1510] 98 24 24

3p [2860] (345) 54 1.1 1.2

2 [11630] 1514) 3l 27 1.6
TH (40" 3d {1258} i3) 3.04 5.79 3.40

17T (FY 3.35(G%)

— . 1 -~ an s g } .
* For comparison the 3d4f values of To’" are given.

the iron 2p and 3p edges in particular will be domi-
nated by muitiplet effects.

5.2.1. Core hole s
ing ratios

As discussed in detail by Thole and van der Laan
[Laa88a, Laa88b, Laa%90a, Laa90d, Tho88b,
Tho88¢], the interplay between core hole spin-
orbit coupling and core hole Slater integrals can
give rise to non-statistical branching ratios.

In a single electron picture the overall intensity
of the L; and the L, edges has a ratio of 2:1, as
their J values are respectively 3/2 and 1/2 and the
overall intensity is given by (27 + 1) [Cow81]. This

statistical value is found if the magnitude of pd

SyBlasuval Vaiee 1S UL saAv ALGplluiutae Ui

_Slater integrals is much smaller than the 2p spin—
orbit coupling. From Table 9 it is evident that this
is the case for all deep core levels. However for the
2p edge of iron the 2p spin—orbit coupling and the
pd Slater integrals are of the same order of magni-
tude. This implies that the statistical branching
ratio will be affected. In Fig. 29 the branching
ratios are given for the divalent 3d transition

3 i H i AN AF 1Y féhn
metal ions in a cubic ligand ficld (2) of 1eV (the

values are taken from [Laa88a]). Although the
value of the branching ratio is mainly determined
by the 2p spin—orbit coupling and the pd Slater

integrals, the cause for a particular value is the
symmetry of the ground state.

The ground state symmetry is determined by the
dd Slater integrals (Hund’s rules), the ligand field
strength (2) and the 3d spin—orbit coupling (), as

. .
discussed above. An important factor for the

branching ratio is the spin state, caused by the

-

BRANCHING RATIO
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{(number of eiectrons in 3d-band)

Fig. 29. Branching ratio of the divalent 3d transition metal ions

squares and solid line; low spin, circles and dashed line.
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Fig. 30. The 2p X-ray absorption spectra of the 3d transition
metals (from [Fin85]).

interplay of dd Slater integrals (‘‘exchange”)
and ligand field strength. Within a particular
high-spin or low-spin state the precise values of
the ligand field strength and the 3d spin—orbit
coupling have only a small effect on the branching
ratio. This influence can be approximated as
G/2 ~ 0.05/1.0 [Laa90d, Tho88b). This implies
that for solids the potential influence of 3d spin—
orbit coupling on the branching ratio is limited due
to a finite ligand field strength. In the case of atoms
(ions) 3d spin—orbit coupling can have large effects,
such as for divalent nickel ions where 3d spin—orbit
coupling causes a transition to be forbidden for
right circularly polarized light [Laa91].

Also the branching ratios of the 2p spectra of the
3d transition metals are non-statistical as can be
checked in Fig. 30. In the case of metals the

ground state symmetry is basically described by
band structure methods, where the Slater integrals
(Hund’s rules) enter under the heading of “orbital
polarization”. All metals can be assumed to con-
tain a ground state symmetry analogous to a high-
spin symmetry in 3d metal complexes and it is
expected that in first approximation the branching
ratios follow the trend given in Fig. 29.

These interplay effects between core hole spin—
orbit coupling and core-valence Slater integrals are
different for shallow core levels such as the iron 3p
edge, which has a very small core hole spin—orbit
coupling and is completely dominated by the Slater
integrals. Deep core levels, such as ruthenium L, ;
edges, will have a statistical branching ratio as they
are separated by a large energy and no intensity can
be transferred by the core hole Slater integral.
However they still do affect the spectral shape of
the individual edges (by interplay with the ligand
field splitting), which causes small differences
between the L, and L, edges [Deges).

5.3, The short range model extended for multiplets

The short range (Anderson impurity) model has
been extended to include multiplets by the groups
of Kotani and Jo [Ima89a, Ima89b, Ima90, Jo88a,
Jo88b, Jo88c, Jo89a, Kot89]. Its first application
was to cerium compounds, but attention has since
partly been shifted to transition metal compounds.
The extra ingredient of its application to transition
metal compounds is the inclusion of the cubic
ligand field as has been discussed above. The inclu-
sion of multiplets implies that for the localized
configuration not a single state is included, but a
series of states with different energy (¢4) and sym-
metry (I') belonging to the ligand field multiplet.
For the Hamiltonian of the short range model
used this implies

a4 = ZEdI‘”dF
T
In general a single metal with 4 or 6 ligand atoms

is described and the band-like states are also
written out in the symmetries of the localized 3d
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states. In practice this is accomplished within the
ligand field multiplet model, by exciting a 2p elec-
tron to a “delocalized” nd state, representing the
ligand band. In this manner the symmetries of the
band-like states are more or less automatically
formulated in the symmetry of the localized 3d
states. The energy of these delocalized states
(epkr)» relative to the localized states, is then set
according to the charge transfer parameter

Z EpkMpk = z EpkIPpkT
k kT

The interaction-terms fpq have to be given for all
symmetries (I)

tpd ;(alapk + alkad) = ZI; tde'
X Z(ae]itrapkl‘ + ”Ikr“dl“)
k X

The U-term is modified to include all higher-
order effects and the 3d spin—orbit coupling. Here
I will follow the notation used by the groups of
Kotani and Jo [Oka92a]

Usananed " 8aadly, aar, @iy, dar, + 3 Isal. car,
@ @

The summation of g44 is over four different sym-
metries (T';) and the summation of the spin—orbit
coupling is over two symmetries. In the final state
the multiplet effects caused by the core states are
also included

Sl => Y Earier + ) Beadlr, Bar, Ay, e,
T @

+ Cc Z lsairl acI‘z
@

The term g4 includes the dd Slater integrals £3,
F3; and F4; and g, includes F%, Gly and G
The total Hamiltonian in the finai state then con-
sists of

”=%band+”3d+”mu+-#ls
+=#mix(+‘#c+”c.mu+”c.ls) (19)

Table 10

The parameters of the short range model as used for the analysis
of 2p XPS of the nicke} halides, with ™ and without inclusion of
multiplets

Coulomb
repulsion

Compound Charge Core

Hopping
transfer potential _

A AM Uy UY Uu UY te #%

NiF, 65 43 70 75 50 13 20 20
NiCl, 36 13 70 75 s0 73 20 1.3
NiBr, 26 03 70 75 50 73 20 14
NiO 720 20 70 75 50 73 23 20

For the ground state this is a two-state model: a
ligand band (#y,,g) and a localized 3d state
including its spin—orbit coupling (#'3q + #py +
#y,). In the final state a core state is added
(. + H.s) and also its interaction with the 3d
state is included (#.,). This Hamiltonian has
to be solved for the initial state and final state
and all transition matrix elements must be calcu-
lated, similarly as discussed before.

5.3.1. 2p XPS of the nickel halides

An important confirmation of the usefulness of
the short range (Anderson impurity) model for the
description of core spectroscopies is the description
of the 2p XPS spectra of the nickel halides
[Zaa86a]. No multiplet effects have been included
and the description of the short range model as
outlined in Section 4.3 is followed. The parameters
as used are collected in Table 10. An equivalent
analysis has been given in [Par88]. The ground
state of all nickel halides is formed by a linear
combination of 3d® and 3d9L_ character. The
3d'°L1 -states are positioned at high energy
(Ugq + 24A). Uyy is basically determined by the
cation which is Ni** in all cases. The same holds
for Ug. The hopping is determined from com-
parison to experiment. The ty given is the value
for the e, orbitals: 1,q = (e,|5#|L(e;)). The
value for the t,, orbitals is smaller by a factor of
two [Mat72a). The effective hopping, denoted as
Ver in [Kot92], is /mptpa (With the number of
holes (n,) equal to 2). The value of A decreases
from NiF, to Nil; and basically determines the
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Fig. 31. The final state electronic configurations in 2p XPS of the
nickel halides

ionicity of the system: NiF, is most ionic and con-
tains only 14% of 3d°L character. In the final state
of 2p XPS the configurations with extra 3d
electrons are pulled down and Fig. 31 shows the
final state configurations using the short range
model without multiplets. The final state of
NiF, contains close to degenerate d® and d°
configurations, and the other three halides have
close to degenerate d° and d'® configurations.
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This will give two peaks in NiF; in first approxi-

248 oroun H

n ralatad tn trancitinne fra
BiVuL

mation related to transitions from the 3d
state to the bonding and antibonding combinations
in the final state. The other halides will have three
peaks because the 3d'° configurations enter the
description.

Okada and Kotani [Kot92, Oka89, QOka90,
Oka91a, Oka92a, Oka92b] performed calculations
for the nickel halides in which they included the
multiplet effects explicitly, as described above.
The resulis of their l‘m‘:tnou, denoted b oy them as
the charge transfer-muitiplet (CT-M) method, are
given in Fig. 32. Though all features were already
described without multiplets, the agreement with
experiment has clearly been improved.

The values of Uyg and to a lesser extent also Uy
increased if multiplets were included. In [Oka92b]
calculations have been done with and without
multiplets and the values found for NiF, are larger
if the multiplets are included; however the values
without multiplets are also larger than the values
used in [Zaa86a]. Important values for the final
state are the ionic energy positions of the three
configurations as sketched in Fig. 31. The
positions of d® and d'° are respectively —0.5 and
2in [Zaa86a], —2 and 3 in [Oka92b] (without multi-
plets) and —3.2 and 1 in [Oka92b] (with multiplets).
Thus the ordering of the states is not modified, but
there is some uncertainty in the relative energy

v | 1 M 1

£ (a) NiF, (b) NiCl, (c) NiBr, (d) NiO
s 2p172 2P3/2
: : f-’\/\/
o 2
2 \/ ’ ./W\—f/\j\ ...—ﬂ""/v/" L
HE - U»Jl (\VAV.S)

N — i 50.........100 ......... 50 .......

Relative Binding Energy (eV)

Fig. 32. The 2p XPS spectra of nickel compounds (a, NiF;; b, NiCly; ¢, NiBr,; d, NiO) (dots) compared with short range modei

calculations, including multiplets (bottom, solid line) (from [Oka92b]).
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Fig. 33. The 2p XAS spectra of nickel compounds (left) (from [Laa86a]), compared with short range model calculations including

multiplets (right) (from [Kot92]).

positions, Okada and Kotani argue that they need
larger U values to account also for the spectral
shape of the 2p;; spectrum, while in [Par88,
Zaal6a] only the 2p;/; has been analysed. Also it
can be concluded that a smaller value of A must be
chosen if multiplets are included.

A problem which is not touched in most papers
is the additional interactions in the final state. It is
assumed that the core hole only will give rise to
local interactions, which can be gathered in one
parameter Uy, [Saw88]. Also the values of the
hopping and to a lesser extent Ujq need not be
identical in the final state [Gun88a, ZaaB86a]. This
problem is discussed in Appendix A.

Recently the occurrence of non-local contri-
butions to the screening has been shown to be
important for 2p XPS of NiO (and in general
charge transfer insulators) [Vee93a].

5.3.2. 2p XAS of the nickel halides

The important advantage of the short range
model including multiplets, the CT-M model, is
that it can also be applied to 2p XAS, which is
dominated by multiplets and where in most cases
charge transfer effects give rise to relatively small
modifications. The 2p XAS spectra of the nickel
halides have been measured by van der Laan
et al. [Laa86a). In their analysis they used both
the ligand field multiplet modet (for NiF,) and the
short range (Anderson impurity) model. Figure 33
shows the CT-M results of [Kot92], with the
parameters as given in Table 10. In [Laa86a] a
ligand field strength of 1.5eV was used, while in
[Kot92] a ligand field strength of 0.5eV was used.
Additionally the hopping was reduced from 2.0eV
to 1.5eV in [Laa86a], to account for the difference
in the final state. The analysis of [Kot92] gives the
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best agreement with all spectral shapes. This con-
firms the fact that although 2p XAS is dominated
by ligand field multiplets, the effects of charge
transfer remain visible.

If one uses the ligand field multiplets without
charge transfer the value of the cubic ligand field
is considerably larger because one has effectively to
include the difference in hopping between the #5,
and e, states. The fact that t,4, ~ 2,4, causes the
largest contribution to the ligand field splitting in
the short range model. This effect is not accounted
for in the ligand field multiplet analysis and it must
be incorporated in the value of 10Dq.

5.3.2.1. Reducing the Slater integrals. As was
demonstrated in Section 4.3 in 2p XAS the final
state value of A is equivalent to the ground state
value, which largely excludes charge transfer
effects. The main effect of charge transfer is a
reduction of the multiplet splitting. This reduction
can be applied directly to a ligand field multiplet by
reducing the values of the Slater integrals.

Lynch and Cowan used this approach to simu-
late the My s edges of Ce®* and Pr** [Lyn87]. The
hybridization of ligand character |L) into the
original atomic |4f) wavefunction was accounted
for by reducing the ff Slater integrals by 20% and
the df Slater integrals by 10%. Because the core
states are not modified in a solid the reduction is
about twice as large for valence—valence inter-
action than for core—valence interactions. The
results of Lynch and Cowan [Lyn87] showed a
complex reordering of states as a result of the
Slater integral reduction.

To test the validity of Slater integral reduction
and to compare it with the impurity model, the
nickel dihalide spectra have been simulated
[Deg91t]. The divalent nickel compounds are simu-
lated as 3d® — 2p°3d’ transitions. This presents a
special case as the 2p°3d° final state contains only a
single 3d hole and does not contain any dd corre-
lations. This simplifies the multiplet calculation
and, apart from the spin—orbit coupling which is
not essential for this problem, only two sets of
Slater integrals remain: F34 and F, for the initial

state and F24, Gpq and Gy for the final state.
Furthermore the X-ray absorption spectral shape
is not sensitive to the values of the ground state dd
integrals as the 3.4, ground state is the sole state of
this symmetry and consequently does not mix with
any excited state. The only set of parameters which
determines the spectral shape is the final state pd
Slater integrals. To test the Slater integral reduc-
tion they have been reduced stepwise from their
atomic values and Fig. 34 shows the correspond-
ing spectral changes. For a cubic ligand field a
value of 0.9eV is used, in agreement with the
values determined from optical spectroscopy.
(For NiO it is necessary to increase 10Dq to
1.5eV)

Reduction of the pd Slater integrals reduces the
splitting between the main peak and its high-energy
shoulder, a similar effect to that observed in going
from NiF, to Nil,. Also the modifications in the L,
edge are reproduced nicely. From this agreement it
can be considered that in the case of the nickel
dihalides the Slater integral reduction gives a
good account of the main spectral modifications
upon increasing hybridization. A difference with
the CT-M calculations is that the satellite struc-
ture is not reproduced by reducing the Slater inte-
grals. It is important to note that the amount of
Slater integral reduction gives an alternative
measure of the amount of hybridization. For the
halides it is found that whereas the fluoride corre-
sponds to the atomic values, for chloride, bromide
and iodide the Slater integrals have to be approxi-
mately reduced to respectively 75%, 65% and 25%
of their atomic value. This trend is a nice example
of the so-called nephelauxatic series obtained from
the analysis of optical spectra [Jor62, Jor71].

5.3.3. General results of the short range model for
2p XAS

From the discussion of the nickel halides it is
clear that the short range model including multi-
plets describes all observed features in the 2p X-ray
absorption spectra. The trends in the spectral shape
in going from fluoride to iodide are reproduced and
the satellites are found at about the correct places
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with correct intensities. As discussed the satellite
structures are small because Uyqy is about equal to
Ugd.

A study of the 2p X-ray absorption spectrum
(and 2p XAS) of CoO also shows good agreement
[Oka92b]. Again there is some spread of the param-

Sy £ mand samccin o TN a3 AT Tew amnaeds

eters used U_y different groups [ucgy.)aj i1l pariicu-

lar the values for Ugs and U as used in [Oka92b]
are larger than the other studies. The effect of the

short range model is a reduction of the multiplet
peaks, which as discussed can also be simulated by
Slater integral reduction [Deg93a).

Recently the short range model, including multi-
plets, has also been applied to early transition
metal compounds, and in particular to tetravalent
titanium oxides [Oka93]. The early transition metal
oxides belong to a different class of materials (see
next section) and the parameters of the short range

al nen Afnenet oo esd 108 tho lato teongits
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metal compounds.

From Table 11 it can be seen that for TiO,, U
and particularly Uyq are smaller, while A and 1p4
are larger. Because the 3d band is empty the effec-
tive interaction Vg is \/(11/2)t,q compared with
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Table 11

The parameters of the short range model as used by Okada and Kotani for the analysis of 2p XAS of various oxides

Compound Charge Core Coulomb Hopping
transfer, A potential, U repulsion, Uy
todo Verr
NiO 2.0 7.5 7.3 2.0 2.7
CoO 2.5 7.0 7.0 20 3.0
TiO, 3.0 6.0 4.0 30 7.0

\/itpd for NiO. In general Ve = /nptpg,, but
because six of the ten holes for TiO, are of =
origin, they must be accounted for with #y4,,
taken as half of z.,,. This modifies the calculation
of Ver to +/(n, + (1/4)n,). Because of the large
hybridization it is better to speak about a bonding
and an antibonding combination of 3d° + 3d'L,
and similarly for the final state of
2p°3d! +2p°3d°L. As discussed, because of the
cancellation effect of U, and Uy, the satellites
are weak as most inten-sity goes to the bonding
combination.

In Fig. 35 the result of the short range
model calculation is compared with a 2p X-ray

I T T

1.0l Ti 2p—X§s (a) Exp.

Pro-edge; :i # 7

§
\ iviong
i W

Satellites

Intensity (arb. units)

0 — . ,
-10 0 10 20
Relative Excitation Energy (eV)

Fig. 35. Titanium 2p X-ray absorption spectrum of SrTiO; (top,
a) compared with a CT-M calculation (middle, b) and a ligand
field multiplet calculation (bottom, c) (from [Oka93)).

absorption spectrum of SrTiO;. The short range
model reproduces the spectrum including the satel-
lites correctly. For the main structures there are
some changes: the first peak is sharpened com-
pared to the ligand field multiplet model, while
the other three main peaks are broadened because
of the interaction with the band. In [Oka93] this
finding is used to explain the experimentally
found broadening. Other sources of broadening
are symmetry reduction, which is important in for
example FeTiO; and particularly TiO, [Deg90a]
and the core hole life-time effects which are differ-
ent for the different states and to first approxi-
mation are expected to increase for states at
higher energy, and to be particularly large for the
L, edge. Also some spectra, such as that for ScF;
given in Fig. 19, do show an asymmetric first peak
in experiment. Additionally it is noted that the
ligand field multiplet spectrum of SrTiO; has a
sharp leading peak (as can be checked in Fig. 20).
The result given in Fig. 35 is not the optimized
result as far as the ligand field multiplet model is
concerned.

Thus although the CT-M model is necessary to
explain the satellites, for the main peaks the ligand
field multiplet calculations can compete with the
CT-M results as far as accuracy is concerned, par-
ticularly if the Slater integrals are allowed to be
reduced (though this is not necessary for systems
with empty 3d bands). The main structures, includ-
ing an accurate account of the intensity ratios, are
obtained directly from the ligand field muitiplet
calculations, as has been discussed in Section 5.1.
The CT-M results, though in principle better
justified, give only a small improvement and have
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an important drawback in the basic uncertainties

in the parameters used. Particularly if one focuses
on the symmetry properties of a system, such as
Jahn-Teller distortions, high-spin to low-spin
transitions, etc. it will be easier to study them
with ligand field multiplets alone, because of com-
putational limitations and also because of the
relatively transparent meaning of all parameters
used.

The use of the CT-M model implies for the satel-
lites that they are of charge transfer nature, in
contrast to the former assignment in terms of
polaronic satellites [Boe84, Laa90b, Laa%0c). In
fact the use of the charge transfer mechanism is
questioned in these studies and the inclusion of
an additional excitation mechanism is introduced
to explain the relatively large satellites which were
hard to explain. A definitive answer to the question
of the relative importance of the different possible

excitation processes is as yet not found.

5.3.4. Trends in the short range (Anderson impur-
ity) model parameters

In this section some of the trends of the param-
eters in the short range model are discussed. As this
is a whole subject of its own only some basic
remarks will be made. A first estimate to the
configuration averaged (see below) values of Uy
and A can be made from the atomic estimates of
the Slater integrals [Zaa86tl: Uy = E(3d"*)
+ E(3d""y - 2E(3dY) &~ Py F°(3dVh) +
Py F3d" "1y — 2P, FO(3d"¥) = F'(3dY). In
this formulation ligand field effects and the Slater
integrals F2 and F* have been omitted for the
moment. The calculation Is basically a counting
of electron-pairs (Py). The number of electron-
pairs of the N + 1 plus N — 1 states exceeds the
two pairs of the N states by 1 (for all possible N).
Hence its value is basically determined by F° and
the values of Uyq determined in such a manner
gradually increase from about 15eV for titanium
to 18eV for nickel, because the value of F° is
gradually increasing with atomic number (Z)
throughout the 3d series, mainly as a result of
contraction of the 3d states.

For the charge transfer A a decreasing trend is
found and its value is a gradually decreasing
funcion of Z (A =E(3d"*'L) - E@G3dY) ~
constant — F°(3d™)). Its value is about 31&V for
titanium and 28eV for nickel. The parameters
determined as such must be corrected for polariza-
tion effects in the solid. This effect is accounted for
by a constant correction factor for both Uyg and A.
This brings the values of Uyq to range from 3 eV for
titanium increasing to 6V for copper and A to
range from 7eV decreasing to 4eV. For clarity it
is noted that this general subtraction procedure is
not exactly correct and the values found are not to
be taken as quantitatively accurate.

5.34.1. Charge transfer versus Mott—Hubbard
insulators. 1t has been shown by Zaanen et al.
[Zaa85a] that the two parameters Ugy and A basi-
cally determine the nature of the band gap in tran-
sition metal compounds. The lowest states to be
filled are always the empty 3d states. If Uyq > A
the highest states to be excited are ligand p states,
and if Uyy < A the highest states are the 3d states.
This divides the transition metal compounds into
two basic categories: charge transer systems versus
Mott—Hubbard systems. See for example [Abb93b,
Fuj93] for recent discussions on this matter. From
the basic trends in Uyy and A it can immediately be
concluded that the early transition metal com-
pounds will have a large tendency to be Mott—
Hubbard systems and the late transition metal
compounds are likely to behave as charge transfer
systems.

5.3.4.2. Corrections due to multiplet and ligand
field effects. The values for Uzy and A have been
determined with the average energies of the respec-
tive 3d" configurations. However the determining
energies are not these average values, but instead
the lowest states in the respective multiplets. As has
been discussed at length in Section 5.1 the energies
in the ligand field multiplets of transition metal
compounds are basically determined by the dd
Slater integrals and the cubic ligand field split-
ting. These corrections can be worked out for the
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Table 12
Corrections on Ugg and A from the multiplet (B and C) and
crystal field (2) effects®

Configuration Corrections on Uyq Qorrections on
A

3d'[*Ty] and 3d°[°Ty] -5B (+2/5\9  -5B(-2/5)9

3’7 and 3d7{'Ty) -5B 0 —-10B(-2/5)2

3d%*4,] and 3d* [ 4;] +4B (+5/5)2 —6B(+3/5)2

3d*PE] and 3d°’E] -8B 0 -14B(+3/5)2

3d°fP 4] +14B+7C (-5/5)9 +7C(-2/5)2

3 Far the oconficuratiane 3d5 and 3d° an extra corrantion of L7C
20T WS CoNAguUIauens 2¢° ant 24 an XA Corretlion o +/4

should be included for A. (The corrections for 3d® and 3d” states
due to configuration interaction have been neglected.)

respective 3dY configurations [Degd1t, Grf64,
Zaa86t] and from this the corrections on Uyq and
A can be determined as indicated in Table 12.
Figure 36 gives the rough estimate for Usq and A
of divalent transition metal compounds based on
the linear trend in their mean values and the correc-
tions from ligand field and multiplet effects as indi-
cated in Table 12. The parameters used were

(=
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B=0.1, C=04 and 2=1.0eV. It should be
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only rough indications, merely to account for the
trends, and do not have to be taken as absolute.
More accurate empirical as well as theoretically
determined values are given by, for example, the
groups of Sawatzky [Vel90t, Vel91a, Zaa86t], Fuji-
mori [Boc92a, Fuj93], Kotani [Kot92, Oka92b] and
Oh [Par88]. As discussed there is a considerable
variation in the parameters determined by differ-
ent groups (with different models).

From Fig. 36 it can be seen that the main effect of
the multiplet and ligand field effects is the increase
in the values of Uy, and to a minor extent also of
A, for the 3d°, 3d° and 3d® configurations. This
effect is superimposed on the respective increasing
or decreasing trends. For all late transition metal
oxides Uyq > A, that is they all belong to the class
of charge transfer systems. Also they are all insu-
lating as A is still relatively large compared with
tpa = 2.0€V. Mn?* has both very large Ugq and A

ENERGY (eV)

e | T T T
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T T T T
5 6 7 8 98 10

(number of electrons in 3d-band)

Fig. 36. Estimates for Ugg ([], solid line), Uy (M, dashed line), A(@®, solid line) and A (O, dotted line).
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because of the exchange splitting of the five
unpaired spins. Because both 3d° and 3d° arc
stable configurations, Cr®* is liable to be unstable
with respect to charge disproportionation. The
band gaps of the early transition metal systems
are determined by Uy, and they are also predicted
to be closer to the metal-insulator transition point.

In fact TiO and VO are both metallic.

5.3.4.3. Effects of different ligands. The effect of
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nickel halides and it has been found that the ligand
largely determines the value of A and in first
approximation does not affect Uyq. For empirical
studies of these trends the reader is referred to the
recent papers of Bocquet and co-workers [Boc92a,
Boc92b] and Fujimori and co-workers [Fuj93]. A
is found to increase as, F>O~Cl> Br~
S > I~ Se > Te. Assuming a rigid shift of A this
effect will bring the late divalent transition metal
sulphides and iodides closer to the metallic region
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and, for example, CoS and NiS are indeed metallic
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configurations, the divalent manganese com-
pounds are insulating.

5.34.4. Effects of different valencies. For the
general case of a formally trivalent transition
metal ion we shall for simplicity assume that the
change in A is a constant and as an example a value
of 2.5eV is subtracted. Also Uy will be slightly
affected and it is increased by 0.5¢V. An increas-
ing valency will also increase the hopping (t,4) and
affect the ligand field splitting, which is approxi-
mately doubled from 1.0eV to 2.0eV [Sug70].
This relatively large increase of the ligand field
splitting is mainly caused by the covalent contri-
bution which is related to tlz,d JA.

Figure 37 gives the rough estimates for Uy and
A of trivalent transition metal compounds based
on the linear trend and the corrections from ligand
field and mulitiplet effects as indicated in Table 12.
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Fig. 37. Estimates for Ty, (O, solid fine), Uy, (M, dashed line), A (@, solid line) and A (O, dotted line) for a trivalent transition metal oxide.
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The parameters used were B=0.1, C =0.4 and
2 = 2.0¢V. The figure as drawn is probably most
appropriate for the early trivalent transition metal
ions. Trivalent iron oxides with a 3d°> configuration
have large values of both Uy and A and will form
charge transfer insulators [Boc92a, Fuj93]. For a
discussion of the tetravalent systems the reader is
referred to [Boc92a, Fuj93, Deg9lt].

5.3.4.5. Effects of the crystal structure. The links

rnain Averabal aterratarsa amAd Alastsasmin e
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netic structure are the subject of much research and
can be found in the papers of, for example, Wilson
[Wis72, Wis88], Goodenough [Gle8S5, Goo71] and
Torrance et al. [Tor92], and references therein. As
far as the short range Hamiltonians are concerned,
the crystal structure will for all affect the hopping
term fp4. As discussed, a transition metal ion in a
perfect octahedral surrounding of oxygen or a
halide will obey the relation fpq, = 24,4,. Distor-
tions from the octahedral symmetry would need
the inclusion of more symmetry specific hopping
terms, such as for example in [Laa92a] for Dy
symmetry. If one does not allow for more hopping
terms, distortions are likely to mix the ¢ and =
bonding of the ligands [Deg93a).

5.3.5. The relation with other parameter sets

Apart from the parameters of the short range
model, there are other parameter sets which
have been used to describe the transition metal

Table 13
The parameters of the short range model®

compounds and complexes. For example much
work has been done on the 2-parameter ligand
field multiplet model, in which optical spectra
have been described with two basic parameters:
the ligand field splitting & and the Slater integral
reduction Bgy. The variations in ligand field split-
ting have been described with the so-called spectro-
chemical seties. The ligand field strength decreases
C>N>0>F>S8>Ci>Br>1 [Sug70]. The
variations in the Slater integrals are denoted as

wmnsmbhalavieat. Qe mo lanie wrnlivns Anacanan

LhC ucyucmw\uu» SCrics. LllGu. vaiucs acCicasc as
F>O0>N>CI>Br>1>8 > Se > Te [Jor7i].
The word “nephelauxatic” refers to an expanding
cloud, and it can be seen that the series relates
directly to the polarizability of the ligand.
(Closely related to the nephelauxatic effect is the
covalency factor N, which is used in papers on
electron paramagnetic resonance (EPR); the
Racah parameters are scaled down with N* and
the spin—orbit coupling with N? [Cur74, Kua92].)

For fluorine the atomic value of the Slater inte-
grals can be used and the values decrease towards
tellurium. The nephelauxatic series runs in parallel
with the variations in the charge transfer energy A.
As discussed in Section 4 this relates to the fact that
a decreasing A effectively increases the mixing of
3d¥*L in the ground state, which within a short
range mode] description reduces the multiplet split-
ting. Within the short range model this reduction of
Slater integrals can be estimated and Table 13
contains the reduction parameters as obtained

Compound Charge transfer, A Hopping, fp4, Ligand field splitting, 2 Reduction, R/%
NiF, 6.5 2.0 0.42 (0.79) 0.90 92 (99)
NiCl, 3.6 2.0 0.63 (0.85) 0.95 82 (75)
NiBr; 2.6 2.0 0.75 (0.95) 0.91 75 (65)
Nil, L5 2.0 0.89 (0.99) 0.91 66 (25)
NiF, 4.3 2.0 0.56 (0.92) 0.90 85 (99)
NiCl, 1.3 1.7 0.74 (0.93) 0.95 65(75)
NiBr, 0.3 1.4 0.63 (0.83) 0.91 54 (65)

? Top seties as used by Zaanen and co-workers; bottom series with modified parameters as used by Okada et al. An ionic contribution
has been added for the ligand field values in brackets and in the third column the optical values are given. The reduction factors (R) are
compared with the optimized values from the Slater integral reduction method (in brackets).
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from the parameters of [LaaB6a, Zaa86a]. The
reduction factor can be determined from
roly V(AL +482,) - V(AR +42)
2 20E
where Ar, is the final state energy difference of a
particular multiplet state I'; with the band. §E is the
energy difference between the two multiplet states,
which is equal to Ap, — Ar,. If the hopping #,4 is
zero then R = 1. With increasing hopping (and
constant charge transfer) R slowly decreases.
From comparison with the values obtained from
the Slater integral reduction method one finds
that these values lie in between the values obtained
from the two sets of parameters as used by Zaanen
[Zaa86t] and Okada et al. [Oka92a].

The anion spectrochemical series has a more
complex relation to the short range model. If A is
decreased by constant z,4, the ligand ficld splitting
will increase due to the increased mixing of ligand p
with metal d states. However the opposite trend is
laid down in the spectrochemical series. This
apparent discrepancy is related to the fact that
the ligand field splitting is partly ionic in origin
and the ionic contribution is related to the
anion—cation distance, which for the halides is
smallest for a fluoride (see for example [Deg90a]).
The covalent contribution to the ligand field can be
estimated from the short range model parameters
as

(20)

Doy = V(A2 +422,) — V(A7 +48,) (21)

The values of the ligand field in Table 13 are
determined from the energy difference between t,,
states and e, states assuming the rule fp, = 27,4,
It is noted that if an ionic contribution to the ligand
field splitting (2;,,) is included this will increase
the energy splitting for the o interaction by
A, =A+19,, and decrease A, by the same
amount. Effectively this will slightly decrease the
covalent contribution to the ligand field splitting.
By adding ionic contributions to 0.4 eV for fluoride
(nickel—fluorine distance is 2.54 A) and 0.25¢V for
chloride (3.14A) and bromide (3.27 A), the total
ligand field splittings take the values given in

brackets. Notice that the parameter set as used
by Okada et al. [Oka92a] gives NiCl, a larger
ligand field splitting than NiBr;, in accord with
experiment.

For the metal ions the spectrochemical series
is Mn*" > Co* > V¥ > Cr*f > Fe** > Vi >
Fe?* > Co** > Ni** > Mn?*. The nephelauxatic
series  reads, Mn?* > V¥ > Ni** > Co*™ >
Cr’* > Fe** > Co®* > Cu** > Mn*". From the
valency point of view the series are clear: Mn*"
has the largest ligand field splitting and the
smallest Slater integrals, which is in accord with
the large covalency of the tetravalent materials.
Within the short range model, tetravalent
materials will have a relatively small A compared
with t,9 [Boc92a]. Within a certain valency the
variations are in general small. The 3d° systems
have a large A and Uy, so they are expected to
be most “ionic”, implying the smallest ligand field
splitting and the largest Slater integrals. This is
indeed reflected in the position of Mn>* and Fe**
in both series. For the crystal field a further
expected trend is that the late transition metal
ions are most localized and have the smallest
ligand fields. An exception to this rule is Co**
which turns over to a low-spin configuration
thereby largely increasing its crystal field strength.

It is noted that the parameters in the short range
model are further expected to have close relation-
ships with, for example, the dielectric constants
(= Slater integral reduction) and the redox poten-
tials (= trends in Uyy and A). Also there are other
models which try to explain the trends in the tran-
sition metals, of which the model of Wooley is an
interesting alternative [Woo87]. This model uses
Uy and £ as in the short range (Anderson
impurity) model (but omitting A) and is extended
with the electron—lattice coupling effects (v) which
can be of a large energy scale in localized systems
[Woo87]. These electron-lattice coupling effects
are missing in the present short range model
approaches to core spectroscopy and a future
extension in this direction will be important. A
number of studies of short range (Anderson
impurity) model calculations with coupling to
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vibrations have been performed in the context of
superconductivity. The coupling to the lattice can
give rise to small polarons which form pairs, lead-
ing to the co-existence of narrow boson-pairs with
wide fermion bands [Rob87].

6. X-ray magnetic circular dichroism (X-MCD)

In this section the question of the calculation of
the X-ray magnetic circular dichroism (X-MCD)
signal is addressed. Recently this field has gained
much interest because of the promise of the deter-
mination of the ground state values of the spin and
orbital moments using sum rules.

6.1, The atomic single electron model

An atomic, single electron, model has been
worked out by Erskine and Stern [Ers75]. It
describes. the transitions of the 2p core state to
the 3d valence state. p — s ftransitions are
neglected and in the model core hole effects are
neglected. The valence d states are explicitly
written as an expansion of the spin and angular
degrees of freedom, using spherical harmonics.
The relative intensities of the reduced transition
probabilities o for the various possible combi-
nations of polarization and magnetization are
then worked out. They are collected in Table 14,
under the additional assumption that the radial
part of the matrix element is equal for J =3/2
and J=1/2 core states. For a mathematically
rigorous determination of these values I refer to
the paper of Brouder and Hikam [Bru91]; here I
would like to concentrate only on the resulting
numbers.

Table 14
Atomic, single electron model of p — d transitions; values given
ate the relative transition probabilities

Edge  Polarization Magn. + Magn. —  No magn.
L + 3 1 4

- 1 3 4
Ly + 3 5 8

- 5 3 8

From Table 14 all intensities and their ratios can
be deduced. The overall L, : L, intensity ratio using
linear (or non) polarized X-rays is 8:4, as given
directly by the J value of the core state. This
ratio is also found in the case of circularly
polarized X-rays and a non-magnetic system. The
X-MCD signal is defined as the normalized differ-
ence in absorption between right and left polarized
X-rays

ot —o”

ot +o

Ivep = (22)
With this definition it is found that for the L,
edge the X-MCD signal is —1/2 and for the L,
edge it is +1/4, hence the L; : L, X-MCD intensity
ratio is —1: 1. The intensity ratios for right polar-
ized X-rays can also be obtained directly from the
table. They are 3:3 in the case of a parallel mag-
netic field and 1:5 for an antiparallel magnetic
field. This atomic, single electron, model is often
used as a starting point to analyse X-MCD spectra
[Bau91l, Bru91, Ers75, Kap9l, Tob92). In the
following I will try to discuss how to proceed to
other models. Here one can follow two routes:

(1) To include band structure effects, including
the “Stoner” exchange splitting (/) and 3d
spin—orbit coupling ((4), with relativistic LSD
calculations.

(2) To include the multiplet effects of the core
hole in the final state.

6.1.1. X-MCD in the multiplet model

I will start with an outline of the second
route, that is to include multiplets, in other words
the core—valence Slater integrals as well as the
valence—valence Slater integrals. In that case
the 3J-symbol description, as explained in Section
4, is appropriate. For atoms the matrix element is
given by the square of the 3J-symbol

J 1 JV
( ) @3)
-M g M
An atom in a magnetic field will have a
ground state with M = -J. The spectral
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Table 15

Branching ratios for different polarizations versus magnetiz-
ations; results are given for a series of ions within the atomic
multiplet (AM) model®

System Symmetry  Linear  Magn. — Magn. +
AS-model  All 0.67 0.87 0.50
v Dy 0.46 0.63 0.41
Fet e 0.78 0.85 0.61
=0 °T 0.72 0.86 0.59
4, 0.63 0.63 0.63
=0 4 0.60 0.60 0.60

2 In the case of the Fe* ion a small (high-spin) and large (low-
spin) ligand field has been added; the values are taken from
Table IV in Ref. [Laa91]. The atomic, single electron (AS)
model yields the same values for all ions.

shape for left respectively right polarized X-rays
will be given by the squared 3J-symbol for
respectively g=+1 times the final state
multiplet [Car91, Tho85a, Tho85b]. An important
difference with the atomic, single electron, model is
that the branching ratio will be affected by the
symmetry of the ground state, which in turn is
determined by the dd Slater integrals (Hund’s
rules). As discussed in Section 5.2.1, because of
the interplay between core hole spin-orbit
coupling and core hole Slater integrals the branch-
ing ratio will not be statistical.

In Table 15 the branching ratios are given for
some transition metal ions, as calculated with the
multiplet model. They are compared with the
values from the atomic, single electron, model.
The branching ratios are very sensitive to the
.ground state symmetry, which has been discussed
in detail in Section 5.1 [Laa88a]. The branching
ratio is always larger for a high-spin state; com-
pare for example the ' 4, and 7, states of trivalent
iron. As discussed in Section 5.2.1 the changes in
the branching ratio due to the 3d spin-orbit
coupling, that is the difference between (3 =10
and its atomic value, are not large (compared to
the difference between high-spin and low-spin).
Additional effects can occur due to further ligand
field symmetry reduction, such as Jahn-Teller
distortions.

6.1.2. X-MCD in short range models

As for the discussion of the spectral shape, for
the X-MCD spectra the multiplet model can be
extended to include charge transfer effects. The
short range (Anderson impurity) model has been
used to explain the X-MCD in the 2p X-ray
absorption spectrum of nickel.

The ground state of nickel is expected to be
rather well described with relativistic LSD calcu-
lations. This makes the use of short range models
less justified compared with, for example, a charge
transfer insulator such as NiO. However to
account for a correct description of the localized
final state of 2p X-ray absorption, including the
action of the core-valence Slater integrals, it is
necessary also to describe the ground state in a
manner that can be used in a short range model
analysis. There have been three papers on the
description of the 2p MCD in nickel with short
range models. In Table 16 the parameters used
are collected.

The first calculation was performed by Jo and
Sawatzky [Jo91]. They described the ground state
of nickel as 17%|d®?) 4+ 65%|d®v) + 18%]|d"?),
using the parameters as collected in the second
column. v denotes delocalized electrons positioned
in unoccupied states close to the Fermi level. Good

Table 16
Model parameters, ground state ionic energies and occupation
numbers of three short range model calculations of nickel

Parameter X-MCD X-MCD+XPS X-MCD -+ XPS
[Jo91, Jo92] [Laa92a] [Tan92b, Tan92c]

AleV -1.0 +0.75 —0.5
UgafeV 5.0 15 3.5
UwfeV 6.0 25 45
taleV 0.65 {1.0) 0.7
Energies/eV

d® 4.0 2.25 3.0
& 0.0 0.0 0.0
dwe 1.0 -0.75 0.5
Ground state/%

a? 17 18 17
& 65 49 59
av 18 33 24
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agreement with the 2p MCD spectrum of nickel

was obtained. In the enhcpnnpnf ehu‘]v of Tanaka

(3 8148-.X

et al. [Tan92b), the analys1s was extended to also
include 2p and 3p XPS spectra, which allow for a
mote critical test on some of the model parameters.
It turned out that in order to describe the satellite
structure in XPS accurately, it is necessary to
decrease Ugy, Uy and A as indicated in the last
column. This modifies the energy positions of the
different configurations. Because of the decrease of
A and Uy, the energy difference between the lowest
energy d° configuration and the d'° and d® config-
urations decreases. This mostly affects the occu-
pation of the d'° configuration which is increased
from 18% to 24%.

An alternative calculation by van der Laan and
Thole [Laa92a] differs in some aspects. First the
calculations of [Jo91] use only one interaction
strength t,,, while in [Laa92a] the states are pro-
jected to Dy symmetry and different couplings are
used for the different symmetries: @ + ¢, ¢ — ¢ and
e — e(D3q +— Oy). D3q symmetry is chosen because
the holes are expected to be formed near the
L-points of the Brillouin zone. The ground state
is notated as |d%) +|d’y) + |d'%?), instead of
|d®v?) + |d°v) + |d"%). That is, holes are used for
the reservoir-states instead of electrons. The conse-
quence is that the A as given in [Laa92a] (—0.75),
must be reversed to 40.75 in order to bring it into
comparison with the other calculations. A last
point of difference is in the approach to Ugq
which is assumed to be spectroscopy dependent
and values of 2.5eV and 4.5eV are used respec-
tively for XAS and XPS. In contrast with the
other calculations, as well as with all calculations
of Okada and Kotani discussed in Section 4.3, Uy
is not varied. For a further discussion of this
point the reader is referred to Appendix A. For
comparison it is noted that for the determination
of the valence band photoemission spectrum of
nickel a value of Uy = 4.3eV has been used by
Falicov and Victora [Fal84, Vic85], using an
exact solution of the Hubbard model in combi-
nation with the LSD calculation of Wang and
Callaway [Wan77].

The different calculations can best be compared

for their ionic enerev nositions as g}vpn in Table 16,

VIV ViVl gy PUSIUVILLS

It turns out that the ordering of states is different
and while the d' configuration is lowest for
[Laa92a), the d® configuration is lowest for the
other calculations. This has a direct consequence
for the ground state occupation numbers, with
the d' configuration contributing more in
[Laa%92a]: 33% versus 24%. As far as the descrip-
tion of the spectra is concerned both calculations

M anlV0l amd MaONhl annd oorantasad
Ul |Laayidf alld llﬂ.lleU] 5IVC ELOUU aglcullciil

with the observed spectral shapes in the XAS,
X-MCD and XPS spectra. It is concluded that
the short range model can give an accurate descrip-
tion of the spectral shapes and X-MCD of nickel,
but to accomplish this task there is apparently
still a reasonably large range of parameter
combinations.

6.1.3. X-MCD in relativistic LSD calculations

A different route to explain the X-MCD spectra
is to perform relativistic LSD calculations. This
route is certainly most appropriate if multiplet
effects can be neglected such as for the K edge
of transition metals and (to a large extent) the
L, 3 edge of rare earths. However relativistic LSD
calculations (and all other models neglecting the
core hole effects) are not appropriate to describe
the L, 4 edge of nickel and the other 3d transition
metals.

In Fig. 38 a schematic view is given of the various
models with the important parameters which are
included in various stages. In the band structure
approach, the spin-polarized density of states is
calculated using relativistic LSD calculations. To
date relativistic LSD programs have been devel-
oped for KKR [Ack84], MS [Str89], LMTO
[Ebc88a, Ebe88b] and ASW [Kru88]. The X-ray
absorption spectrum and the X-MCD signal are
determined from Fermi’s golden rule (Eq. (4)) or
with the Green function formulation (Eq. (6)). The
relativistic LSD approximation includes the
“magnetic” exchange effects and the 3d spin-
orbit coupling exactly but neglects all core hole
(exchange) effects in the final state. In Fig. 38 the
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Fig. 38. Schematic picture of the models used for the analysis of MCD spectra.

3d spin-orbit coupling is denoted as (4. The
(magnetic) exchange coupling is denoted as I,
that is within the calculational scheme the
exchange is not a constant, but from the calcula-
tion an effective exchange coupling can be
obtained. The same is true for the cubic crystal
field splitting (10Dq*).

As has been shown by Schiitz and co-workers
[Fis90a, Sch87, Sch&8, Sch89], an important experi-
mental parameter is the normalized difference
in absorption between right and left polarized
X-rays as given in Eq. (22). If multiplets are not
important it can be shown that its value is related
as

ot —o” nt—n”

Ivep = ot +o P°n+ +n

(24)

where » is the spin-polarized projected density of

states. P, is a constant related to the Fano effect
and its value is determined in the atomic single
electron model: P, is —0.5 for the L, edge and
0.25 for L,. For K edges the value is only about
0.01 due to the absence of core hole spin—orbit
coupling [Sch92]. Equation (24) implies that from
the X-MCD signal the degree in spin-polarization
of the ground state is obtained directly, or in
other words as X-ray absorption is a local probe
the local magnetic moment. This has been shown
for 5d impurities in iron [Sch92, Wie91] and for a
series of platinum alloys and Pt—Co multilayers
[Ebe91, Rue9l, Sch90] (but see next section on
sum rules).

It appears that the magnetic moments as deter-
mined from X-MCD experiments and Eq. (24) do
show close agreement with relativistic LSD calcu-
lations for the K edge of iron, the L, 5 edges of 5d
metals and the L; and L,3 edges of gadolinium
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[Ebe88a, Ebe88b, Ebe89a, Ebe89b, Ebe90, Ebe9l].

T +
In these

spin-down projected density of states (of 3d
systems) are determined by two important
parameters, the 3d spin—orbit coupling and
the effective exchange splitting between up and
down.

Smith and co-workers [Che91, Smi92] explained
the L3 X-MCD spectrum of nickel from a rela-
tivistic LSD model. To obtain the correct branch-
ing ratios they had to renormalize the 3d spin—
orbit coupling and the effective (Stoner) exchange

cﬂ!“ﬂﬂn This is in contrast to the anproach hv
i “prs

enin-nn and
SpLT B alia

Trvilats
calculations  the

using the short range model including multlplets,
where the largest contribution to the non-statistical
branching ratios is the final state effects, that is,
the core-valence Slater integrals. Because the
core—valence Slater integral effects are important
for the pure metals, as can be most directly seen
from Fig. 38, a model which does not include them
cannot be expected to be correct for the description
of the spectral shape. Therefore the renormaliza-
tion of the 3d spin—orbit coupling and the effective
exchange coupling “‘hides” the final state core hole
exchange effects in the ground-state description,
which is not a preferable choice. Hence, an accu-
rate description of the ground state is only possible

with correct inclusion of final state effects.

6.2. Sum rules

Recently it has been shown by Thole, Carra and
co-workers [Car92, Car93, Tho92] that the normal-
ized integrated X-MCD signal can be related to the
ground state expectation values of the orbital
angular momentum (L.} and the spin momentumn
(S,). Using the discrete enmergy range of the
2p — 3d transitions the optical sum rule as
derived by Smith {Smi76] can be used to a good
approximation for the L, 3 edges of the 3d systems
and the M. . edoes of the rare earths [Tha021, We

@il ulv Au45 VUEVD UL ULV LOA Y Wl WS | LUV L

concentrate here on the I, 3 edges which involve a
p to d transition. In that case for the orbital
moment divided by the number of holes of

3d character (n) one finds

(@ ~0o7)
(Lz) ‘. .|edge (2 5)

7t J (cr +cr_+au)

(0" —07)

(0" =) -2

Lyedge

J (6" +o +0%
edge
(26)
In the original papers [Tho92, Car93] the pre-
factors I(I+1)+2—c(c+ 1)/l +1) (c denotes
the angular momentum of the core state, / that of
the valence state) and I(/+1) — 2 —¢(c+1)}/3¢c
were given. For a p (¢ = 1) to d (/ = 2) transition
mcy arc respeCuveny EQucu to 1 and 4/.) in ‘Liaiug
these sum rules the following assumptions have
been made: (A0) The radial matrix element is
assumed to be energy independent and is hence
equal for the L, and L, edges. This approximation
is assumed to hold to within 10%. Also relativistic
corrections are not included. (A1) The intensity of
the L; edge is assumed to be twice the intensity
of the L, edge. This implies separable edges
which, as indicated in [Car93], is correct to
about 5% at the end of the transition metal series,

iy tha h
but worse in the beginning due to the small core

hole spin-orbit coupling. (A2) In the present dis-
cussion I omitted for simplicity the magnetic dipole
operator ((T;)). If one includes a finite (T7),
(S,)/n, must be replaced by (S.) + (7/2)(T,)/m
[Car93].

These optical sum rules bear a close relationship
to the semi-empirical rules as derived by Schiitz
and co-workers [Sch93, Wied1]

L) _1 [ 4ot —07) 4 j‘ 2(ct - a")]
my 3 [Jisedge (07 +07) Lyedge (01 +07)
(27
) _4[[ (@=o) [ (=)
3 i (0T +07) jLzedSe (6" + U’)J
(28)
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As these rules were derived from a band struc-
ture point of view some additional approximations
have been introduced. (A3) Instead of an integral
of the dichroic signal and the total cross section,
the dichroic signal is divided point by point (chosen
because this is experimentally more appropriate).
Mathematically this implies that the integration
and division are exchanged, hence it is assumed
that

J_x__.Jf (29)

This assumption is only exactly correct if the
dichroic signal follows the total spectrum, that is
if y = ¢(constant)x. It can be expected that this
assumption is appropriate if the spectrum consists
of a single L; and L, peak without too much fine
structure as often is the case for 3d metals. (A4)
The use of (¢* + o) in the denominator impli-
citly assumes that o° = (0" +¢7)/2, which is
correct within band structure, but not necessarily
so within multiplet theory.

We now rewrite the formulations (27) and (28)
assuming that the approximations (A3) and (A4)
hold exactly. In the first step we rewrite the
denominator to (¢t + ¢~ + ¢°). The intensity of
(ot +07)y, is equal to (2/3)(6™ + o7), following
approximation (Al). Also, following (A4),
(o* +07)is equal to (2/3)(c" + 0~ +d%).

With these modifications Eqs. (27) and (28) are
changed to

@:l[J 4c" —07)
np 3 [ JLedgedd (ot + 07 +0Y)
200" -07)
Lqedge%% (et +0- +o)] (30)
(Sz)_f”
to 3| g3t (0T +07 +0%)
ot —0a") J (1)

Lcdge%% ot +0” +0%

+

(CAY-

Then using the (mathematically incorrect) iden-
tity (A3) one finds

[t =)

L) _,
= (32)
" Ld (6" +0 +0")
2e
@ =3 JL3edge(U+ - U_) - 2quedge(o'+ - J_)
" Ldge (6" +0~ +0°%
(33)

That is, one finds the correct optical sum rules as
derived in [Tho92, Car93], but with a different
prefactor. For (L,) one finds 3 instead of 2; for
(S,) one finds 3 instead of 3/2. In other words in
the semi-empirical rules as in [Sch93, Wie91] the
factors used were too large (assuming the optical
sum rules to be correct).

On the basis of a single particle transition, Stéhr
and Wu [Sto93] also derived relations between the
observed X-MCD signals and the orbital and spin-
moments. Their rule for (L,) is qualitatively
equivalent to the optical sum rule, although their
prefactor is different. For (S,) they find a qualita-
tively different relationship, specifically related to
their model description [Sto93].

6.2.1. The use of the sum rules

The sum rules present a powerful method to
determine both the local spin and orbital
moment. However in the practical use of the rules
there are some problems which will be shortly dis-
cussed. The sum rules can be formulated as

(y=emf(o",07) (34)

The constant ¢ is known, but both the number of
holes ny, and the experimentally determined func-
tion f (0", o) present some complications.

To find the value for m;, one uses LSD band
structure methods and determines site and angular
momentum projections of the distribution of
states, This gives the number of occupied states
of metal 3d character »ny, and with n, = 10 — ny
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the number of holes. There are two complicating
factors. First the LSD methods used (LAPW,
LMTO and ASW) do contain interstitial regions
and/or empty spheres. It is not obvious what to
do with the charge density in these regions.
Secondly the radius of the sphere around the metal
site is chosen to perform a correct calculation, but
this sphere does not have much meaning in the
sense that the metal atom ends there. That is, the
determination of the amount of d character
depends on the sphere size which is not obviously
“correct” for this purpose. In fact because the
experiment probes states starting from the 2p
core state this makes the problem even more com-
plicated, because one should use a radius (or radial
function) related to the core wavefunction. The
consequence is that the number of d character
found is at the moment largely method-dependent
and not uniformly defined. For this reason it is
safer to give the expectation values per hole
((Lz>/ ny).

To determine the experimental function
f(or,07) there are also some complications. One
problem is related to the determination of the
normalization by the total absorption -cross
section (07 +0~ +0%. In an experimental 2p
spectrum one finds not only the localized transi-
tions to 3d states, but also the “step-like” absorp-
tion edge to delocalized states. Additionally the
background is often not horizontal due to experi-
mental conditions and sometimes other absorption
edges. This gives a difficult task to first sort out
the “correct” absorption spectrum and then to
separate it into the localized part and the edge
jump. This procedure leaves some space for
particular treatments and hence systematic
errors. For example it is not obvious how an edge
jump should be included and also it is likely that
the edge jumps are compound (crystal structure)
dependent.

An additional experimental complication is the
incomplete circular polarization. If the rate of
polarization is known one can generate the 100%
polarized spectra, however with loss of statistics.
Some monochromators have energy-dependent

polarization rates which further complicates this
procedure. If one uses left and right polarization
(instead of changing the magnetic field) one should
take care of small energy shifts and small differ-
ences in the degree of polarization. Also the mag-
netization is in general not 100% and, depending
on the detection technique (Section 2), sample
preparation and cleaning procedures, the part of
the sample under investigation is not always single
phase and/or clean. In many cases a clean, single
phase sample poses strong technological demands
which are not always met. One should always be
careful to have quantitative knowledge on the rate
of polarization, magnetization and sample purity,
if using the sum rules.

As shown by Carra et al. [Car93] the problems
related to n, as well as most experimental com-
plications disappear, or at least strongly diminish,
for the determination of the value for (L,}/(S,).
This ratio can be found by combining Egs. (25)
and (26)

3[ (a+—a_)—2j (et —0)
L,edgc Lzedge

(35)

(L) _4
I

It can be seen that, apart from »,, the normal-
ization disappears from the formula. The remain-
ing values for this ratio can be determined directly
from experiment. Some of the experimental prob-
lems which remain are incomplete separation of L,
and L,, and some of the uncertainties caused by the
rate of polarization and magnetization. The values
for iron, cobalt and iron determined by this rule
from X-MCD experiments do show close agree-
ment with the available neutron data [Car93].

Wu et al. [Wuy92] have used the sum rule to
analyse their data of cobalt and a Co/Pd multi-
layer. Using n, =2 they have found values for
(L) of respectively 0.17 and 0.24, in good agree-
ment with theoretical predictions from Daalderop
et al, [Daa91]. It is noted that the choice for ny, to
be equal to two is not well defined, as discussed
above.
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6.3. Linear dichroism

Linear dichroism, or polarization dependence, is
the difference in absorption between transitions of
X-rays with g =1 compared to X-rays with
g=0.

6.3.1. Experimental

Because synchrotron radiation is lineatly
polarized, the difference between normal incidence
and gramng mcidence prc»oes the linear dichroism
of the axis perpendicular to the surface, that is for
example effects from the surface itself, or from
perpendicular magnetization. Grazing incidence
spectra are susceptible to “saturation effects”,
that is the electron yield intensity is not exactly
proportional to the absorption coefficient. This
happens because the penetration depth of the
X-rays can become comparable to the escape depth
of the electrons as has been analysed in detail for
LaF; [Laa88c] and for thin layers of NiO [Ald93].
To avoid the complications due to these saturation
effects it is preferable to avoid grazing incidence
spectra. The angle at which saturation does not
yet play a role depends strongly on the absolute
absorption cross section, that is on the material
and edge measured. If one wants to measure the
linear dichroism spectrum for compounds with an
electrostatic and/or magnetic axis, it is preferable
to position the axis in the plane of the surface and
to measure in normal incidence. In doing so one
can measure the linear dichroism by turning the
axis under consideration from horizontal to verti-
cal, thereby avoiding any artefacts due to these
saturation effects. Additionally the (eventual)
linear dichroism effect due to the surface is not
altered in this set-up.

6.3.2. Selection rules

The condition for the occurrence of linear
dichroism is a macroscopic asymmetry in the elec-
tronic and/or magnetic structure. The symmetry
criterion which determines a possible polarization
dependence is given by the space group of the
crystal and not by the point group of the atom,

Consider for example a crystal which has a cubic

enanra arnnn and tha ahearhing atam a tatraocnnal
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point group. In this case the shape of the metal 2p
spectrum is determined by the point group; how-
ever no linear dichroism is found because the
potentially dichroic effect of the two atoms,
oriented horizontally and vertically, cancels
exactly [Bru90a].

The dipole transition can be denoted as P-like
(AJ = +1, —1 or 0) in the atom. From Fig. 28 it
can be checked that in octahedral symmetry no
polarization dependence can occur, in contrast to
tetragonal symmetry. The linear dichroism of all
space groups can be deduced directly from the
symmetry projection rules [But81]. For a Dy
space group there are three different directions,
and in principle there will be linear dichroism
effects with respect to all axes [BruS0a). From
Fig. 28 it is clear that the linear dichroism of quad-
rupole transitions (which have atomic D symmetry)
is different, and already in octahedral symmetry
linear dichroism effects occur. This can be used to
distinguish quadrupole and dipole transitions
[Bru90a, Hah82].

Linear dichroism can be caused by both elec-
tronic and magnetic effects, in contrast to circular
dichroism which can only be caused by magnetic
effects. Ligand fields can never cause a difference
between the AM = —1 and AM = +1 transitions,
which is a direct consequence of Kramer’s theorem
{Kra30] which states that the lowest state in a static
electric ficld is always at least twofold degenerate.
The only way to break the degeneracy of the
Kramer’s doublet is by means of a time asym-
metric field, in other words a magnetic field.

6.3.3. Linear dichroism of layer compounds

Layer compounds contain at least one axis which
is distinguishable from the others; hence the X-ray
absorption spectra are polarization dependent with
respect to this axis. For example BaCoF;, crystal-
lizes in a C%.%(Azlam) space group. Along the [001]
direction (a axis) a macroscopic electric polariz-
ation has been found, which can be reversed by
reordering the CoF, sheets. At room temperature
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BaCoF, is ferroelectric and paramagnetic. Below
Tn = 68K it is antiferromagnetic [Kev70].

The cobalt 2p X-ray absorption spectra of
BaCoF, show a large linear dichroism for E L a
and for E || a [Che90a). It has been shown that the
linear dichroism effects of BaCoF, can be simu-
lated with ligand field multiplet calculations for a
3d];s — 2p°3d® transition [Deg91t]. Atomic Slater
integrals have been used and the atomic 3d spin—
orbit coupling has been included. The calculations
reproduce the observed temperature dependence of
the dichroism. The temperature dependence shows
a sudden step at 68K, related to the additional
linear dichroism effects of the magnetic exchange
coupling [Sines].

6.3.4. Linear dichroism of surfaces and adsorbates

A surface presents a clear breaking of the (x, y, z)
symmetry, and will present a rather large linear
dichroism between polarizations in the surface
plane and perpendicular to it. A linear polarized
X-ray impinging perpendicularly upon a surface
excites core electrons to bonds lying in the surface
plane. A grazing incident X-ray excites exclusively
bonds perpendicular to the surface plane, which
can be used to determine the surface electronic
structure.

A problem with electron yield is that due to its
mean probing depth of the order of 50 A the sur-
face signal is overwhelmed by the signal from the
bulk. To separate the surface signal it is fruitful to
use ion yield which, with its probing depth of only 1
or 2 layers, is a true surface probe. The combi-
nation of ion-yield and electron-yield detection
has been applied to the CaF,—Si(111) system
[Him91].

Surface dichroism effects are particularly useful
for adsorbates. A nice example is given for the
adsorption of boron on a silicon (111) surface,
for which the sharp boron =-peak, related to
the silicon-boron bond, is visible solely with
p-polarized X-rays [Mcl90]. Given that the
adsorbates are present on the surface only, the
X-ray absorption spectrum can be measured with
any method [Ped89, Som92}]. Because electron yield

measurements are easier in their use, adsorbates are
usually measured with (partial) electron yield.
Besides an interest in the structure of the X-ray
absorption edges, the surface extended X-ray
absorption fine structure (SEXAFS) is important
for the determination of, for example, the surface
bond lengths [XAS91]. The common procedure of
analysis for the “near edge structure” is by means
of multiple scattering calculations. Emphasis is
given to the complicated problem of correct deter-
mination of the surface structure [PedS0].

6.3.5. Linear dichroism of magnetic materials

Magnetic effects generate circular dichroism, but
they also have a large effect on the linear dichroism
as was first shown by van der Laan et al. [Laa86b].
The magnetic field determines an axial direction in
the crystal and with respect to this axis linear
dichroism occurs. Within atomic multiplet theory
this can be calculated directly by evaluation of the
properties of the 3J-symbol. Under the assumption
that only the M;= —J magnetic level of the
ground state is filled, a strong correlation between
the polarization vector ¢ and the various final
states with different J values is found. This corre-
lation is given in Table 17.

Atomic multiplet theory can be used directly for
the rare earths and because the J values for the rare
earths are found to be in between 5/2 and 8§,
AJ = %1 transitions are almost exclusively corre-
lated with ¢ = AM; = £1 transitions.

The polarization averaged spectrum is formed
from a combination of all transitions from the
4t ground state of specific J to all 34!

Table 17
Correlation between AJ and AM;

Al (AM)=—g)

1 0 1
-1 1 0 1]
1 J
—_— _— 0
0 7T T+l
1 W1 QI+ 1) +1)

+1

W +IT+1) W)+ @T+HT+D)
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Fig. 39. Atomic multiplet calculation of M edge of thulium.
Top spectrum: — — —, AJ=0and -+ — .-, A/ = -1, —,
total spectrum. Bottom spectrum: the resulting spectra for
ELM(-——--) and E| M (—).

final states of J + 1, J and J — 1, and it turns out
that the oscillator strength to the final states of the
different J values is grouped in different regions of
the spectrum [Goe88]. Figure 39 shows the atomic
multiplet spectrum for Tm**

The My edge has three possible transitions, the
first one with AJ = 0 (dashed line) and the two

others with AJ = —1 (chain-dotted line). Owing

to the ,ll t‘nrrp]nrlnn the trangitions to AJ =—1

W

are solely visible in the g = =1 spectrum, and the
AJ =0 transition is largely restricted to ¢ =0
polarized X-rays. The small low-energy shoulder
in the ¢ = +1 spectrum is an effect of the incom-
plete correlation. The linear and circular dichroism
of the M, 5 spectra of all rare earths, including the
effects of finite temperature, have been given in
[GoeB88, Goe89t]. Experimental evidence of linear

AAAAAAAAAAAAA maagmatin nmd alasteastatin
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effects, is given in [Goe89t, Kap92t, Sac9la,
Sac91b, Sac92a, Sac92b, Vog93]. For the 3d
systems, a nice example of linear dichroism as a
result of magnetic ordering has been given for the
Morin spin—flip transition in Fe,OQ5 by Kuiper and
coworkers [Kui93].

7. Overview of the published metal 2p spectra

In this section an overview is given of the pub-
lished 2p X-ray absorption spectra. From papers
which contain results on a series of minerals, com-
plexes, etc., only some of the compounds will be
included. The emphasis is on the papers which
focus on the elaboration of the various theoretical
models. For the 2p spectra this will be mainly the
LFM model and its extension within the short
range models, the CT-M model. However the
one-particle models, be it LSD band structure or
MS, are also developed further and applied to 2p
spectra, although it has been argued in Section 5
that one of the crucial ingredients for the shape of
the 2p spectra, the pd Slater integrals, is missing in
these models.

The 2p spectra can be seen in analogy with a
microscope as magnifying the symmetry of the
ground state. The ground state symmetry can be
studied with optical spectroscopy including
X-MCD as well as resonance techniques (EPR,
etc.), causing transitions within the 3d" configur-
ation, coupling to vibrations, etc. These studies
give much detail and the question about the
eventual additional information from X-ray exci-
tations is understandable. However as discussed in
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Table 18
Calcium 2p X-ray absorption spectra

Compound Ref. Remarks

Ca [Fin8S, Zaa85b] Hubbard model on band structure
[Him91] Atomic multiplet

Ca on Si(111) [Him91] Atomic multiplet

CaCo, [Wad86] -

CaF, [Deg90a, Him91] LFM: 10Dq = —0.75¢V
[Bor92] MS: 10Dq = —1.36eV
[E1a93] Autoionization

CaCl, [Eia93] Autoionization

CaQ fHimo1] LFM: 10Dg = +1.2¢V
[Sol91] MS

CaSi, [HimS1] LFM

Bi;Sr,CaCu;Og [Bor92] MS

the preceding section, 2p X-ray absorption spectra
show characteristic multiplets which can be related
back to a particular ground state symmetry. This
comes with the enormous advantage over optical
spectroscopy of the element selectivity of X-ray
absorption, with the opportunity to study in detail
the ground state symmetry of low-concentration
metal sites in a background of other metallic,
inorganic or biological material. Hence, some of
the important applications of 2p X-ray absorption
can be found in the earth sciences, metal centres in
organic complexes and biological systems and
materials science. Other applications make use of
the (circular) polarization of X-rays obtained at
synchrotron radiation sources for the study of
magnetic materials.

In the following sections the spectra of the
3d eclements are collected and some of the
papers focusing on a particular application are
highlighted.

7.1. Calcium 2p X-ray absorption spectra

Metallic calcium has been studied in detail by
Zaanen et al. [Zaa85b]. They analysed the spec-
trum as a combination of atomic multiplet effects
and band structure. The spectrum, reproduced in
Fig. 30, does show little structure and in fact it can
be fully reproduced by a Gaussian broadening of
the atomic multiplet, i.e. all information on the
details of the band structure is lost.

2p X-ray absorption studies are only infre-
quently applied to surfaces due to the basic prob-
lem of a probing depth of 50 A which always gives a
dominant bulk contribution (for normal incidence
spectra). The study of Himpsel et al. [Him91] uses
jon yield to focus on the real surface layer of a
CaF, crystal, The analysis with the LFM model
shows that the surface introduces additional tran-
sitions due to a lowering of the symmetry. In a
study by Borg and coworkers [Bor92], the L,
edge of divalent calcium is considered as not
affected by multiplet effects. They attribute the
additional feature in between the two main peaks
of the L, edge to effects of the solid state and show
that it can be reproduced by a larger cluster for the
multiple scattering calculations. In the LFM calcu-
lations this extra feature has been related to a
reduced symmetry, as emphasized in the surface
spectrum. If the structure is indeed present for the
real bulk spectrum, solid state effects must be the
cause. However in the spectrum taken of a CaF,
sample covered with BaF,, this feature is not
present. It is present in other spectra only because
of the surface sensitivity of electron yield. From
Table 18 it can be seen that the result for the final
state ligand field parameter is —0.75eV with LFM
and -1.36 with MS 1.36eV is also the distance
between the peaks in the experimental spectrum.
A problem for the determination of the ligand
field splitting in the final state of 2p XAS is its
definition. In LFM the definition is the magnitude
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Table 19 Table 20
Scandium 2p X-ray absorption spectra Titanium 2p X-ray absorption spectra
Compound Ref. Remarks Compound Ref. Remarks
Sc [Fin85, Zaa85b] Hubbard model on band CaTiSiOs [Degd2] Series of minerals
structure LaTiO, [Abbo1b] LFM
[Bar83] Non-statistical branching La,_,Sr,TiO; [AbbO1b, Fuj92a, LFM, mixed valence
ratio Fuj92b}

ScF; [Deg90a, Set90] LFM; 10Dq = 1.7eV Ti [Fin&S,Zaa85b] Hubbard model on
Sc; 05 [Deg90a, Wad86] LFM; 10Dq = 1.8eV bands

[Ela93] Autoionization [Bar83, Gru83] LDA band structure

[Lea80, Lea82] EELS, MO picture
JRY . JC AU UGN IURRE (U ) RIS DU TR L Mas Qs Da~Q2R1 Rranching ratisn
Ol in€ exira operaior in ine mamilionian wiin Tio E‘:;; wuzgg ] Eg{gml‘s Tauo
. . 10, 62, YVal
Fespect. to the atomic mul'uplet. It has been shown Degd0a, Degd?]  LFM, rutile + anatase
in detail [Deg90a] that this does not correspond to [Laa90b] “polaronic™ satellites
a measured splitting in the experiment, though [Oka93] Charge transfer satellites
there is a constant (and known) relationship. The . [Bry89, Bry92]  MS, rutile + anatase
X L N i TiF; [Set90] LFM gives no good

experimental splitting is a complex feature built agreement
from various ingredients and can be considered as FeTiO, [Degy2] Series of minerals
an “effective ligand field splitting”. SITiOs [Deg92) LFM: 10DQ = 1.5eV

7.2. Scandium 2p X-ray absorption spectra

Only a few scandium 2p edges have been pub-
lished. On comparing the spectra of ScF; and
Sc,0; with the theoretical ligand field multiplet
spectra, both show good agreement (see Table 19).
An important difference is the much sharper spec-
trum of ScF;, which is a typical feature of fluorides
[Deg90a]. Within the Anderson impurity description
this is caused by the large value of A which gives
fluorides a ground state which is strongly domi-
nated by 3dV (in this case 3d°) character, or in
other words fluorides are close to the ionic limit,
The admixture of more 3d'L character, for
example, in the case of oxides implicates a larger
broadening due to a large number of possible final
states, as has been discussed in [Oka93].

7.3. Titanium 2p X-ray absorption spectra

For titanium compounds (Table 20) a number of
problems are discussed frequently. First there is the
evidence of a clear satellite structure in the titanium
2p spectra of tetravalent titanium oxides [Laa90b].
These satellites, and their analogues for 2p XPS,
are discussed under the same charge transfer

origin as the late transition metal oxides by
Okada and Kotani [Oka93]. However it is claimed
in papers of de Boer et al. [Boe84] and van der
Laan [Laa90b] that the origin of the satellites
cannot be of charge transfer nature. They formu-
late an alternative, polaronic, excitation process
(3dY = 3d¥4dL), that is a transition from the
valence band to the conduction band accompany-
ing the X-ray absorption process. To date no clear-
cut answer can be given to decide between these
two (and eventual other) excitation processes.

A series of La;_,Sr,TiO; oxides have been
measured [Abb91b, Degd0a). In this series the
formal valency of titanium is changed from tetra-
valent to trivalent, which can be equated with
respectively “3d%” and “3d'” like configurations.
The oxide systems are rather covalent so the actual
electronic configuration has a considerable amount
of 3d¥*'L character; however as discussed the
symmetry remains largely determined by the 3d"
nature. The La,_,Sr, TiO; series can then be used
as a reference series for unknown mixed valent
systems. A series of natural minerals has been pub-
lished in [Deg92]. For all minerals measured,
including a number of silicates, no trivalent
titanium could be detected.
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Table 22
Chromium 2p X-ray absorption spectra

Table 21

Vanadium 2p X-ray absorption spectra

Compound Ref. Remarks

Cu, VS, [Cre92] Series of minerals

FeV,0, [Cre92] Series of minerals

v [Fin85, Zaa85b]  Impurity model on band
structure

VF; [Deg90b, Set90] LFM

[Tan92a] LFM, temperature

effects

V,0; {Spa84, Abb93a] LFM

YO, [Abb91a] Phase transition

V,05 [Deg91t, Abb93a] LFM

Zn,_,Li,V,0, [Degdlt] LFM, mixed valence

7.4. Vanadium 2p X-ray absorption spectra

An important aspect of vanadium oxides is the
occurrence of a series of phase transitions as a
function of temperature in, for example, VO,,
V,0; and LiVO, [Goo71], and also as a function
of concentration in, for example, Zn;_,Li V,0,
[Goo71]). For VO, it has been shown that this
phase transition is reflected in the oxygen 1s X-
ray absorption spectrum [Abb91la]. However the
vanadium 2p X-ray absorption spectra show in
general no clear sign of the phase transition (see
Table 21). This can be related to the fact that the
metal 2p X-ray absorption spectra are largely
dominated by the local symmetry and are only
slightly affected by the modifications in their sur-
roundings (in the sense of ligand field effects), while
most phase transitions for vanadium oxides occur
due to some kind of vanadium-vanadium inter-
actions and/or coupling to vibrations, which are
only of relatively minor influence on the symmetry
state of the vanadium ions. These effects can be
expected to be of far more influence on oxygen 1s
spectra which are directly related to the empty den-
sity of states. (In contrast if the spin state is affected
in the phase transition, such as the high-spin to low-
spin transition in LaCoOj, this is directly and
clearly observable in the metal 2p edges [Abb93b].)

7.5. Chromium 2p X-ray absorption spectra

Chromium compounds are on the borderline

Compound Ref. Remarks

Cr [Lea80, Fin85] Branching ratio

CrF, {Set90] Jahn-Teller distorted

CrF, [Nak85]

Cry,04 [Lea82, Krv90]

Cr0, [Knu93] X-MCD

K,CrO, [Deges] LFM, reduced Slater
integrals

CrAu, [Pea86]

La;_,Sr,CrO; [Potee] LFM, mixed valence

between the early, rather delocalized, transition
metal compounds and the late transition metal
compounds, dominated by localized features.
CrO is a notorious compound because of its non-
existence and the stable divalent chromium com-
pounds are characteristic because of their strong
Jahn-Teller distortions. Trivalent chromium has
a stable 3d°> configuration such as in Cr,O;. Their
2p X-ray absorption spectra (Table 22) do corre-
spond closely to the LFM calculations for a
3d*[*4,] ground state. CrO, is ferromagnetic and
recently its X-MCD spectrum has been measured
[Knu93]. Because of its strong covalent character,
it is rather surprising that this X-MCD spectrum
can be simulated accurately with ligand field multi-
plet theory without the need to include charge
transfer effects [Knu93].

The chromium 2p spectra of the Cr%" oxides are
characteristic for a 3d° configuration. In order to
obtain quantitative agreement with the observed
spectral shape the ligand field multiplet calcu-
lations must be performed with the Slater integrals
decreased to about 25% of their atomic value
[Degee], a sign of the strong covalent character.

7.6. Manganese 2p X-ray absorption spectra

Most compounds contain manganese in its
formal valencies 2, 3 and 4. Mn?* contains five
3d electrons which in most compounds constitute
a high-spin %4, ground state. Divalent manganese
compounds have large values of Usy and A (see
Section 5.3.4) and because of their 4, nature their
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Table 23

Manganese 2p X-ray absorption spectra

spectral shape is not sensitive to 3d spin—orbit
coupling and symmetry distortions. These circum-

Compound Ref. Remarks stances enable the 2p X-ray absorption spectra of
divalent manganese compounds (see Table 23) to
Mn [Fin85] EELS . ;
Mny(CO)yo [HitS0] Serics of comploxes be described accurately by the LFM calculaqons
MnF, [Nak85, Set90]  Crystal field effects [Cra91b]. One of the results of this comparison
[Degd0b) LFM has been that the ligand field value determined as
MnFe,0, [Cre2] Series of minerals such is smaller (by 25%) than its optical analogue.
MnQ [Degd1t] LFM ) .
[Pat90, SpaBd]  EELS The cyanide K,;Mn(CN); contains divalent manga-
Mn;0, [Krv90, Pat90] BELS nese in its low-spin configuration [Cra91b].
Mn, 0, {Pat90, Spas4] EELS Mn*" has a high-spin ground state of °E sym-
Mﬂ02 [Pat90, Sp3.84] EELS ‘ h d al -bl
MxPS, [Ohns5] metry (in octahedral symmetry) susc.eptl4 e to
MnS [Crad1b] LFM, ligand field Jahn-Teller distortions. In addition this d° state
Sggtﬁﬂzs is less stable than its d° and d° neighbours. Mn*"
KMnO, [Spa84] Mn 4
KM(CN),  [Cradb) Low-spin Ma®* has a stable . A.z groun‘d state. In a study .of the
LaMnO, [Abb2a] LFM spectral variations with valency a series of
La;_,Sr,MnO; [Abb92a, Degd1t] Mixed valence lithinm--manganese oxides have been measured.
LiMnO, [Degd1t] LFM Figure 40 shows their spectral shape. The spectra
LiMn,0, [Degd1t] LFM h red £ d shift
Li,MnO, [Degdl1] LFM s 'ow many-pea : ne structure a?n S to
StMnO; [Degdlt] LFM higher energy with valency. The mixed valence
ZnMnS [Weid0] Atomic multiplets series La,_,Sr,MnO; shows similar spectra to
LiMnO, and Li;MnO; [Abb92a].
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Fig. 40. The manganese 2p X-ray absorption spectra of a series of lithium manganese oxides: MnO + 1% Li (bottom), LiMnO,,
LiMn,Q, and Li;MnO; (top).
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7.7. Iron 2p X-ray absorption spectra

Iron has two basic valencies: divalent iron has a
3dS configuration in either a high-spin CT5) or a
low-spin (*4,) state and trivalent iron is similar to
divalent manganese and has in general a high-spin
symmetry (°4,). Cyanides and some other com-
plexes are low-spin (*T).

The high-spin and low-spin states of divalent
iron are close to degenerate in many divalent
COi“ufJOimua and compnexes In a number of
cases a transition occurs as a function of tem-
perature and/or pressure. A nice example is
Fe(phen);(NCS),, which undergoes. a sharp high-
spin to low-spin transition at 170K (se¢ Table 24).
The iron 2p X-ray absorption spectra taken below
and above this temperature are a direct confirma-
tion of the respective spin states [Cat93].

The trivalent iron in Fe,O; undergoes a
magnetic phase transition at 250K. In this
so-called Morin spin—flip transition the high-spin
state is not changed, but the direction of the

Table 24
Iron 2p X-ray absorption spectra

Compound Ref. Remarks

Fe [Gru83, Fin85]  Branching ratio
[Set91] X-MCD
Fe(Cp), [Hit89b, Hit90] (Cp = cyclopentadicne)
FeF, [Nak85, Set90]  Sharp features
Fe(NEt,)(Brs) [Cat91] Series of complexes
Fe(Phen),(NCS), [Cat93, Che93]  Spin tramsition
FeO [Col91, Lea82] EELS
Fe,0, [Col91, Krv90]  EELS, « and v forms
[Cat91, Wadg6]
[Kui93) LFM, Linear dichroism
Fe; 04 [Col91]
FePC [Koc85,Tho88a]  First use of LFM
Fe;Pt [May91, May92]
FePS, [Ohn85]
Amphibole [Cre92) Series of minerals
Chrormite [Taf82] EELS, site specific
detection
CoFe,04 [Sets1] MCD
Fayalite [Kri%0] Series of minerals
GdsFes0y, [Rud92, Set91]  MCD, temperature
dependence
La,_,Sr,FeO, [Abb93b] LFM, mixed valence

Leucite [Kri%0] Series of minerals

magnetization is changed by 90°. As discussed, a
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dichroism, with the additional complication that
the linear dichroism can also be caused by an asym-
metric electrostatic field. The spectra for Fe,04
below and above the Morin spin—flip transition
temperature do show complete reversal of the
linear dichroism signal, or in other words of the
direction of the magnetic orientation in the crystal
[Kui93]).

Another range of pmeems is connected with the
question of mixed valence, that is with systems
containing both Fe** and Fe* in equivalent, or
in non-equivalent sites. In such situations iron 2p
X-ray absorption is a direct probe of the occur-
rence of the actual valencies and sites [Cre92].
However with regard to the nature of doping
related effects on the electronic configuration 2p
X-ray absorption is not a favourable spectros-
copy, and instead more detailed information can
be gained from, for example, oxygen 1s X-ray
absorption [Abb92a, Deg91t] or photoemission
experiments [Boc92a].

Like manganese, iron is an important element
for metal centres in biological systems, such as,
for example, rubredoxin. The iron 2p X-ray
absorption spectra of rubredoxin of Pyrococcus
Jfuriosus have been studied in its oxidized and
reduced form and the spectra can be related to
respectively the Fe’* and Fe?* therein [Ge092].

7.8. Cobalt 2p X-ray absorption spectra

In the ligand field multiplet analysis of CoF, and
Co0 it became evident that the effects of 3d spin—
orbit coupling are important [Degd90b, Deg93b,
Tan92a], This has been discussed in Section 5.1.4.
For CoO a study including both charge transfer
and multiplets has been performed by Okada and
Kotani [Oka92b] (see Section 5.3.3). A detailed
temperature dependent study of the linear dichro-
ism of BaCoF, has been performed by Sinkovic
and coworkers [Sinee]. In this study the peak-
asymmetry related to the linear dichroism is
shown to give a jump at the Neéel temperature
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Table 25
Cobalt 2p X-ray absorption spectra
Compound Ref. Remarks
Co [Fin85] Branching ratio
[Set91] X-MCD
Co on Si(111) [Dec89] Adsorption
Co/Pt multilayer [Wuy92] MCD, orbital polarization
Co(Cp), [Hit90] (Cp = cyclopentadiene)
CoF, [Degl0b, Set90] LFM, 3d spin—orbit
[Tan92a) LFM, 3d spin-orbit and temp. dep.
CoFe;04 [Set91] X-MCD
[Ima92] X-MCD with LFM
CoO [Krv90, Szy90] EELS
[Deg93b] LFM, 3d spin-orbit
Co,0, [Szy90]
BaCoF, [Che90a, Set90] Linear dichroism
LaCoQ;, [Abb93b] High-spin to low-spin transition
LiCoO, [Deg93b] LFM
which marks the onset of the addittonal linear spectra taken at different temperatures [Abb93b]
dichroism effects of the antiferromagnetic order- (see Table 25).

ing. At low temperatures LaCoO; has a low-

spin (1A1) ground state. It is known that with 7.9. Nickel 2p X-ray absorption spectra

temperature a gradual occupation of the high-

spin (°T,) ground state takes place, which is The analysis of the nickel 2p X-ray absorption
nicely reflected in the cobalt 2p X-ray absorption (and photoemission) spectra listed in Table 26 has

Table 26
Nickel 2p X-ray absorption spectra
Compound Ref. Remarks
Ni [Fin85, Shag7} Branching ratio
[Lea80, Lea82] EELS
[Ched1] X-MCD
Ni on Cu(100) [Tje91] MCD, temperature and thickness dep.
NiAl [Pea79, Sha87]
Ni,_,P, [Cho85]
Ni, Si [Dep86]
NiSb [Sha87]
La,NiO, [Kui91]
NiBr, [Laa86a] Impurity model, CT-M
NiCl, [Boné6]
[Laa86a, Oka%1] Impurity model, CT-M
NiF, [Nak85]
[Laa86a] Impurity model
Nil; [Laa8éa) Impurity model
NiO [Laa86a] Impurity model
[Dav86a, Krv90)
Ni;_,Li, O [Kui90t] Effects of doping
LiNiO, [Vel91b)] “LFM of 3d°L”
Cs[NiCr(CN)g) - 2H,0 X-MCD

[Sai93]
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been discussed in detail in Sections 5.3.1 and 5.3.2.
The X-MCD of the 2p X-ray absorption spectrum
of nickel has been the stereotype for X-MCD spec-
tra and analysis [Che91, Jo91, Laa92a, Smi92] and
has been discussed in Section 6.

7.10. Copper 2p X-ray absorption spectra

The divalent copper oxides have attracted
enormous interest because of the supercon-
ductivity found in doped, layered copper oxides.
A divalent copper ion contains nine 3d electrons
and its symmetry is 2D. In octahedral symmetry
the only non-occupied 3d state has *E symmetry,
which is a Jahn—Teller sensitive state. The degen-
eracy of the d,» and d,._,; orbitals will be broken
and in the tetragonal, or ultimately square planar,
surroundings the empty state will have d,._,; sym-
metry. In actual systems the symmetry of the
ground state can contain admixtures of other
symmetries.

The copper L; (and L,) edges of the copper
oxides have been much studied (see Table 27).
For papers published between 1987 and 1989 the

reader is referred to [Als90]. The final state has the
configuration 2p°3d'°, that is the single hole has
become occupied. Because in the final state the 3d
band is full, the Slater integrals, which dominated
the other 3d systems, become ineffective and do not
play any role for the spectral shape. The spectrum
will consist of a single transition to a 2p°3d'°
“exciton” and at higher energy there will be
structures related to unoccupied states of d and s
character. The absence of Slater integrals implies
that one-particle models should be correct to
describe the spectral shape (taking into account
the core hole potential, etc., as discussed in
Section 8). For this purpose multiple scattering has
been used [Bia92, Pom91]. It is found that in the
undoped systems the “d'®” peak has constant
energy [Pom91], while for doped systems the peak
shows a small energy-dependence with polarization
[AbbY0, Biagg].

8. Metal and ligand 1s X-ray absorption

In this section the interpretation of both ligand
and metal 1s X-ray absorption spectra is discussed.

Table 27
Copper 2p X-ray absorption spectra
Compound Ref. Remarks
CuF¢S, [Gri89b] Effects of valency
Cu,0 [Hul84, Gri39b]
[Tje92a) Resonant photoemission
Cu,S [Gri89b] Series of compounds
Cu; VS, [Cre92) Series of minerals
Cu [Fing35]

[Lea80, Lea82]
Cu0O [Lea82, Krv90]
[Lop92, Tje92a]

Bi,S1; CaCuy Oy [T)e92a]
[Bia92]
Bi,Sr;CaCuyOg ¢ [Bia88]
Bi, 1Pbg 3Sr;CaCu, O [AbbS0]
La,Cu0y [Gri89b]
[Pom91]
La,_,Sr,CuQ, [Al590]
[Che92a]
YBaz Cu307_ x [AISQO]
NaCuO, [Kai89]
Na;CuFg [Cat90]

EELS

EELS

Resonant photoemission
Resonant photoemission
MS, polarized
Polarized, shift of “d'®”
Polarized, shift of “d'"”

MS, polarized
Bibliography 1987-1989
Linear dichroism
Bibliography 1987-1989
Cu¥t

cu*
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In Sections 3 and 4 it has been explained that 1s
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described with single particle methods within den-
sity functional theory. Both band structure
methods and multiple scattering calculations can
be nused. From the work of von Barth and Gross-
mann [Von79, Von82] it is clear that one should
include the core hole in the calculation, that is
one should calculate the distribution of empty
states in the final state of the absorption process;
the final state rule [Alm83].

From the discussion in Section 3 it evolved that
the two-electron Coulomb interactions in the 3d
band might cause problems. For the distribution
of empty states U is not important directly, but
the “orbital polarization” (Section 3.8) might give
rise to a modification of the spectral shape at the
edge. They are discussed in Section 8.3.2.

According to the final state rule, the 1s X-ray
absorption cross section is given as the squared
transition matrix from the core state (®°) to the
empty valence states (<I) ) times the p-projected
final state density of states (np) The explicit
relation has been given, for example, in the work
of Miiller and co-workers [Mul78, Mul82, Mul84].

0= — o (@Y1, |D°) 2R 36
i O (36)

Because it is rather involved to calculate the final
state density of states, often the ground state den-
sity of states is compared directly with the X-ray
absorption spectrum. Final state calculations are
discussed in Section 8.3.6. Also the matrix ele-
‘ments are not always calculated and instead the
site (o) and symmetry (p) projected density of
states (ng) is used. This site and symmetry projec-
tion implicitly assumes the matrix element to be
unity within the sphere allocated to a particular
site, being zero elsewhere.

8.1. Band structure technigues
As discussed in Section 3.2 various methods exist

to calculate the single particle density of states. A
short overview focusing on the unoccupied states is

given in [Zel92]. Frequently used techniques for
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plane wave (LAPW) method, for example in
[Mul78, Mul82, Mul84]; the linearized muffin-tin
orbital (LMTO) method [And75, And84, And85],
the augmented spherical wave (ASW) method
[Wil79] and the localized (augmented) spherical
wave (LSW) method [Leu90].

8.2. Multiple scattering formulation

An alternative route to the calculation of the
X-ray absorption cross section is presented by the
multiple scattering calculations. In multiple scat-
tering theory the Schrédinger equation is reformu-
lated in scattering theory. This approach is
particularly appropriate for the calculation of the
empty states which can be calculated for arbitrary
large energies. Multiple scattering calculations are
usually performed with the Green function
approach, that is the Lippmann—Schwinger
equation is used as the starting point, The Green
function %, = (¢*""1)/(4r|r — #'|) describes the
propagation of the electron in the solid, which is
scattered by the atoms surrounding the absorbing
atom. The X-ray absorption cross section is then
written as a correlation function (compare with
Eq. (8)) [Duh82, Vvd92]

o~ S (ileBg )iy (Br(r)lnglds) (37)

LL

where L stands for both / and m. ¢ (r) is essentially
an atomic quantity and it is related to the wave-
function within the muffin-tin potential as dis-
cussed in [Gyo73, Vvd92]. 7%, describes the
reaction of the surroundings containing all scatter-
ing paths. It can be rewritten to describe the effective
reflectivity of the surrounding medium, transform-
ing an outgoing wave from the excited atom to an
incoming wave toward the excited atom [Vvd92].
For detailed accounts of the multiple scattering
method the reader is referred to [Bru91, Nat86b,
Reh93, Vvd92] and references therein.

There are a number of advantages of the multi-
ple scattering formulation. Because it can be
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performed as a cluster calculation, the calculations
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but also for surfaces, interfaces, etc. In general any
ordered and disordered system can be calculated.
To accomplish this in a band structure calculation,
in general the unit cell must be extended to account
for the possible disorder effects, such as slab-
calculations for surfaces, etc. This also implies that
the core hole potential on the absorbing atom can
be added directly in multiple scattering, while for a
band structure calculation it necessitates super-
cells (see below). Another advantage of multiple
scattering is that it can be performed in steps of
growing cluster sizes and it is an appealing picture
to observe the (theoretical) spectral changes from
the effects of increasing the number of back-
scatterers and scattering paths around the absorb-
ing atom. Also particular scattering paths can be
selected, etc. A disadvantage of (most). multiple
scattering calculations is that the potential used is
not determined self-consistently.

It has been shown that the multiple scattering
formalism and the band structure formalism
indeed give equivalent results if worked out rigor-
ously in their mathematical basis [Nat86a, Bru9l,
Reh93]. For comparison to experiment both the
LSD and the multiple scattering results will be
treated on the same footing, using the “density of
states” picture as guidance.

8.3. Ligand 1s X-ray absorption

Ligand 1s X-ray absorptions have excitation
energies which for the often studied light elements,
carbon, nitrogen, oxygen and fluorine, are posi-
tioned between 300 and 700 eV, that is in the soft
X-ray range. The interpretation of 1s spectra in the
soft X-ray range is dominated by band structure
approaches, in contrast to the hard X-ray region
where multiple scattering is most often used. One
of the reasons for this is the energy scale of the
spectra. For soft X-rays most studies are oriented
towards electronic structure determinations of
correlated systems and in general only the first 20
to 30eV of the edge are measured, with the focus

on the states at the edge. This 20 eV energy range is
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methods, which offer the advantage of self-
consistently determined potentials. In the hard
X-ray range emphasis is on EXAFS analysis and
the near-edge region is measured over its full range
and analysed with multiple scattering over about
50 to 100 eV in many cases. Such an energy range is
not trivially obtained with band structure methods;
see Section 8.3.2.

8.3.1. Oxides with empty 3d bands

I will first focus on transition metal compounds
with an empty 3d band. As an example the 1s
X-ray absorption spectra of titanium oxides
are discussed. Figure 41 compares the oxygen
p-projected density of states with the oxygen
1s X-ray absorption spectrum of SrTiO; and
TiO, (rutile) [Deg93a]. The spectra have been
aligned at the position of the first peak. For
rutile the spectral shape is reproduced and if
the broadening is optimized a close to perfect fit
of the experiment can be obtained [Deg93a]. It
thus can be concluded that the density of states
as obtained from a ground state calculation
gives an accurate description of the oxygen ls
X-ray absorption spectral shape. This implies
that, (1) the core hole potential does not have a
large influence on the spectral shape, and (2) the
transition matrix elements do not have to be con-
sidered explicitly. Thus in the case of TiO,, the
oxygen ls X-ray absorption spectral shape gives a
direct picture of the oxygen p-projected density of
states. Overall, for SrTiO; similar features are also
seen, though some difference between theory and
experiment is observed. The sharp 1,, peak is fol-
lowed by a small e, peak in experiment, which is
blurred by the next structure in the calculations.
This difference is caused by the core hole potential
[Deg93a).

The conclusion is that overall for transition
metal oxides with an empty 3d band the oxygen
p-projected density of states of a LSD calculation
gives a good simulation of the spectral shape. As
far as reproducing the oxygen 1s spectral shape
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Fig. 41. Ground state oxygen p-projected density of states compared with oxygen 1s X-ray absorption spectra for (a} SrTiO; and

(b) TiO,.

is concerned, the effectiveness of the core hole
potential largely depends on details in the crystal
structure.

8.3.2. Oxides with partly filled 3d bands
For oxides with a parily filied 3d band some
limitations of normal LSD calculations are met.
Thic hac haan dicencead in Qantinn 2
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number of recent extensions to LSD were briefly
discussed. To account for the observed band gaps it
seems to be unavoidable to include the Hubbard
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“U” in one way or another, such as is attempted in
LSD + U calculations [Ani91a, Czy93] and also by
LSD + SIC calculations [Sva92, Sz093]. For
oxygen ls X-ray absorption spectra, probing the
unoccupied oxygen p states, it is important to
remark that the unoccupied density of states is
largely unaffected by self-interaction effects. The
self-interactions directly affect only the occupied
states and their effect on the empty states is indi-
rect, via the reordering of the occupied states. The

AL slLd

unoccupied density of states of the LSD + SIC
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(and also the LSD + U) calculations performed so
far [Ani91a, Czy93, $2093] do show large similari-
ties to their analogues as determined from
normal LSD calculations [Ogu84]. This result leads
to the conclusion that for comparison to oxygen 1s
X-ray absorption spectra it is a rather good
approximation to use the oxygen p-projected den-
sity of states of a LSD calculation.

In the literature comparisons between LSD
results and oxygen ls X-ray absorption spectra
have been made for CuO [Gri89a] and LiCoO,
(Czy92). In both cases a close overall agreement
has been found. Also for VO, and LiVO; [Penes]
and for MnQ, and CrQO, [Degee] good agreement
is found. The LSD calculations for MnO and CoO
as performed by Terakura et al. [Ter84] show the
empty spin-down #,; and ¢, bands split by the cubic
crystal field, in close agreement with the oxygen 1s
X-ray absorption results {Deg89, Deg91t].

Thus it can be concluded that the observations
made so far do not pinpoint clear differences
between LSD calculations and oxygen ls X-ray
absorption and fair agreement can be obtained.

8.3.2.1. Multiplet effects on oxygen ls spectra. It
has been argued that oxygen ls spectra will be
susceptible to multiplet effects, as far as the 3d
part of the spectrum is concerned [Vel90t,
Vel91a). For transition metal oxides with a partly
filled 3d band the two-electron Coulomb integrals
are important for the electronic structure (see
Section 3.8). Cluster calculations with the short
range model including multiplet effects, originally
developed for inverse photoemission spectroscopy
(IPS), have been used to simulate the oxygen 1s
X-ray absorption spectra of CoO and NiO
[Vel91a). The absorption process is simulated as
the transition 3d"+'L — 3d¥*! with the normal
configurations for the initial and final states.
Agreement has been found for both IPS and
XAS, though there are problems with regard to
the intensity ratio of the #,; to ¢; peak which is
not. correctly reproduced for X-ray absorption.
Also there are questions with regard to the
usability of the model because in the model the

number of electrons is changed by 1, which is
correct for. IPS but not for X-ray absorption
which is a charge neutral process and the extra
valence electron is counterbalanced by the core
hole, resulting in a charge neutral process. The
“neglect of the core hole” leaves a number of
uncertainties, for example, with regard to the par-
ameters to be used in the final state. Because of
these uncertainties it is not yet possible to give a
detailed answer to the question of the importance
of two-electron integrals in oxygen 1s X-ray
absorption.

8.3.3. Oxygen Is spectira of the “Cu0”
superconductors

The oxygen 1s X-ray absorption spectra of the
high T, superconductors, based on copper-oxide
layers, have been much studied in the last six
years, both experimentally and theoretically. The
non-doped systems, for example La,CuQy, consist
of a single peak at threshold followed by a structure
related to the delocalized states. This single peak
can be identified with a “d’® — d'*” transition, or
more precisely a transition of d'°L character mixed
into the d® ground state to d'°. This peak can be
identified with the ‘“upper Hubbard band”
[Esk91a, Hyb92], but one can also formulate the
transition in a single particle manner as the tran-
sitions to the empty states of the copper 3d band
[Ben93]. As the Coulomb interaction U has no
large effect on the description of the empty states
no real distinction can be made between these two
descriptions of the X-ray absorption spectrum.

Upon doping a new electronic state occurs
related to Cu’*. It has been shown convincingly
that the ground state of Cu®' is dominated by
d’L character, with little contribution of d;
see [Esk92t] for an introduction and detailed
explanations. In experiment a new peak evolves
as a function of the doping, while the second
peak drops in intensity. In the single particle
(MS) description this is identified with the
increased intensity of the 3d band due to the
increased number of holes. (The lower energy is
caused by the higher effective valence.) The total
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Fig. 42. Ground state nitrogen p-projected density of states (solid line) compared with nitrogen 1s X-ray absorption spectra for TiN

(dots) (from [Sor93)).

spectrum is then formed by the addition of doped
and undoped cases [Ben93]. In the correlated model
Hamiltonian the two situations of Cu®* (undoped)
and Cu** (doped) are coupled and intensity is
transferred to the peak at lowest energy, basically
because of spectral weight interference effects
[Esk91b]. (It is noted that the spectral weight trans-
fer is zero in the ionic limit [Esk91b).) Though not
all experimental data can clearly identify spectral
weight transfer, it is clear in, for example, La,_,Sr,-
+Cu0y [Che92a] and Li-doped NiO [Kui89].

8.3.4. Is Edges of nitrides, silicides and sulphides

For other, in general more covalent, ligands such
as nitrides, silicides and sulphides a similar inter-
pretation as for oxides is expected to hold, Thus
their ligand 1s X-ray absorption spectra are
expected to show close comparison to the pro-
jected density of states from LSD band structure
calculation, which has been used for nitrides and
silicides. For sulphides a comparison will be made
with a multiple scattering calculation. For nitrides
a detailed comparison between an LSD calculation
and a nitrogen 1s spectrum has been published for
TiN [Sor93], reproduced in Fig. 42. The calculation

has been performed with the LSW method using an
extended basis set in order to accurately reproduce
the unoccupied states.

The sulphur and silicon 1s edges at about 1500
and 2300eV have been traditionally more related
to the hard X-ray absorption spectra interpreted
with real space multiple scattering techniques.

Absorption coef.

I

I I A

0 20 410 60
Energy (eV)

Fig. 43. Real space multiple scattering calculations (b), com-
pared with the sulphur 1s edge of ZnS (a) (from [Sai89]).
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For Zn$ a multiple scattering calculation has been
performed by Sainctavit et al. [Sai89], reproduced
in Fig. 43, They used the “screened and relaxed”
atomic potentials (implying the inclusion of the
core hole potential) and found that best agreement
with experiment is obtained with the use of the
Dirac-Hara exchange potential. A disadvantage
over LSD band structure calculations is that no
self-consistent potential is used in these multiple
scattering calculations, which leads to a basic prob-
lem that even if the calculated spectral shape con-
verges for a particular cluster size, the uncertainty
in the potential remains. An important advantage
of multiple scattering is that if it is performed in
steps of growing cluster sizes, an appealing picture
is obtained of the relative importance of the various
shells. The same is true if only a particular kind of
scattering path is included and the effects on the
spectral shape are monitored. For ZnS§ the spectral
shapes are given for 1, 3 and 5 shells in [Sai90],
where it is found that a five shell calculation is
capable of reproducing the experimental spectral
shape rather accurately.

The silicon 1s spectra of a series of transition
metal silicides have been studied by Weijs et al.
[Wey91]. They compared the observed spectral
shapes with a series of ground state LSD calcula-
tions using the LSW method. As an example the
comparison for the monosilicides is given in Fig.
44. Reasonable agreement could be obtained,
though it is clear that in the experimental spectra
weight appears contracted to lower energy. This
phenomenon is likely to be related to the effect of
the core hole potential, not included in the calcula-
tions as given in Fig. 44 (sce below).

8.3.5. Inclusion of the core hole potential

The core hole potential has been included in
the LSD calculations by the removal of a core
electron of one of the atoms. To reduce non-
physical interactions between two sites with a
core hole, the size of the unit cell must increase.
For this so-called supercell, a new self-consistent
calculation of n,y,; instead of my must be
performed. This approach has been applied

Si K
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Fig. 44. Ground state silicon p-projected density of states com-
pared with silicon 1s X-ray absorption spectra for a series of
transition metal monosilicides (from [Wey91]).

successfully to the silver 2p edges of Ag,O
[Czy89, Czy90], the silicon s edge of TiSi and
TiSi, [Czy90, Wey91] and the oxygen ls edge of
LiCoO, [Czy92].

The inclusion of the core hole potential has clear
effects on the density of states of TiSi,. If the
unoccupied silicon p-projected density of states is
compared with experiment a quantitatively correct
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Fig. 45. Silicon p-projected density of states for the ground state
(Sip) and final state (Si*p) compared with silicon 1s X-ray
absorption spectrum of TiSi, (from [Wey91]).

“contraction’ of the states is found as can be seen
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also be simulated with a Clogston—Wolff model
calculation using the ground state density of states
as an input [Van90, Van90t, Wey91].

A second example of a calculation for which a
super cell calculation of the final state is performed
is the case of LiCo0O,. In LiCoO, cobalt has the
low-spin 3d® configuration (‘4; symmetry) and
consequently the #,, band is full, while all ¢, states
are empty. The oxygen 1s X-ray absorption
spectrum probes the e, band and at higher
energies the other empty bands. Figure 46 com-
pares the X-ray absorption spectrum with the
density of states, with and without inclusion of
the core hole. A general agreement is found and
the overestimation of the intensity of the e, band
is clearly removed after inclusion of the core
hole. The core hole effect as calculated for the
LiCoO, spectrum confirms that an oxygen Is
core hole will pull down states to the bottom of

e
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Fig. 46. The oxygen 1s X-ray absorption spectrum of LiCoO, (dots) compared with the broadened oxygen p-projected density of states.
The dashed line refers to the ground state density of states. The solid line refers to the density of states after inclusion of the oxygen 1s

core hole 2y (from [Czy92]).
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the bands. This implies for 3d metal oxides that the
dispersional broadening is counteracted. The
bands at higher energy are less influenced because
they are more extended. The main effect is a redis-
tribution of spectral weight which in general results
in an increase of intensity at the bottom of each

band.

8.4. Metal 1s X-ray absorption spectra

The metal 1s edges can be interpreted with LSD
calculations. As the core hole is created on the
metal site, charge transfer (in this context denoted
as “multichannel effects’) might be expected to
have a larger influence, as will be discussed
below. The higher energy of the X-rays also
makes quadrupole transitions more important,
and they have to be considered.

8.4.1. Multiple scattering versus band structure

The metal 1s edges have energies ranging from
about 4 to 9keV. They are often used for EXAFS
and their related near edge spectra, denoted as

KTi edge in

0.16

XANES in this context, are traditionally inter-

nrﬁipﬂ with multinle eeattarinag mathade A reacan
PACICU Wil IR pIv Svatvilig meinogas. A reason

for the use of multiple scattering (instead of band
structure DOS) is that the XANES spectra are
normally measured over an energy range of about
50 eV, which is not easily calculated with band
structure methods based on basis functions (such
~as LAPW, LMTO, ASW and LSW), Real space
multiple scattering, and its reciprocal space ana-
logue (the so-called KKR method) do not enter
into these basis set p‘r‘Omcma which makes them
more suited for larger energy scales. However
with the recent efforts to extend the basis sets to
larger energy regions, dedicated to the unoccupied
states, the band structure methods are applied also
to metal 1s edges, at least for the first 30 eV above
the edge [Czy93].

Multiple scattering calculations have been per-
formed, for example, for a series of 3d metal
oxides by Norman et al. [Nor85], for TiO, in
the rutile and anatase forms by Brydson and
co-workers [Bry87, Bry89, Bry92] and also by
Ruiz-Lopez and Munoz-Paez [Rui%1] and for a

TiO,
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Fig. 47. Simulated titanium 1s edge of TiO, from a LSW band structure calculation by Czyiyk et al. [Czyee]). Indicated are the dipole
transition (dots), the quadrupole transition (dashed line) and the total DOS (solid line).
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Table 28
Ligand 1s X-ray absorption spectra for titanium compounds

Table 30
Ligand 1s X-ray absorption spectra for chromium compounds

Compound Ref. Element Remarks

Compound  Ref. Element Remarks

TiC [Pi82] C EELS
TiN [Pi82] N EELS
[Sor93] N DOS from LSD
TiO [Nak87] 0 MS
TiO, [Bro86a, Gru83] O Molecular orbitals
[Deg89, Deg93a] O DOS from LSD
Ti, 04 [Bro86a] o)
TiS, [Fis73, Ohn83} S
Tiy 8, [Bong6] S
TiSi [Czy90, Wey91] Si DOS from LSD
TiSi, [Czy90, Wey91] Si LSD (core hole)
La,_,Sr, TiO; [Abb91b] (¢] Mixed valence
SrTiO; [Deg93a) 0 DOS from LSD

high-spin to low-spin transition in an iron(II) com-
plex by Cartier et al. [Cat93]. For TiO,, band struc-
ture approaches have been used by Poumellec and
co-workers [Pou91] and Czyzyk [Czy93]. As men-
tioned above the basic problem is the limited basis
set which makes the calculation unreliable above a
certain energy. The calculation of [Czy93] has the
largest basis set and is expected to be reliable up to
about 25 to 30eV above the edge. The oxygen
p-projected density of states of the ground state
calculation is reproduced in Fig. 47. This result is
in close agreement with experiment up to about
25¢eV.

It is concluded that both band structure and
multiple scattering methods are able to reproduce
the near edge spectrum. Multiple scattering con-
tains problems with regard to the choice of the
potential, while band structure methods have a
self-consistent potential but suffer from problems

Table 29
Ligand is X-ray absorption spectra for vanadium compounds

Cr,04 [Gru83) 0 Molecular orbitals
CrSi [Wey91] Si DOS from LSD
CrSiy [Van90, Wey91l] Si DOS from LSD

related to the limitations of the basis set and hence
limitations of the energy range.

8.4.2. The “pre-edge’ region

The “pre-edge” region of the transition metal 1s
edges has led to a number of debates regarding the
quadrupole and/or dipole nature and possible exci-
tonic effects. The “‘pre-edge” region is related to
transitions to the 3d bands. Both direct 1s — 3d
quadrupole transitions and dipole transitions to p
character hybridized with the 3d band are possible.
For the quadrupole transitions the matrix elements
are only about 1% of the dipole transition, but the
amount of the 3d character in the 3d band is far
larger than the p character. This can make, depend-
ing on the particular system, the contributions of
quadrupole and dipole transitions equivalent in
intensity. A direct manner to check the nature of
the transitions is to measure the polarization
dependence which is different for quadrupole and
dipole (as discussed in Section 5.1). This has
been checked by Hahn et al. for CuCl}~ [Hah82)
and by Brouder et al. for (the first peak of) TiO,
[Bru90b]. In both cases a clear and dominant quad-
rupole contribution could be proven. Recently
‘Yamazaki et al. showed that for the X-MCD spec-
trum of the “pre-edge” in holmium-iron—garnet

Table 31
Ligand Is X-ray absorption spectra for manganese compounds

Compound Ref. Element Remarks

Compound Ref. Element Remarks

V10, [Abb93a, Degolt] O

VO, [AbbIla] o Phase transition
V205 [Abb93a, Degdlt] O

VN [P4182] N EELS

V,S; [Bon86] S

VSi, [Van90, Wey91]  Si DOS from LSD
Zn;_,Li,V,0,; [Deg9lt] (0] Mixed valence

Mny(CO)yp [Hit89a] C Organometallic molecules
MnF, [Nak88) F

MnO [Nak87] O

MnO, [Deg89] O

MnSi [Wey9l] Si

La,_,Sr,MnO, [Abb92a] O Mixed valence

LiMnO, [Degdlt] O
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Table 32
Ligand 1s X-ray absorption spectra for iron compounds
Compound Ref. Element Remarks
CuFeS, [Sai91] S MS
Fe,B [Bla89] B
FeF, [Nak8g] F
FeMo-protein (Hem91] S Oxidation—reduction
FeO [Bro86a, Gru83] 0
[Col91, NakR7} 0
a-Fe;03 [Col91, Bro86a] 0
v-Fe, Oy [Col91] 0
FeyO4 [Cols1] 0
Fe,Si04 [Bro86a] o}
La;_,Sr,FeO, [AbbI3b]) 0 Mixed valence

the quadrupole contribution is less than 0.1%
[Yaz93].

The case of TiO, in its rutile crystal structure has
been strongly debated. There are three pre-peaks
and the traditional interpretation has been to sub-
scribe the second and third peaks to, respectively,
the #,-like and e,-like states and the first peak to
some kind of exciton. Uozumi et al. [Uoz92]
described the “pre-edge” region as a superposition
of a quadrupole transition to 3d states and a dipole
transition to p states. Both are split by the crystal
field and the two doublets are shifted with respect
to each other due to the stronger interaction with
the 1s core hole with the states of 3d nature. Both
the crystal field splitting and the difference in core
hole coupling are (assumed to be) about 2.5eV.
The result is three peaks, the first of pure quad-
rupole nature, the second a nuxture and the third

a nira dinala

a puic aipoic peak This i

Table 33

Ligand 1s X-ray absorption spectra for cobalt compounds
Compound  Ref. Element Remarks

CoF, [Nak88] F

CoO [Szy90] (o]

Co;04 [Szy90] o

Co,_,Li,O [Deg93b, Vel91a] O

CoSi [Wey91] Si LSD (core hole)
CoSi, [Van90, Wey91] Si

LaCoQ, [Abb93b] (0] Phase transition
LiCoO, [Czy92] O LSD

ch0204 [Szy90]

quadrupole polarization dependence of the first
peak. The second peak has a smaller but still con-
siderable quadrupole polarization dependence in
the theoretical simulation {U0z92], but it is almost
completely absent in experiment [Bru90b]. Czyzyk
also performed a simulation of the “pre-edge”
peaks using the projected density of states of a
final state band structure calculation [Czy93].
This calculation yields an excitonic peak which is
completely dominated by 3d character followed by
the t,, and e, peaks which contain a mixture of d
and p character. Including the matrix elements one
obtains a first peak which is dominated by quadru-
pole transitions, though with a dipole contribution
of about 25%. The second peak is dominated by
dipole transitions, with less than 10% quadrupole
and the third peak (and the rest of the spectrum) is
almost pure dipole in nature. This result explains

better the quadrupole polarization dependence of

the first peak and its absence in the second peak.
The three-peaked structure has also been repro-
duced by a ground state LSD calculation [Rui9l],
which is not compatible with the analysis as given
above.

The intensity of the “pre-edge” region is much
larger for compounds in which the metal site has
tetrahedral symmetry than for (distorted) octa-

hadral ayatamc [RinQ& T utRR1 In tatrahadral cum.

hedzral systems [Bia85, Lyt88]. In tetrahedral sym-
metry the local mixing of p and d nature is
symmetry allowed, while for a system with inver-
sion symmetry such as octahedral symmetry it is
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Table 34
Ligand 1s X-ray absorption spectra for nickel compounds

Compound Ref. Element Remarks
LiNiO, [Vel92] 0 Multiplet effects
Ni(Cp), [Hit89a] C (Cp = cyclopentadiene)
NiF, [Nakss] F
NiO [Gru83, Nak87) C
[Dav86b, Vel92] (0]
Ni,Si0, [Brog6a] o
NiSi [Wey91] Si DOS from LSD
NiSi, [Van90, Wey91] Si DOS from LSD

“forbidden”. This rule is relaxed in the solid and if
the density of states is calculated with band struc-
ture methods one finds small admixture of p states
into the 3d band, as shown for cubic SrTiO.
[Degd1t]. However this admixture is far smaller
than for tetrahedral systems which explains the
small “‘pre-edge”.

If an octahedral metal site is distorted then,
depending on the particular distortion taking
place in general more p character will be mixed
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the octahedron will show up as an increased inten-
sity of the “pre-edge” peak(s). That this is indeed
the case has been shown by Waychunas for a series
of minerals [Way87]; a roughly linear relationship
between the bond angle variance (a measure of the
distortion) and the “pre-edge” intensity relative to
the “step” was demonstrated.

8.4.3. “Muitichannei™ effects

In their description of the copper 1s edge spec-
trum of ("n("l Rau- or}d f‘nrlrlqrrl Mai1201 intraduee
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the possﬂalhty of a “shake-down” satellite struc-
ture. Within the framework of the short-range
(Anderson impurity) models used for the interpre-
tation of 2p XPS and 2p XAS this process can be
related to a charge transfer satellite. Copper is
divalent and its ground state is written as
3d° +3d"°]_4. Because of the 1s core hole in the
final state the ordering of the ionic conﬁgurations

in wavasan mal ctada alaallo & ~anca AL
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2p XPS. This results in two final states (1s'3d’
and ls 3dmL\ The 1s X-ray absorption spectrum

is then assumed to be a multiplication of this

double peak structure with the “projected un-

accniniaed ctatac
Viwupiva Stalvs

2 iq if tha alra owa
. That is if the two pcaxKs arc

separated by 7eV and have an intensity ratio of
1:2 then the 1s XAS spectrum is a superposition
of the (projected empty) DOS and this DOS shifted
over 7eV with half the intensity. If one of the two
peaks completely dominates (or if the energy dif-
ference is small) these “multichannel” effects will
not appear. This “multichannel” interpretation is
used to interpret the characteristic double structure
in the copper lIs specira of the divalent copper
oxides such as La,CuQ, [Tol92, Tol93]. This

double structure is ahsent in
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related Pr;NiQy.

the structurally

8.4.4. The 1/R? rule

Under certain conditions the peak positions of
the XANES spectrum can be correlated with the
nearest neighbour distances. This phenomenon is
known as the 1/R® rule which states that the
AE/R* is constant. This relation between 1/R?

anaroy mocition ha
and the energy position has often been encoun-

tered, for example by Miiller et al. [Mul82]. Natoli
Table 35
Ligand 1s X-ray absorption spectra for copper compounds

Compound Ref. Element Remarks

CuF, [Nak88] F
CuFeS, [Sai91] s MS
CuGa$s, [Sai91] S MS
Cu0 [Gru83, Nak87] O LSD
[Gri8%a] (0] LSD
CuAl, 04 [Szy90] 0
La,_,8r,Cu0O; [Che92a] 0 Linear dichroism
Ba,Cu;0,_, [Kui88] 0
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Table 36

Titanium 1s X-ray absorption spectra

Compound Ref. Remarks

Ti [Gru83]

TiinB [Won89] 3d Metals in boron

TiC [Baz83]

TiCl, [Kue90]

TiFe [Baz83]

TiO [Nor85] MS

TiO, [Baz80, Gru83] Molecular orbitals
[Mot90] Mineral
Dur90] Temperature dependence
[Bru90b] Temp. + pol. dependence
[Pou90] Polarization dependence
[Rui91] MS; 3 prepeaks in ground state
[Uoz92] Charge transfer model; quadrupole transition
[Czy93] LSD plus core hole; quadrupole transition

Ti, 04 [Way87] Trivalent

Ti*[0,) [Bia85) Tetrahedral site

BaTiO; [Baz80, Baz83]

Ba,TiO, [Mot90] Tetrahedral site

Kaersutite [Way87) Series of minerals

LaTiO, [Kna82]

LiTi;O4 [Dur90]

S1TiOy [Baz80]
[Fis90b] High pressure

[Nat83] justified the use of this rule for non-atomic
resonances, that is resonances with a small varia-
tion in phase shifts (related to the lattice par-
ameter). AE refers to the energy difference
between the peak position and the point of “zero

Table 37
Vanadium 1s X-ray absorption spectra

Compound Ref. Remarks

Vin B [Won89] 3d Metals in boron
YO [Kut84, Won84]

[Lyt88]
VO, [Kut84] Effects of vacancies
V,0; [Won84] Series of vanadium

compounds

V407 [Won84]
VO, [Bia82a, Won84]
V,0; [Bia82a, Won84)

[Sti89] Polarization dependence
VN [Won84]
VSiy [Won84]
V3t (H,0) [Bia85] Tetrahedral site

V (porphyrin)  [Rui86)

kinetic energy”’ which has the problem that it is not
well defined within an experimental spectrum.
This 1 /R2 rule has been used successfully by
Bianconi [Bia83b), Sette et al. [Set84] and Stohr
et al. [Sto84] for the determination of the bond
length of (adsorbed) small molecules. The rule
can be used as a measure to directly relate the
peak positions to the distances around the absorb-
ing atom. It is used as such for example for NiO
and Cu by Lytle et al. [Lyt88]. Because copper in
its divalent oxides contains large Jahn-Teller
distortions there exist two different nearest neigh-
bour oxygen—copper distances which for X-ray

Table 38

Chromium 1s X-ray absorption spectra

Compound Ref. Remarks

Cr [Gru83, Kit86]

Cl'203 [Gru83]

K,CrO, [Bia91] Multielectron excitations
[Kut80]

LaCrO, [Knag2]
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Table 39 Table 40
Manganese 1s X-ray absorption spectra Iron 1s X-ray absorption spectra of iron compounds
Compound Ref. Remarks Compound Ref. Remarks
Mn [Bel80] Fe [Buf37, Grus3]
Mn (atom) [Arp91] Atomic manganese [Kit86] MS
Mn in CaF, [Bak92] FeAl, O, [Tac9], Kna82]
Mn (acac); [Cat86a] Coordination complexes [Bro86b]
MnF, [Bak92] Fe;B [Kiz89]
MnF, [Bak92] Fe,B [Kiz88, Kiz91]
Mn,CrO, [Cal86] FeCr,0, (Cal86, Pei83]
MnO [Bel80, Nor85] Fe(Cp), [Iwa86] (Cp is cyclopentadiene)
[Kna$2, Lyt88] Fe/Gd {to93] X-MCD (multilayets)
[Ham93] Spin-polarized; reduced FesHo,0,, [Yaz93] X-MCD
life-time FeO [Chu86, Gru83]
Mn,O5 [Bel80] [Gar87, Nor85] MS
MnO, [Bel80] [Lyt88, Mot91]
Ml‘lHP04 [BC]SO] FCu,sMgo_so [I(I'l3.82]
Mn-photosystem  [Kus91] Pre-edge structure FeyosMgy 050 [Way90]
KMnO, [Bel80] a-Fe,0, [Chu86, Gru83]
[Bia91] Multielectron excitations Fe;04 [Chu86, Gar87]
KMnF, [Kit90, Shu76} Fe,_Ni, [Sak93] X-MCD
LaMnQ, [Kna82] FePC [Fra86] (PC is phthalocyanine)
TTF (MnClg)gzs  [Bri92] (TTF is tetrathiafulvalene) Fe4(RE) [Kob93] X-MCD (where RE is Sm,
Gd, Tb, Dy)
absorption spectra can be disentangled by the use FeS, [Pei83]
. . Fe;Si [Bud89) (Doped with V, Mn
of polarization dependent measurements. This has and Co)
been shown nicely by Tolentino and co-workers Fe,Si0, [Cal86] (Olivine)
[Tol92, Tol93] for a series of copper oxides. They FeW,_.Nb,0;  [Gar87] _
included £ Nd,CuO db Fe,Si0, [Jac91] High temperature
inclu ? a measurement o. N g u_ 4 an i:caus:e Fe(phen),(NCS), [Cat86b] Complexes
the axial oxygens are “at infinite distance” in this Fe(porphyrin)  [Ver86]
compound the point of “zero energy” has been Fe (haemoglobin) {P];?Hg;]] Pol. dependent pre-edges
st . € (naemogtobin 12838
chosen at the position of the ﬁ%‘st‘ peak in the Gillespite [Way90] Polarization dependence
Nd,CuO, spectrum [Tol92] and it is found that KFeF, [Kit90, Shu?6]
AE/R? is indeed constant. K;Fe(CN)s [Biag2b] (also K, Fe(CN)g)
In a recent paper of Kizler [Kiz92a] the l/R2 f;;:l:eo?(cm“’] {Ilig;?]Knasz]
rule is re-examined with a detailed comparison to LiFer [Waygj,,]
multiple scattering calculations and it is claimed Na,FeSi;0g [Bro86bl Fe in silicates
that the rule is “disproved for bulk materials”; g‘::ecrz-xo‘t &"“fg"’l]]
.. rthopyroxene 0
that is, it is shown that the rule cannot be used $cFeO; [Buf$7]
for shells other than the first (and second) nearest Stauralite [Pei83) Pre-edge

neighbours. Thus an extensive use as for example in
[Lyt88] is disproved, but not its use for the nearest
neighbours as for example in [Tol92]. This warning
concerning the (limited) use of the rule has also
been given in Natoli’s paper [Nat83].

8.5. Overview of the ligand 1s specira

A partial overview is given of a.choice of

published ligand 1s spectra of 3d transition metal
compounds (Tables 28-35). The emphasis is
given to oxides and the list is far from com-
plete particularly for chlorides and sulphides.
Also more application-oriented studies on
catalysis, earth sciences and organic complexes
are only partially included. The ligand spectra are
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Table 41 Table 43
Cobalt 1s X-ray absorption spectra Copper 1s X-ray absorption spectra
Compound Ref. Remarks Compound Ref. Remarks
Co {Buf87, Len88] Cu [Gru83]
CoAl, 0, [Kna82] Cu (atom) [Arp91] Atomic copper
Co,CrQy [Cal86] Cuin B [Won89] 3d Metals in boron
CoO [Len88, Nor85] CuO [Gru83] Molecular orbitals
[Kna82] [Kau87]
Co,04 [Len88] Cy0 [Nor85] MS
CoRh,0, [Len88) CuCl [Haz90]
CuCo0;, [Len88] CuCl3- [Hah82) Quadrupole transition
LaCo04 [Buf87, Kna82] Cul [Haz90]
[Kag9i} Temperature dependence CuTiO, [Lyt88] 1/R2 rule
LagsSrp sCoO;  [Kag9l] Temperature dependence Cu(ll) CN-SOD [Str91] (SOD is superoxide
Lﬂz ng . SCO[) s Os [Bu187] dismutase)
KCoF; [Kit90, Shu76] La,_,Sr,CuO, [Als90] Bibliography 1987-1989
Co(imad), [Des83] [Tan93]
TTF(CoCly)gzs  [Bri92] (TTF =tetrathiafulvalene) La;CuO,_4 [Oya89] Polarization dependence
[Tol92] Polazrization dependence
. . ORI YBa,Cu;0, [Lyt88] L/R” rule
tabulated per metal ion, starting with titanium and [ALs90] B/ibliography 19871989

ending with copper. Most studies on the high T,
superconducting copper oxides have not been
included.

8.6. Overview of the metal 1s spectra

A partial overview is given on the metal 1s X-ray
absorption spectra (Tables 36—43). In this context
hard X-rays are often denoted as X-ray absorption
near edge structure (XANES), to distinguish them
from the EXAFS analysis. Emphasis is given to
recent papers on simple, mostly inorganic, com-
pounds and papers which concentrate on theory.

Table 42
Nickel 1s X-ray absorption spectra
Compound Ref. Remarks
Ni [Gru83]
NigB [Kiz88]
NiCr,04 [Len86, Cal86]
NiF, [Len86]
NiFe,_,Cr,0, - [Len86]
Ni(N,) [Sco89] Ni"! metalloenzymes
NiO [Gru83, Nor85]
[Kna82, Len86]
Ni(PC) [Loo89] MS, (phthalocyanines)
Ni(urease) [Has83]
KNiF; [Shu76, Kit90]
La,NiQ, [Tan93] Hole doping

A recent review concentrating on the structural
aspects of XANES spectra is given by Kizler
[Kiz92b]. A review focusing on linear polarization
dependence is given by Brouder [Bru90a]. Most
studies on the high T, superconducting copper
oxides have not been included.

9, Concluding remarks and outlook
9.1. The metal 2p X-ray absorption spectra

The metal 2p X-ray absorption spectra are
described with short range Hamiltonians such as
the Anderson impurity model, including multi-
plets. Because in the final state the Coulomb repul-
sions Uyg and Uy largely cancel, the ligand field
multiplet model is appropriate for ionic com-
pounds. The ligand field multiplet model has the
advantage of its simplicity and the absence of
adjustable parameters apart from an effective
cubic ligand field strength.

9.2. The ligand 1s X-ray absorption spectra

The 1s X-ray absorption spectra do show large
similarities with single particle calculations of the
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empty states. For these calculations use can be
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LAPW, LMTO, ASW and LSW or of multiple
scattering methods. If the empty density of states
is calculated with a self-consistent potential and
large enough basis sets, accurate agreement with
the X-ray absorption spectra is found. The agree-
ment is improved if the core hole potential is
included, while it turns out that matrix elements
can, to good approximation, be taken as energy
independent. Small effects of multiplets are
expected in the part of the spectrum related to the
3d band, but the quantitative results available are
not conclusive.

9.3. The valency and symmetry of the metal ions

2p X-ray absorption is an excellent means for the
determination of the valency and the symmetry
(spin-state) of 3d transition metal ions in com-
pounds and complexes. Due to the “fingerprint”
provided by the characteristic final state multiplet
structure the valency and spin state can be deter-
mined directly and conclusively. More detailed
studies, including linear and circular dichroism,
can provide additional information on the 3d
spin—orbit coupling, lower symmetries, the
magnetic ordering and the orbital polarization.

9.4. The electronic configuration

With regard to the details of the electronic
configuration 2p X-ray absorption is not the ideal
.tool, mainly because of the insensitivity of some of
the parameters of the model Hamiltonians to the
simulations of the spectral shape, In this respect 2p
XPS and valence band photoemission are better
tools in order to determine the parameter values
in the various short range models presently in
use.

9.5. The short range model Hamiltonians

Much is still unclear for short range model
Hamiltonians as used for core spectroscopies.

There are variations and uncertainties in the

Hamiltanian itealf thae valuias af tha naramaeate
Llﬂuu“\lmﬂll IIDULI’ IrllU YQLUWD Vi v yﬂlﬂlllvtyl\,’

final state effects and multiplet effects.

Important Hamiltonians presently in use include
the Hubbard model (one band with Coulomb
repulsion), the Anderson impurity model (two
bands, one with repulsion), the Kimball-Falicov
model (adding interband repulsion) and the.three-
band Hubbard model (adding repulsion also in the
second band). Additionally these models can be
made to interact with the lattice.

The values of the parameters used in:these
models are normally determined empirically from
the simulation of various experiments, or alter-
natively they are determined from ab initio
electronic structure models. In any case the values
are model dependent and in that sense “‘effective”
and there is a particular uncertainty with respect to
their values.

With respect to the simulation of core spectros-
copies there is the problem of the values of the
parameters in the final state. A core excitation is
expected to modify the electronic structure and as a
consequence the effective parameters used for the
ground state can (and will) be modified. The way in
which this happens can largely be predicted, but
many questions still remain.

Multiplet effects play a role in the ground state of
3d systems, but this role is enormously magnified if
a 2p core hole is created, due to its strong couplings
with the partly filled 3d band. These multiplet
effects, or in other words the higher-order terms
of the Coulomb repulsions and exchange inter-
actions, play an important role in 2p XPS and
particularly in 2p XAS, :

9.6. The use of X-ray absorption for the study of
materials

Due to the experimental progress in synchrotron
radiation, the resolution of soft X-ray mono-
chromators and detection techniques, (soft) X-ray
absorption has become an important new tool for
the study of materials in basically all fields which
study 3d systems. X-ray absorption is element
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selective and sensitive to “impurities”, which
includes the role of metal centres in biological
systems, catalysis, mineralogy, the search for new
magnetic and electronic materials (including super-
conductors), etc. The analysis with the ligand field
multiplet model provides a- wealth of information
on metal centres (see above), which can “compete”,
or better assist, the information from for example
optical (laser) spectroscopies and resonance
experiments,
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Appendix A: Final state effects on Hubbard model
parameters

An important question for the description of
core level spectroscopies using short range model
Hamiltonians is possible final state effects on the
model parameters used. In many papers this ques-
tion is not touched upon and it is tacitly assumed
that one can use identical parameters in the final
state as used in the initial state. The final state is
described by adding the effect on the core hole

potential (Uyg) acting on the localized states. It is

hawavar nat ahuvinig that tha Oanlamh ranulaian
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Ugg, the (symmetry dependent) hopping terms 59
and the cubic crystal field splitting (10Dq) are equal
in the final state.

In most papers using the Anderson impurity
model, or related short range models, it is assumed
that the hopping should increase in the final state of
2p XPS due to the presence of the core hole, which
gives an extra term in the matrix element [Zaa86t,
Zaa%0]. Gunnarsson et al. [{Gun88a, Gun89aj
analysed the final state hopping in detail. They
pointed out two counteracting effects: (1) the
extra term in the matrix element, and (2) the fact
that the localized wavefunctions (¢;) tend to
localize further because of the core hole. For the
case of Mn of CdTe the finding is that if a core
hole is included, the hopping is reduced by
about 20%. In other words the localization effect is
found to be more important than the extra hopping
term.

Apart from differences between initial state and
final state there can also be differences between
different experiments, such as 2p XPS, 2p XAS
and 1s XAS, particularly because the screening
processes will be different. For example in
[Laa92a] Uy is chosen to be different in 2p XPS
and 2p XAS. Moreover if the hopping in the final
state is different from the ground state this will
affect the spectral shape. Another consequence is
that if a (single) value for the hopping is determined
empirically from core level spectroscopy, this value
will correspond to the final state value (or to some
kind of effective mean value of ground state and
final state).

Also the Coulomb repulsion Uy is not
necessarily identical in the final state. In atomic
multiplet calculations the two electron integrals
(3d,3d|1/r|3d,3d) are calculated ab initio. It
turns out in the final state of 2p XAS that these
integrals are increased by about 5 to 10% (see for
example the table for the Slater integrals in
Ref. [Deg90a]), hence the atomic (unscreened)
value of Uy will also be 5 to 10% larger. For this
reason also the final state value of Uy can be
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expected to be slightly larger than the value in the

araund state
SLVULU Stae,

A detailed study has been performed for the crea-
tion of an oxygen ls core hole in the copper oxides
[Hyb92]. Apart from the large effect of the core hole
potential on the oxygen 2p states (Ug), also the
effect on the neighbouring 3d states (U;) was con-
sidered. (x denotes inter-electronic Coulomb repul-
sions.) It was shown that there is an effect on the
Coulomb repulsion of the neighbouring sites. Ugy
decreases from 4.1 to 3.7¢V. This finding can be
generalized to the following statement:

A core hole created on site increases Uy, but

created at a neighbouring site it decreases Udd.

Another finding of this study is that the hopping
tpa is significantly decreased from 0.43eV to
0.20eV, which is (qualitatively) a similar result to
the Mn in CdTe system discussed above.

Another problem is that for the simulation of
metal is X-ray absorption the parameters which
give the best description of the spectral shape are

H i ha final atat hinh 3 tivrntad i
modified in the final state, which is motivated from

the final state effects of the excited electron in an np
state. Within the model description with only metal
3d and ligand 2p the effective parameters in the
final state are likely to be re-adjusted [Tol92].
Thus it can be concluded that the model par-
ameters in the final states of different experiments
are in general only roughly known and systematic
final state effects, apart from the inclusion of U,
are in general not used. In my opinion this is an
important problem because the eventual final state
effects on model parameters are 1mhnrf9nf for the

_accurate determination of the ground state values,
that is for our understanding of the ground state
electronic structure. In other words

An accurate rlf-cpﬁnhnq of the oround state i

L LAC givuis sia’

only possible with correct inclusion of final
state effects.

The often used abbreviations and symbols are
given. In many sections symbols are used (and

defined) within the context given. They are not

ranaatad hara
xvyvatwu Al e

Group theory symmetry notations (4, E, etc.)
can be found in [Sug70]. Some alternative nota-
tions are in use (0, 1, etc.) or (T}, etc.); see Butler
[But81] for details.

Angular momentum notations (L, S, J, M,,...)
and term symbols (*T}) can be found in, for
example, [Sug70, Grf64].

Elecironic siructure models

ASW Auemented snherical wave method

ASW Augmented spherical wave method
CEPA Coupled electron pair appreximation
CT-M Charge transfer-multiplet model
DOS Density of states

DFT Density functional theory

FOCI First order configuration-interaction

GGA Generalized gradient approximation

GW G (Green function) W (screened Cou-
lomb interaction) method

HF Hartree—Fock approximation

KKR Koster Koringa Rostoker

LAPW Linearized augmented plane wave

LFM Ligand field multiplet

LMTO  Linearized muffin-tin orbital

LSD Local spin density approximation

MC Multi-configurational

MS Multiple scattering

OP Orbital polarization

SCF Seif-consisieni fieid

SIC Self-interaction correction

Experimental techniques

BIS Bremsstrahlung Isochromat Spectros-
copie = (inverse (X-tay) photo-
emission)

EELS Electron energy loss spectroscopy

EPR Electron paramagnetic resonance

EXAFS Extended X-ray absorption fine
structure

IPS Inverse photoemission spectroscopy

Kedge  X-ray excitation of s state

L;edge X-ray excitation of 2s state
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X-ray excitation of 2p state
famlst lnwr Aman atata gemim  ~rlit acvamlie o)
\DPIIL U_y LVULL dlalv Dplll ULUIL quPll 15)
Total electron yield

X-ray absorption near edge structur
X-ray absorption spectroscopy

X-ray photoelectron spectroscopy

Racah parameter (“orbit’) (sec Table 2)
Racah parameter (“spin™) (see Table 2)
Kanamori parameter (‘“‘orbit™) (see
Tahla 7N

Table 2)
Cubic ligand field splitting (the asterisk
denotes an average value)

Cubic ligand field splitting

Slater integral

Slater (exchange) integral

(mean) Stoner exchange coupling
Exchange splitting (see Table 2)
(Kanamori parameter (*‘spin”))
Orbital moment

Density of states

.. .Spin-un
PRRRpess T

® and ¢

Q Q=
+

y B9

e
%
ur
~

.. .spin-down

Fano constant

Wavefunction (subscript denotes orbi-
tal guantum
denotes core (c) or valence (v))
polarization of the X-ray (-1, 0, +1)
X-ray absorption cross section
...right circularly polarized

.. Jeft circularly polarized

...z polarized

Spin moment

Spin—orbit coupling

m lmhﬁr superscrint
SEEEESSESs sTrTeTTer Tt

Anderson impurity model

Creation operator (second quantization)
Charge transfer energy (4 — p)
Energy position of d state

Energy position of p band

Occupation number (a'a)

Hopping terms

Coulomb interaction energy

Effective interaction strength

12 SUSs
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I. Introduction

In this review, high-resolution X-ray emission and
X-ray absorption spectroscopy will be discussed. The
focus is on the 3d transition-metal systems. To
understand high-resolution X-ray emission and reso-
nant X-ray emission, it is first necessary to spend
some time discussing the X-ray absorption process.
Section Il discusses 1s X-ray absorption, i.e., the K
edges, and section 111 deals with 2p X-ray absorption,
the L edges. X-ray emission is discussed in, respec-
tively, section 1V on 1s2p and 2s3p X-ray emission
and section V on 2p3s and 2p3d X-ray emission.
Section VI focuses on magnetic dichroism effects, and
in section VI selective X-ray absorption experiments
are discussed.

To limit the scope of this review paper, many
related topics (for example, EELS, XPS, and resonant
photoemission, phonon-oriented inelastic X-ray scat-
tering, and X-ray microscopy) will not be discussed.
In addition, many aspects of X-ray absorption, such
as reflection experiments, diffraction absorption fine
structure, and related experiments, will remain
untouched. EXAFS will be discussed very briefly, and
its X-ray emission analogue EXEFS®®7* will not be
discussed.

A. X-ray Absorption

X-ray absorption is a synchrotron-based charac-
terization technique that can be divided into near-
edge spectroscopy (XANES) and extended X-ray
absorption fine structure (EXAFS). In recent years
a number of books, book chapters, and review papers
have been published on X-ray absorption analysis.
NEXAFS spectroscopy by Stohr deals in detail with
the analysis of soft X-ray 1s XANES spectra.l®t A
recent review on soft X-ray XANES has been written
by Chen.?* Hard X-ray XANES and EXAFS has been
discussed in the book by Koningsberger and Prins.”?
Rehr and Albers recently wrote a review on the
theory of hard X-ray XANES and EXAFS.?? In the
Encyclopaedia of Analytical Chemistry, a recent
chapter on X-ray absorption has been written by
Kawai.”®
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In the X-ray absorption process, a core electron is
excited to an empty state and, as such, X-ray absorp-
tion probes the unoccupied part of the electronic
structure of the system.>? In the EXAFS region, the
excited electron has significant kinetic energy and
EXAFS analysis yields for many systems an accurate
determination of the local geometry. The XANES
structure can also be simulated with the multiple
scattering formalism. Alternatively, one can use
electronic structure models such as density-functional
theory to calculate the unoccupied density of states
(DOS).101 An important aspect of the usefulness of
X-ray absorption is that one obtains element-specific
information. This also implies that if two or more
types of atoms of a particular element are present,
the X-ray absorption spectral shape is a linear
combination of all individual sites. This aspect limits
the usefulness of XANES and EXAFS in systems
with atoms in a variety of sites. This problem can be
partly solved with the use of selective XAFS as will
be discussed in section VII.

The X-ray absorption spectral shape is described
with the Fermi Golden rule

Ixas ~ (P& D)I Og ¢, (1a)

The intensity Ixas is proportional to a dipole matrix
element (é-r) coupling the initial state (®;) and the
final state (®5). The delta function (9) takes care of
the conservation of energy. In the final state, a core
electron has been excited. It can be described as the
initial state with a continuum electron (¢) added and
a core electron removed, i.e., ®; = ce ®;.

lyas ~ (@;cel@-r| @) O£t (1b)

An important approximation is to assume that the
matrix element can be rewritten into a single-electron

matrix element by removing all electrons that are
inactive in the transition itself; in other words, the
initial state minus the core hole is removed from eq
1b. All electron rearrangements that take place when
a core hole is excited to a continuum electron are
neglected, the series of delta functions identifies with
the density of states (p), and the X-ray absorption
spectral shape becomes®?

Iyas ~ I{el&-r[c)|>p (1c)

The dipole matrix element dictates that the density
of states has an orbital moment that differs by 1 from
the core state (AL = +£1), while the spin is conserved
(AS = 0). In the case of X-rays, the quadrupole
transitions are some hundred times weaker then the
dipole transitions and can be neglected in most cases.
They will be discussed for the preedge region in
section I11.B. Because in the final state a core hole is
present, the density of states should be calculated
with a core hole present. In many cases, this ap-
proximation gives an adequate simulation of the XAS
spectral shape.

Il. 1s Edge X-ray Absorption

1s X-ray absorption spectra can be accurately
described with single-particle methods within density
functional theory. This is in many case true both for
metal and ligand K-edge and band structure methods
or multiple scattering calculations can be used.
Following the final state rule,''” one calculates the
distribution of empty states in the final state of the
absorption process. Because band structure calcula-
tions are carried out in reciprocal space, it is involved
to calculate the final state density of states. It would
imply the use of (large) supercells to include the core
hole. Therefore, the ground-state density of states is
often compared directly with the X-ray absorption
spectrum. Various methods exist to calculate the
single-particle density of states, for example, LMTO,
LSW, LAPW, and KKR.1%¢

A formally closely related though conceptually
different method is the calculation of the X-ray
absorption cross section by a real-space multiple
scattering calculation. Multiple scattering is particu-
larly appropriate for the calculation of the empty
states that can be easily calculated for arbitrary large
energies. Multiple scattering calculations are usually
performed with the Green function approach, with
the X-ray absorption cross section written as a
correlation function. The Green function describes the
propagation of the electron in the solid, which is
scattered by the atoms surrounding the absorbing
atom. Detailed accounts of the multiple scattering are
given in refs 78, 84, 93, and 118.

Because multiple scattering is performed as a real-
space cluster calculation, the calculations can rela-
tively easily be carried out for any system, ordered
crystals but also for surfaces, interfaces, enzymes, etc.
In addition, the core hole potential on the absorbing
atom can be added directly in multiple scattering.
Another advantage of multiple scattering is that it
can be performed in steps of growing cluster sizes,
and it is an appealing picture to observe the changes
in the theoretical spectra from the effects of increas-



ing the number of backscatterers or from varying the
included scattering paths around the absorbing atom.
It has been shown that the multiple scattering
formalism and the band structure formalism indeed
give equivalent results if worked out rigorously in
their mathematical basis. For comparison to experi-
ment, both band structure calculations and multiple
scattering results will be treated on the same footing
using the density of states picture for guidance.

A. Metal 1s X-ray Absorption Spectra

The 1s edges of the 3d transition metals have
energies ranging from about 4 to 9 keV. They are
often used for EXAFS analysis, and also their XANES
spectra are often used in many applied research
investigations. An overview of 1s XANES spectra of
3d transition-metal systems is given in ref 29. Metal
1s XANES spectra are traditionally interpreted with
multiple scattering methods. Self-consistent full po-
tential multiple scattering calculations have recently
been carried out for TiO, by Cabaret and co-work-
ers.?® They show that with polarization-dependent
calculations the complete spectral shape of TiO; is
nicely reproduced. In particular, the preedge region
is also described correctly. It can be concluded that
the 1s edges of 3d transition metals do correspond
to the metal p-projected density of states.

In most applications, the systems studied are not
well-known. The metal 1s edges do show fine struc-
ture and edge shifts that can be used without the
explicit calculation of the density of states. Figures
1 and 2 show a number of Fe 1s XANES spectra from
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Figure 1. Fe K-edge XAS spectra of octahedral high-spin
Fe!' complexes. At the top are given (A) FeF, (—), FeCl,
(---), FeBr; (-+ »), and Fel; (- - -) and (B) rinneite (—), [Fe-
(HzO)e][SIFe] (- - -), [Fe(Hzo)e](NH4)2(SO4)2 (" '), and [Fe-
(imidazole)g]Cl; (- « -). The insets show expanded views of
the 1s3d preedge region. (Reprinted with permission from
ref 124. Copyright 1997 American Chemical Society.)
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Figure 2. Fe K-edge XAS spectra of octahedral high-spin
Fe!'' complexes. Fe K-edge spectra of (A) FeFs (—), FeCls
(---), FeBrs (+- +), and [FeClg][Co(NH3)¢] (- - -) and (B) Fe-
(acac)s (—), (NHa)sFe(malonate)s (- - -), [Fe(H20)s](NH.)-
(SO4)26H,0 (-- +), and Fe(urea)s(ClO4)3 (- - -). The insets
show expanded views of the 1s3d preedge region. (Re-
printed with permission from ref 124. Copyright 1997
American Chemical Society.)

Westre and co-workers.*>* The Fe'' and Fe''' halide
spectra given at the top do show significant variations
within a certain valence. Analysis of unknown iron
complexes can be carried out by comparison to
spectra of known systems. The Fe''' edges are shifted
to higher energy with respect to the Fe'' edges. The
shift to higher energies with higher valence is a gen-
eral phenomenon that can be used to determine the
valence of 3d transition metals in unknown systems.

1. Metal 1s Edge Shifts

A nice example of the use of the metal 1s edge
shifts was recently given by Bae and co-workers.*
They did experiments on iron porphyrins adsorbed
on carbon in acid electrolytes and follow the iron K
edge as a function of the potential. Figure 3 shows
the iron K-edge spectra and Figure 4 plots the shifts
in the edge energy. The intact iron porphyrin shows
an edge jump of 2.0 eV, indicating a sudden valence
change.*

B. The Preedge Region

The preedge region of the transition-metal 1s edges
has led to a number of debates regarding the quad-
rupole and/or dipole nature and possible excitonic
effects. The preedge region is related to transitions
to the 3d bands. Both direct 1s3d quadrupole transi-
tions and dipole transitions to 4p character hybrid-
ized with the 3d band are possible. For the quadru-
pole transitions, the matrix elements are only about
1% of the dipole transition, but on the other hand,
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Figure 3. Series of in situ Fe K-edge XANES for intact
iron porphyrin at different potentials (A) and heat-treated
FeTMPPCI/BP (B). (Reprinted with permission from ref 4.
Copyright 1998 American Chemical Society.)
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Figure 4. Plots of the edge energy versus the potential
extracted from data of the type shown in Figure 3.
(Reprinted with permission from ref 4. Copyright 1998
American Chemical Society.)

the amount of 3d character is by far larger than the
p character. This can make, depending on the par-
ticular system, the contributions of quadrupole and
dipole transitions equivalent in intensity. A direct
manner to check the nature of the transitions is to
measure the polarization dependence, which is dif-
ferent for quadrupole and dipole transitions. The
multiple scattering results of TiO, reproduce the
three prepeaks that are caused by two effects: (1)
the crystal-field splitting between the tyy and e
orbitals and (2) the core hole effect on the quadrupole
peakS.lO’l3’l4’21

The preedge region of iron compounds has system-
atically been investigated by Westre and co-work-

ers.'?* Some spectra are given in Figures 1 and 2. The
preedges are analyzed in terms of quadrupole transi-
tions, and analysis showed that the spectra should
be interpreted in terms of multiplet theory, including
the crystal field and the atomic interactions in LS
coupling. This is an approximation to the multiplet
calculations as carried out in ligand-field multiplet
theory, as will be explained in section Ill. Figure 5
shows the effect if, in addition to the crystal field and
LS coupling, the 3d spin—orbit coupling is included
also. The Fe"'' spectra are calculated from the quad-
rupole transitions of 3d® to 1s'3d®. The Fe'' spectra
use 3d° as the ground state. It can be concluded that
the calculations of Westre contain the essence of the
spectral shapes and that the effects of 3d spin—orbit
coupling are small in the preedge region. In addition,
it can be shown that charge transfer (explained in
section I11.C.) hardly affects the spectral shape. In
contrast, the effects of the spin—orbit coupling and
charge transfer are very large for the 2p edges, as
will be discussed below. That the preedge region in
Fe,O3 is almost completely of quadrupole nature can
be shown from 1s2p resonant X-ray emission experi-
ments that will be discussed in section 1V.D

The intensity of the preedge region is much larger
for compounds in which the metal site has tetrahe-
dral symmetry than for (distorted) octahedral sys-
tems. In tetrahedral systems, the local mixing of p
and d nature is symmetry allowed, while for a system
with inversion symmetry such as octahedral sym-
metry, it is ‘forbidden’. This rule is relaxed in the
solid, and if the density of states is calculated, one
finds a small admixture of p states into the 3d band
also for cubic systems such as SrTiO3.6? This admix-
ture is less than for tetrahedral systems, which ex-
plains the small preedge. If an octahedral metal site
is distorted then, depending on the particular distor-
tion, more p character will be mixed into the 3d band.
The result is that a distortion of the octahedron will
show up as an increased intensity of the ‘preedge’
peak(s). That this is indeed the case has been shown
by Waychunas and co-workers for a series of miner-
als.’??2 They show a roughly linear relationship be-
tween the bond angle variance (a measure of the
distortion) and the preedge intensity relative to the
step. In a recent paper of Arrio and co-workers,? the
preedges are calculated with multiplet theory in low
symmetry, allowing for the explicit inclusion of the
coupling of the dipole and quadrupole transitions. A
number of iron mineral preedge spectra are divided
into their dipole and quadrupole nature.

C. Ligand 1s X-ray Absorption

Oxygen, carbon, and nitrogen 1s X-ray absorption
spectra have excitation energies between 300 and 700
eV, which is in the soft X-ray range. The interpreta-
tion of 1s spectra in the soft X-ray range has been
dominated by band structure approaches because the
details of the potential are crucial and until recently
multiple scattering calculations did not reach good
agreement. Figure 6a shows the density of states of
rutile TiO,.%° The total density of states has been
separated into its oxygen and titanium contributions.
The zero of energy is the top of the oxygen 2p valence
band, which can be seen to have a significant
titanium contribution. The two sharp peaks between
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Figure 5. Atomic and ligand-field multiplet calculations for the quadrupole transitions 3d> — 1s13d°® for Fe'"" (bottom)
and 3d® — 1s13d” for Fe'!' (top). The left spectra are the atomic multiplets; the right spectra have an additional cubic

crystal field of 1.0 eV.
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Figure 6. Right: comparison of the oxygen K-edge X-ray absorption spectra (- -) with the oxygen p-projected density of
states (—) for rutile TiOy; left: unbroadened density of states of rutile TiO,. (Reprinted with permission from ref 35. Copyright

1993 American Physical Society.)

3 and 8 eV are the titanium 3d peaks. They relate
to, respectively, the t,q and eg orbitals that are split
by the cubic crystal field. Both have a significant
oxygen contribution, indicating the covalent nature
of TiO,. The structures at 10 eV and higher are the
titanium 4s and 4p bands plus all higher lying
continuum states. These delocalized states have a
similar density of states for oxygen and titanium.
Figure 6b compares the oxygen p-projected density

of states with the 1s X-ray absorption spectra of rutile
TiO,. The spectral shape is reproduced, and if the
broadening is further optimized, a close to perfect fit
of the experiment can be obtained. It can be con-
cluded that in TiO; the density of states as obtained
from a ground-state calculation gives an accurate
description of the oxygen 1s X-ray absorption spectral
shape. This implies that the core hole potential does
not have a large influence on the spectral shape.
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Figure 7. Series of oxygen p-projected density of states
calculations of (from top to bottom )TiO,, VO,, CrO, and
MnO; in their (magnetic) ground states.

Figure 7 shows the oxygen p-projected density of
states of, from top to bottom, TiO,, VO,, CrO,, and
MnO,. The calculations have been carried out with
the LMTO code without core hole and with the oxides
in their magnetic ground-state configuration.?® The
TiO; density of states is the same as given in Figure
6 with some additional broadening. In the series from
TiO, to MnO,, each time one electron is added to the
3d band that is empty for TiO,. Each added 3d
electron fills a tyg-up state. VO, has a tp4! configura-
tion, CrO; a ty? configuration, and MnO; a ty°
configuration. The interatomic couplings of these tyg
electrons gives rise to a phase transition for VO,, a
half-metallic ferromagnetic system for CrO,, and a
magnetic ground state for MnO,. The region between
0 and 5 eV is related to the empty 3d states. A 3d°
ground state leaves all 10 3d electrons empty. They
are split by the cubic crystal field that is about 2.5
eV for all these dioxides. The t¢! configuration in VO,
implies that one of the six tyy holes is filled, and
compared with TiO, only a sharper first peak is
visible. In CrO, with its tpg?> configuration, the two
filled 3d electrons have a significant exchange inter-
action with each other, implying an energy difference
between spin-up and spin-down states of about 1.5
eV. This is seen in the spectral shape as a split of
the first peak. MnO; has a ty¢® configuration with an
increased splitting between spin-up and spin-down.
In this case the three visible structures are related
to, respectively, tyy(down), eq(up), and eg(down). It can
be seen that the spectral shape between 10 and 20
eV is equivalent for all oxides. This region of the
spectrum is related to the 4sp and continuum density
of states and reflects the equivalent crystal struc-
tures, i.e., all dioxides have a rutile crystal structure.

Comparison with experiment®® shows excellent
agreement for all these oxides, and it can be con-
cluded that the oxygen 1s X-ray absorption spectra
are described well with the oxygen p-projected den-
sity of states. Some papers argue that oxygen 1s
spectra are susceptible to multiplet effects,'¢ as far
as the 3d part of the spectrum is concerned. The good

agreement of the density of states with experiments
shows, however, that multiplet effects are hardly (or
not at all) visible in the spectrum.

For other ligands such as carbides, nitrides, and
sulfides, a similar interpretation as that for oxides
is expected to hold. Their ligand 1s X-ray absorption
spectra are expected to show close comparison to the
projected density of states, as confirmed by calcula-
tions_24,30,99

lll. 2p Edge X-ray Absorption

In the case of 2p X-ray absorption (L edges), the
single-particle approximation breaks down and the
XANES structures are affected by the core hole wave
function. The core hole and free electron of eq 1b are
rewritten to a 2p core hole (2p) and a 3d electron.
All valence electrons except the 3d electrons are
omitted, and this yields eq 2b, which is the starting
point for all calculations.

Ixas ~ (P;203d]8r|®)*0g ¢ _p, (2a)
Ixas ~ |<gg3dN+l|é'r|3dN>|26Ef7Ei*hw (2b)

This so-called multiplet effect will be discussed in
some detail because it is an important effect for all
2p X-ray absorption, the 1s preedges, as well as all
X-ray emission experiments.

The Multiplet Effect. The breakdown of the
single-particle model is important in all systems with
electrons in narrow bands, for example, the 3d metals
and the rare-earth metals. In these systems the p and
d core wave functions strongly overlap with the 3d
and 4f, respectively, valence wave functions. This
strong local interaction has to be considered in order
to obtain an accurate description of the XANES
spectral shape. A successful analysis method has
been developed based on a ligand-field multiplet
model.?® It offers large sensitivity to the valence and
the symmetry of the element studied.

A. Atomic Multiplet Theory

The basic starting point for a large part of the
analysis of core-level spectra is atomic multiplet
theory.?5123 Faced with the situation of a solid with
its combination of extended valence states and a
localized core hole, the problem is to find the best
way to treat the X-ray absorption process. A localized
approach makes it possible to treat the core hole in
detail, while an itinerant approach is in most cases
the best approach to the ground state of the solid. In
the following some aspects of atomic multiplet theory
that are important for the analysis of X-ray absorp-
tion and X-ray emission spectra will be briefly
introduced.

It has been shown over the last 30 years that a
completely localized approach, based on atomic mul-
tiplet theory, can be very fruitful to core-level spec-
troscopy. In this section atomic multiplet theory will
be developed. Some basic quantum-mechanic results
of atomic theory will be partly repeated, but the focus
will be on the specific problems of a core hole in a
solid.



1. The Atomic Hamiltonian

The atomic Hamiltonian is given by the Schréd-
inger equation for an N-electron atom. The Schréd-
inger equation consists of the kinetic energy of
the N electrons (Epr/Zm), the electrostatic interac-
tion of the N electrons with the nucleus of charge +Z
(Sn—2Ze?Iry), the electron—electron repulsion (Hee =
pairs€?/rij), and the spin—orbit coupling of each elec-
tron (His = InG(ri)lissi). The overall Hamiltonian reads

Py
H= Z —+ Z

2m
The kinetic energy and the interaction with the
nucleus are the same for all electrons in a certain
atomic configuration, for example, 3d® in the case of
Mn'. They define the average energy of a certain
state (Hay). This leaves the electron—electron repul-
sion and the spin—orbit coupling as the important
interactions. The basic difficulty when solving the
Schrédinger equation is that Hee is too large to be
treated as a perturbation. This problem has been
solved with the central field approximation, in which
the spherical average of the electron—electron inter-
action is separated from the nonspherical part. The
spherical average (Hee) is added to Ha, to form the
average energy of a configuration. In the modified
electron—electron Hamiltonian H'e, the spherical
average has been subtracted.
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This leaves the two interactions H'ee and Hj to
determine the energies of the various electronic
symmetry configurations within the atomic configu-
ration.

2. Term Symbols

Electronic symmetry configurations are indicated
with their orbital moment L, spin moment S, and
total moment J. Together, these three quantum
numbers indicate a certain state and determine its
specific energy. If spin—orbit coupling is neglected,
all configurations with the same L and S moments
have the same energy. A specific configuration is
indicated with a so-called term symbol 25*1L; A term
symbol gives all three quantum numbers and as such
determines the symmetry and energy of a certain
configuration. A single 1s electron has an orbital
moment L = 0, a spin moment S = 1/2, and a total
moment J = 1/2. This is written with a term symbol
as 2Sy;,. A 2p electron has two possible symmetries
depending on the spin—orbit coupling, ?P1;; and ?Pg,.
These two configurations are related to, respectively,
the L, and the Lz edge in 2p X-ray absorption. In the
case of a transition-metal ion, the important initial
state configurations are 3dN. In the final state with
a 3s or a 3p core hole, the important configurations
are 3s'3dN and 3p°3dN. The main quantum number
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does not influence the coupling schemes, so exactly
the same term symbols can be found for 4d and 5d
systems and for 2s and 2p core holes.

A 3d* configuration is 10-fold degenerate and has
the term symbols 2Ds, and 2Dz, with, respectively,
six and four electrons. The degeneracy of a term
symbol 25*1L; is given as 2J + 1. The overall
degeneracy of a term symbol 25*1L is (2S + 1)(2L +
1). The LS term symbols of a 3d'4d! configuration
can be found by multiplying 2D®?2D. The multiplica-
tion of L and S is independent, and one finds that
the total orbital moment L is equal to O, 1, 2, 3, or 4.
S is equal to 0 or 1. This gives the term symbols as
indicated in Table 1. The total degeneracy of the

Table 1: Ten Term Symbols of a 3d*4d! Configuration
Are Given. The Second Row Gives Their
Degeneracies Adding up to 100. The Bottom Row
Gives for Each LS Term Symbol the Possible J Values
3di4dt 1S P D F G 35 %P 3D 3F 3G I

degen. 1 3 5 7 9 3 9 15 21 27 100

o 1 2 3
Jvalues 0 1 2 3 4 1 1 2 3 4
2 3 4 5

3d!4d? configuration is 100, which can be checked by
adding the degeneracies of the 10 term symbols. After
inclusion of spin—orbit coupling, a total of 18 25™L;
term symbols is found.

A 3d? configuration does not have a degeneracy of
100. The Pauli exclusion principle forbids two 3d
electrons to have the same quantum numbers, which
has the consequence that the second electron has not
10 but only 9 possible states. In addition, the se-
quence of the quantum states for the two electrons
make no difference, which divides the number of
different two-electron states by two. This give 10 x
9/2 = 45 possible states. One can write out all 45
combinations of a 3d? configuration and sort them
by their M_ and Ms quantum numbers. Analysis of
the combinations of the allowed M, and Ms quantum
numbers yields the term symbols G, °F, 1D, 3P, and
1S. This is a subset of the term symbols of a 3d*4d*
configuration. The term symbols can be divided into
their J quantum numbers as 3F,, 3F3, 3F4, 3Py, 3Py,
3P,, 1Gy, D5, and S,. In the case of a 3d® configura-
tion, a similar approach gives that the possible spin
states are doublet and quartet. The quartet states
have all spins parallel, and the Pauli principle
implies that there are two quartet term symbols,
respectively, 4F and *P. The doublet states have two
electrons parallel, and for these two electrons, the
Pauli principle yields the combinations identical to
the triplet states of the 3d? configuration. To these
two parallel electrons a third electron is added
antiparallel, where this third electron can have any
value of its orbital quantum number m;. Writing out
all combinations and separating them into the total
orbital moments M, gives the doublet term symbols
2H, 2G, ?F, 2D, another 2D, and 2P. By adding the
degeneracies, it can be checked that a 3d® configu-
ration has 120 different states, i.e., 10 x 9/2 x 8/3.
The general formula to determine the degeneracy of
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a 3dN configuration is

10 10!

(n ) (20 — n)!In! @
A new result with respect to the s and p electrons is
that one finds for a 3d® configuration two states with
an identical term symbol. To distinguish both term
symbols, the so-called seniority number is introduced.
The seniority number is the number N of the 3dV
configuration for which a term symbol occurs first.
For example, the 2D term symbol occurs for a 3d*
configuration; hence, it has seniority number 1. The
term symbol could be rewritten as 2D. The second
2D term symbol of 3d? takes its seniority number from
the next lowest number N and is written as 3D. The
discussion of the seniority number brings us to
another observation, which is that the term symbols
of a configuration 3dN do also exist in a configuration
3dN*2, Thus, the term symbols of 3d* contain all term
symbols of 3d?, which contains the 'S term symbol
of 3d°. Similarly, the term symbols of 3d® contain all
term symbols of 3d3, which contains the 2D term
symbol of 3d!. In addition, there is a symmetry
equivalence of holes and electrons; hence, 3d® and 3d”
have exactly the same term symbols.

An important X-ray absorption process is the 2p
— 3d excitation process. The 2p X-ray absorption
edge is often studied for the 3d transition-metal
series, and it provides a wealth of information.
Crucial for its understanding are the configurations
of the 2p°3dN final states. The term symbols of the
2p°3dN states are found by multiplying the configura-
tions of 3dN with a 2P term symbol. The total
degeneracy of a 2p°3dN state is given in eq 5. For
example, a 2p°3d°® configuration has 1512 possible
states. Analysis shows that these 1512 states are
divided into 205 term symbols, implying, in principle,
205 possible final states. Whether all these final
states have finite intensity depends on the selection
rules.

10 10!
N T ©

3. The Matrix Elements

Above found the number and symmetry of the
states of a certain 3d configuration were found. The
next task is to calculate the matrix elements of these
states with the Hamiltonian Hatom. As discussed in
the previous section, Hatom consists of the effective
electron—electron interaction H'ce and the spin—orbit
coupling Hs

Q2
= E —+ ) &ls; (6)

pairs Fjj

HATOM

The electron—electron interaction commutes with L2,
S?, L,, and S,, which implies that all off-diagonal
elements are zero. A simple example is a 1s2s
configuration consisting of S and 3S term symbols.
The respective energies can be shown to be

2
:

1s> = F° (1s2s) + G° (1s2s) (7)

12

<3S £
r

s> = F° (1s2s) — G° (1s2s) (8)
12

F° and G° are the Slater—Condon parameters for,
respectively, the direct Coulomb repulsion and the
Coulomb exchange interaction. The main result can
be stated as “the singlet and the triplet state are split
by the exchange interaction”. This energy difference
is 2GP (1s2s). An analogous result is found for a 1s2p
state for which the singlet and triplet states are split
by 2/3G° (1s2p). The 2/3 prefactor is determined by
the degeneracy of the 2p state. The general formula-
tion of the matrix elements of two-electron wave

functions can be written as
2 f F< + Z 9.G* (9

To obtain this result, the radial parts F* and Gk have
been separated using the Wigner-Eckardt theorem
and Hamiltonian 1/r;; has been expanded in a
series.'?® The angular parts fc and gk can be calcu-
lated using angular momentum coupling, and the
result is written in terms of 3j and 6j symbols

(Il k Il)(z kI,

00O0/\OOO

I, I, L
)(l I, k) (10)
Ok = (21, + 1)(21, + 1)'(_1)S

(|1 k |2)(|1 k |2)(|1 I L) (11)
ooo/looo)\l, I; k

For equivalent electrons, gk is not present and fi can
be simplified by setting | = I, = I,. The values of k
can be determined from the so-called triangle condi-
tions of the 3j symbols. The triangle conditions imply
that for 3j symbols with all zeros for m; (given in the
bottom row), the sum of the j values (given in the
top row) must be even and that the maximum j value
is equal to the sum of the two others. Using the two
3j symbols of eqs 10 and 11, this implies for fy that k
must always be even. k = 0 is always present, and
the maximum value for k equals two times the lowest
value of I. For gi it implies that k is even if I, + I, is
even and k is odd if I; + I, is odd. The maximum value
of k equals I; + 1,. Table 2 gives the possible k values

2s+1 | |2s+1
L, L,

D)

f.=(2l, + 1)@2l, + 1)-(-1)"

Table 2: Possible Values of k for the Angular
Coefficients fx and gk

conf. fi gk conf. fi gk conf. fic Ok
1s2 0 1s2s O 0 1s2p O 1
2p? 02 2p3p 02 02 2p3d 02 13
3d> 024 3d4d 024 024 3d4f 024 135

for some important configurations.

The energies of the representations of the 3d?
configuration are calculated. First, it can be shown
that f, is equal to the number of permutations (n(n



— 1)/2) of n electrons, i.e., fy is equal to 1.0 for two-
electron configurations. The electrons come from the
same shell; hence, there are no exchange interactions.
One is left with the calculation of f, and f, for the
five term symbols 'S, 3P, D, °F, and !G. I; = I, = 2,
which implies that the prefactor (21, + 1)(2l, + 1) is
equal to 25. The 3j symbols are only dependent on k
and are equal to +/2/35. For all five states this gives
a prefactor of 25 x 2/35 = 10/7, i.e., fx is equal to

fi =2 {§ : lﬁ}-(—l)L (12)

The Slater—Condon parameters F?> and F* have
approximately a constant ratio: F* = 0.62F2. The last
column in Table 3 gives the approximate energies of

Table 3: Energies of the Five Term Symbols of a 3d?
Configuration. The Energy in the Last Column Is
Calculated Using the Approximation that the Radial
Integrals F? and F* Have a Constant Ratio of 0.62

fa 17 energy
g 1002200 57 10J2 200 57  gaer?
712 2 2 712 2 4
3p _10)2 2 11 3y 10)2 2 11 _4p1  g02r2
712 2 2 712 2 4
10 1002 2 20 g9 10J2 2 20 449 —g01F2
712 2 2 712 2 4
3F _10)2 2 3| _gug 10J2 2 3| _q1/49 —p.18F2
712 2 2 712 2 4
1 10)2 2 41 4y 10J2 2 1/441  0.08F2
712 2 2 712 2 4

the five term symbols. In case of the 3d transition-
metal ions, F? is approximately equal to 10 eV. For
the five term symbols this gives the energies as 3F
at —1.8eV, D at —0.1eV, 3P at +0.2 eV, 1G at +0.8
eV, and 'S at +4.6 eV. The 3F term symbol has lowest
energy and is the ground state of a 3d? system. This
is in agreement with Hund's rules, which will be
discussed in the next section. The three states D,
3P, and G are close in energy, 1.7—2.5 eV above the
ground state. The 1S state has a high energy of 6.3
eV above the ground state, the reason being that two
electrons in the same orbit strongly repel each other.

Table 4 gives three related notations that are used

Table 4: Relations between the Slater—Condon
Parameters and Racah Parameters. The Top Half
Gives the Relationships between the Three
Parameter Sets. The Bottom Half Uses F° = 8.0 eV, F?
=10.0eV, and F*=6.2 eV

Slater—Condon normalized Racah
Fo Fo=F° A= Fo— 49F,
F2 F, = F?/49 B=F,— 5F,
F4 F,= F4441 C=35F,
F°=8.0 Fo=8.0 A=173
F2=10.0 F,=0.41 B=0.13
F*=6.2 F,=0.014 C=0.49

to indicate the radial integrals: the Slater—Condon
parameters F¥, the normalized Slater—Condon pa-
rameters Fy, and the Racah parameters A, B, and C.
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The bottom half of Table 4 uses the relationship
between F? and F* and further uses a typical F? value
of 10 eV and a F° value of 8 eV. For three and more
electrons, the situation is more complex. It is not
straightforward to write down an antisymmetrized
three-electron wave function. It can be shown that
the three-electron wave function can be build from
two-electron wave functions with the use of the so-
called coefficients of fractional parentage. The coef-
ficients of fractional parentage are indicated with
(o *s,- The three-electron wave function with quan-
tum numbers LS is generated from a series of two-
electron wave functions with quantum numbers L;S;.

4. Atomic Multiplet Ground States of 3dV Systems

The ground-state symmetries of the transition-
metal compounds that are characterized with a partly
filled 3d band will be discussed. The term symbols
with the lowest energy are found after calculating
the matrix elements. The term symbols found to be
at the lowest energy are indicated in Table 5. The

Table 5: 2p X-ray Absorption Transitions from the
Atomic Ground State to All Allowed Final-State
Symmetries, after Applying the Dipole Selection
Rule: AJ=-1,0,0r +1

no. of term
symbols: symmetry: no. of term no. of
ground ground symbols: allowed
transition state state final state transitions
3d°— 2p°3d* 1 1So 12 3
3d!— 2p°3d? 2 °Dg3pp 45 29
3d?— 2p°3d® 9 8F, 110 68
3d®— 2p53d* 19 Fap 180 95
3d*— 2p®3d°® 34 Do 205 32
3d5— 2p°3d° 37 5Ss/2 180 110
3d6— 2p®3d” 34 D, 110 68
3d7— 2p53d3 19 4|:9/2 45 16
3d8— 2p°3d°® 9 3F, 12 4
3d°— 2p53d1° 2 2D5/2 2 1

finding of the 3F state as the ground state of a 3d?
configuration is an example of the so-called Hund's
rules. On the basis of experimental information,
Hund did formulate three rules to determine the
ground state of a 3d" configuration. The Hund rules
are as follows: (1) term symbol with maximum spin
S, (2) term symbol with maximum orbital moment
L, and (3) term symbol with maximum total moment
J, if the shell is more than half full.

A configuration has the lowest energy if the elec-
trons are as far apart as possible. Hund’s first rule
of ‘maximum spin’ can be understood from the Pauli
principle: Electrons with parallel spins must be in
different orbitals, which overall implies larger sepa-
rations, hence lower energies. This is, for example,
evident for a 3d® configuration, where the ¢S state
has its five electrons divided over the five spin-up
orbitals, which minimizes their repulsion. In case of
3d?, Hund's first rule implies that either the P or 3F
term symbol must have the lowest energy. From the
previous section, one finds that the 3F term symbol
is lower than the 3P term symbol, the reason being
that the 3F wave function tends to minimize electron
repulsion. The effects of spin—orbit coupling are well-
known in the case of core states. Consider, for
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example, the 2p XAS or XPS spectrum of nickel. The
2P, peak is positioned at approximately 850 eV and
the 2P, at about 880 eV, where the state with the
lowest binding energy is related to the lowest energy
of the configuration. The case of the 2p core state is
an example of d Hund'’s third rule: the configuration
is 2p®°, which is more than half-full, implying that the
highest J value has the lowest energy. The third rule
implies that the ground state of a 3d® configuration
is 3F4, while it is 3F; in the case of a 3d? configuration.

5. X-ray Absorption Spectra Described with Atomic
Multiplets

I will start with the description of closed-shell
systems. The 2p X-ray absorption process excites a
2p core electron into the empty 3d shell, and the
transition can be described as 2p®3d°® — 2p°3d!. The
ground state has 'S, symmetry, and it is found that
the term symbols of the final state are Py, 1D, 1F3,
3Po12, 3D123, and 3Fa34. The energies of the final states
are affected by the 2p3d Slater—Condon parameters,
the 2p spin—orbit coupling, and the 3d spin—orbit
coupling. The X-ray absorption transition matrix
elements to be calculated are

Ixas * (3d°[p|2p°3d*)? (13a)
The symmetry aspects are
Ixas * ([*Soll[*P1[I"*PDF])? (13b)

The symmetry of the dipole transition is given as P,
according to the dipole selection rules, which state
that AJ = + 1, 0, — 1. Within LS coupling, also AS
= 0 and AL = 1. The dipole selection rule reduces
the number of final states that can be reach from the
ground state. The J value in the ground state is zero.
In this case, the dipole selection rule proclaims that
the J value in the final state must be 1; thus, only
the three term symbols P4, 3P;, and 3D; can obtain
finite intensity. The problem of calculating the 2p
absorption spectrum is reduced to solving the 3 x 3
energy matrix of the final states with J = 1. As
discussed above, the atomic energy matrix consists
of terms related to the two-electron Slater integrals
and the 2p and 3d spin—orbit couplings.

A series of X-ray absorption spectra of tetravalent
titanium 2p and 3p edges and the trivalent lantha-
num 3d and 4d edges is compared. The ground states
of Ti'V and La'" are, respectively, 3d° and 4f°, and
they share a 'S ground state. The transitions at the
four edges are, respectively

Ti" L, 5 edge: 3d°— 2p°3d*
Ti'V' M, ; edge: 3d°— 3p°3d*
La'"' M, s edge: 41— 3d°%f"
La"' N, s edge: 41— 4d°4f"
These four calculations are equivalent, and all

spectra consist of three peaks with J = 1 as described
above in the case of the 2p edge of Ti'V. The things

that change are the values of the atomic Slater—
Condon parameters and core hole spin—orbit cou-
plings. They are given in Table 6 for the four

Table 6: Relative Intensities, Energy, Core Hole
Spin—Orbit Coupling, and F; Slater—Condon
Parameters Are Compared for Four Different 1Sy
Systems

edge Ti2p Ti3p Laa3d La 4d
average energy (eV) 464 37 840 103
core spin—orbit (eV) 3.78 0.43 6.80 1.12

F2 Slater—Condon (eV) 5.04 8.91 5.65 10.45
relative intensities

prepeak 1072 107 1072 1073
P2 OF dsp2 0.72 107 0.80 1072
P12 Or dap2 1.26 1.99 1.19 1.99

situations. The G! and G2 Slater—Condon parameters
have an approximately constant ratio with respect
to the F? value. The important factor for the spectral
shape is the ratio of the core spin—orbit coupling and
the F? value. Finite values of both the core spin—orbit
and the Slater—Condon parameters cause the pres-
ence of the prepeak. It can be seen in Table 6 that
the 3p and 4d spectra have small core spin—orbit
couplings, implying small ps, (ds.) edges and ex-
tremely small prepeak intensities. The deeper 2p and
3d core levels have larger core spin—orbit splitting
with the result of a pz. (ds;2) edge of almost the same
intensity as the pi (ds) edge and a larger prepeak.
Note that none of these systems comes close to the
single-particle result of a 2:1 ratio of the p edges or
the 3:2 ratio of the d edges. Figure 8 shows the X-ray
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Figure 8. Atomic multiplet calculations for the 3d° and
49 ions Ti'V and La'". Given are the transitions 3d° —
2p53d?, 3d° — 3p°3d?, 4f° — 3d°%4fl, and 4f° — 4d%fl. All
spectra are given on a logarithmic scale to make the
prepeaks clearly visible.

absorption spectral shapes. They are given on a
logarithmic scale to make the preedges visible.

In Table 5 the term symbols of all 3dN systems are
given. Together with the dipole selection rules, this
sets immediately strong limits to the number of final
states which can be reached, similar to the case of a
3d° ground state. Consider, for example, the 3d® —
2p°3d* transition: The 3d® ground state has J = 3/2
and there are, respectively, 21, 35, and 39 states of
2p53d* with J' = 1/2, 3’ = 3/2, and J' = 5/2. This



implies a total of 95 allowed peaks out of the 180
final-state term symbols. From Table 5 some special
cases can be discriminated: a 3d° system makes a
transition to a 2p>3d*° configuration, which has only
two term symbols, out of which only the term symbol
with J' = 3/2 is allowed. In other words, the L, edge
has zero intensity. 3d° and 3d® systems have only
three and four peaks, respectively, because of the
limited amount of states for the 2p®3d! and 2p°3d°®
configurations.

Atomic multiplet theory is able to accurately de-
scribe the 3d and 4d X-ray absorption spectra of the
rare earth metals.® In the case of the 3d metal ions,
atomic multiplet theory cannot simulate the X-ray
absorption spectra accurately because the effects of
the neighbors on the 3d states are too large. It turns
out that it is necessary to include both the symmetry
effects and the configuration-interaction effects of the
neighbors explicitly. Ligand-field multiplet theory
takes care of all symmetry effects, while charge-
transfer multiplet theory allows the use of more than
one configuration.

B. Ligand-Field Multiplet Theory

If one transfers this atomic method to the solid
state, two questions that arise are (1) how to deal
with the different local symmetry and (2) how to
incorporate the different more itinerant electronic
features of the solid state, such as the electron
density of the s and p states. The inclusion of the local
symmetry has been the subject of many studies under
the heading of ligand-field theory.? This has been
used particularly to describe the optical absorption
spectra of transition-metal ions. For core spec-
troscopies, ligand-field theory has been developed by
Thole and co-workers.''® The effects of itinerant
states on multiplets will be described using the
charge-transfer multiplet approach as described in
the next section.

The dominant symmetry effect in solids is the cubic
ligand field. The strength of this operator is usually
denoted as the ligand-field splitting (10Dq). Atomic
multiplet theory can be extended to describe the 3d
metal ions by incorporation of the ligand-field split-
ting. In an octahedral environment, the field of the
neighboring atoms on the of the central atom has
cubic (Op) symmetry which divides the 5-fold-degen-
erate 3d orbitals into two distinct representations of
Tog and Eq symmetry. The 2-fold-degenerate E, state
contains orbitals that point toward the center of the
cube faces, which is directly toward the position of
the ligands. Consequently, Eq states interact stron-
ger, electrostatically as well as covalently, with the
ligands. The three tyy orbitals point toward the
corners of the cube, and therefore, their interaction
with the octahedral ligands is smaller.

The effect of the cubic ligand field on the energies
of the atomic states has been described in the
textbooks of Ballhausen,®® Griffith,’> and Sugano,
Tanabe, and Kitamura.'% It is found that the degen-
eracy of the atomic states is partially lifted and the
D, F, and higher states are split into a series of
representations in cubic symmetry. In the 2p33dN
final state, the effects of the cubic ligand field are
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equivalent to that in the initial state. A difference is
that the number of multiplet states is considerably
larger: For a 3d® initial state, the maximum number
of states is 256, while it is six times larger (1512) for
a 2p°3d°® final state.

The transition probability for the 3d° systems in
cubic symmetry is

W o (3d°[A]Ip[T,]12p°3d [T ])? (14)

All final states of T; symmetry are allowed and have
a finite transition probability from the A; initial state.
This includes the states of J = 1 atomic symmetry
and additionally the atomic states with J =3 and J
= 4. The degeneracy of these states is, respectively,
3 and 1. The total number of allowed final states in
cubic symmetry is 3 + 3 + 1 = 7. Figure 9 shows the
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Figure 9. Ligand-field multiplet calculations of the tran-
sition 3d® — 2p°3d! for the Ti'V system. The bottom
spectrum has a cubic crystal field of 0.0 eV; the top
spectrum has a cubic crystal-field value 10Dq of 4.5 eV.
(Reprinted from ref 38. Copyright 1990 American Physical
Society.)

effects of an increasing cubic ligand field on the
multiplet spectrum of the 3d® — 2p53d? transition.
In this figure it can be seen that for small values of
the ligand field (the step size is 0.3 eV) the spectrum
is hardly modified. For small values of 10Dq, the four
states which were forbidden in atomic symmetry
have not gained enough intensity to be detectable in
the spectrum. The peak splitting in the spectrum is
related to the value of 10Dq, but it is not a direct
measure of it. This implies that one cannot measure
the crystal-field splitting directly in a 2p X-ray
absorption spectra.

The ligand-field multiplet results as calculated
with the procedure outlined above can be directly
compared with experiment. Figure 10 compares the
ligand-field multiplet calculation of CaF, with the 2p
X-ray absorption spectrum of CaF,. Atomic Slater
integrals were used. For details, see refs 37 and 38.
All peaks in the experimental spectrum are repro-
duced, which is a confirmation that the ligand-field
multiplets indeed dominate the spectral shape. When
resonant X-ray emission will be discussed, CaF, will
be used as an example of what happens if one excites
to these multiplet peaks.
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Figure 10. Calcium 2p X-ray absorption spectrum of CaF;
compared with a ligand-field multiplet calculation. The
value of 10Dq is —0.9 eV. (Reprinted with permission from
ref 38. Copyright 1990 American Physical Society.)

Table 7: Projection of the 2p X-ray Absorption
Transitions from Atomic Symmetry (SOs) to
Octahedral Symmetry (Oy). Degeneracies of the
Configurations Are Given. The Last Column Gives
the Degeneracies without Any Symmetry (C;)

degeneracies degeneracies degeneracies

in spherical  in octahedral without

transition symmetry symmetry symmetry
3d%— 2p°3d? 1—12 1—25 1—60
3d!— 2p°3d? 2—45 3—90 10— 270
3d? — 2p°3d°® 9—110 20 — 300 45— 720
3d®— 2p°3d* 19— 180 39 — 420 120 — 1260
3d*— 2p°3d°® 34 — 205 91 — 630 210 — 1512
3d5— 2p°3d° 37 —180 86 — 420 252 — 1260
3d®— 2p°3d’ 34— 110 91 — 300 210 — 720
3d7— 2p°3d® 19— 45 39— 90 120 — 270
3d®— 2p°3d° 9—12 20— 25 45 — 60
3d°— 2p°3d*° 2—2 3—2 10—6

Table 7 gives the ground-state symmetries of the
atomic multiplets and their projection to cubic sym-
metry. If four electrons have to be accommodated in
the 3d orbitals in an octahedral surrounding, two
effects are important: The exchange coupling of two
3d electrons (J) and the cubic ligand-field splitting
(D). The exchange coupling is connected to the Slater
integrals: J = (F? + F*)/14, where the difference
between the exchange couplings of eg and t,4 electrons
is neglected.®® If 3J > D, a high-spin configuration
with SE symmetry is formed from the Hund'’s rule °D
ground state. If 3J < D, a low-spin configuration with
3T, symmetry is formed. It can be checked that the
same criterion applies to a 3d® configuration, while
for 3d® and 3d” configurations, one should compare
2J with D. The exchange coupling J is about 0.8 eV
for 3d electrons, implying a high-spin low-spin tran-
sition point of approximately 2.4 eV for 3d* and 3d°
and 1.8 eV for 3d® and 3d’.

The calculation of the ligand-field multiplet spec-
trum is equivalent to that of the 3d° configuration,
with the additional possibility of low-spin ground
states. To obtain the 2p X-ray absorption spectra, the
calculated line spectrum is broadened with a Lorent-
zian broadening to simulate lifetime effects and a
Gaussian broadening to simulate the resolution func-
tion of the experiment. Figure 11 shows the compari-
son for MnO. Excellent agreement is obtained with
the atomic values of the Slater integrals and a ligand-

638 648

Energy (eV)
Figure 11. Manganese 2p X-ray absorption spectrum of
MnF, compared with ligand-field multiplet calculations.

(Reprinted with permission from ref 37. Copyright 1990
American Physical Society.)

field splitting of 0.8 eV. Or, to be more specific, the
Slater integrals have been calculated by Hartree—
Fock, and these Hartree—Fock values have been
reduced to 80% of their calculated value. This pro-
cedure reproduces the experimental Slater integrals
of atomic spectra. In the case of covalent systems,
further reduction of the Slater integrals (according
to the nephelauxatic effect) is often used. If one uses
the charge-transfer multiplet model, charge transfer
should take care of the effective reduction of Slater
integrals. For more details, the reader is referred to
refs 27 and 29 and references therein.

The transition from a high-spin to a low-spin
ground state is directly visible in the spectral shape,
because a different final-state multiplet is reached.
This is shown theoretically and experimentally for a
series of Mn'' compounds by Cramer and co-work-
ers.?6 An important advantage of soft X-ray edges is
their high resolution, which can be less than 0.1 eV
due to the long lifetime of the core states. The high
resolution makes the spectra sensitive to details of
the electronic structure, such as the valence, sym-
metry, spin state, and crystal-field value.?%?° It is
important to realize that multiplet effects are a
general phenomenon in all cases where a 2s, 2p, or
3p core hole is present in a 3d metal.

C. Charge-Transfer Multiplet Theory

The essence of the charge-transfer model is the use
of two or more configurations. Ligand-field multiplet
calculations use one configuration for which it solves
the effective atomic Hamiltonian plus the ligand-field
Hamiltonian, so essentially the following matrixes

Ixas o (3" |p|2p°3d™ )2 (15a)
N e2 N
Hinro=1{3d r_12 +clgssq + HLFM‘3d (15b)
S5 N+1 e
Heina, =12p73d [ +6plpSp T Salasa +
HLFM‘2p53dN+l (150)

The charge-transfer model adds a configuration
3dN*IL to the 3dM ground state. In the case of a
transition-metal oxide, in a 3dN*1L configuration an
electron has been moved from the oxygen 2p valence
band to the metal 3d band. The energy difference
between the 3dN and 3dN*1L configurations is the so-



called charge-transfer energy (A). One can continue
with this procedure and add a 3dN*2L2 configuration,
etc. In many cases two configurations will be enough
to explain the spectral shapes, but in particular for
high valence states, it can be important to include
more configurations.*>8 The 3d states are described
in a correlated fashion, while all other electrons are
described in a band-like fashion.'?® This is essentially
the Anderson impurity model. The actual calculations
can be carried out for a cluster or a quasiatomic
model.

As far as X-ray absorption and X-ray emission are
concerned, the consequences for the calculations are
the replacement of 3dN with 3dN + 3dN*IL plus the
corresponding changes in the final state. This adds
a second initial state, final state, and dipole transi-
tion

Ixas2 * (3d""'LIp|2p°3d™ 2Ly (15d)

3dN+1£>

(15e)

2
N+1, | €
Hinre = <3d L‘r_lZ + GalgSq T Hiem

2
e
HeinaLe = <2p53dN+2£ E t Gplp sy 1 cylgsq +

Hy eu 2p53d“+i> (15)

The two initial states and two final states are coupled
by monopole transitions, i.e., configuration interac-
tion. The mixing parameter t couples both configura-
tions, and as A is the energy difference, the Hamil-
tonian is indicated with t/A

Huix 11,12 = <3dN|UA|3dNH|_—> (159)

Huix F1e2 = (2p°3dN 7 U/A12p°3dN L) (15h)

The spectrum is calculated by solving the egs 15a—
h. If a 3dN*2LL' configuration is included, its energy
is 2A + U, where U is the correlation energy between
two 3d electrons.'?® The formal definition of U is the
energy difference one obtains when an electron is
transferred from one metal site to another, i.e., a
transition 3dN + 3dN — 3dN*! + 3dN"1. The number
of interactions of two 3d" configurations is one more
than the number of interactions of 3dN*! plus 3dN-1,
implying that this energy difference is equal to the
correlation energy between two 3d electrons.

In the final state of the X-ray absorption process,
the configurations are 2p53dN*! and 2p53dN*2L. A 2p
electron is annihilated, and a 3d electron is created.
Because the 3d electrons are relatively localized, this
is an almost self-screened process. The consequence
is that the relative ordering of the configurations does
hardly change. To be precise: the energy difference
between 2p53dN*! and 2p53dN*2L is given as A + U
— Q, where U is the 3d3d correlation energy and Q
the core hole potential, which identifies with the 2p3d
correlation energy. From the systematic analysis of
core-level photoemission spectra, it has been found
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that Q is slightly larger than U. Typical values are
Q equal to 9 eV with U equal to 7 or 8 eV. This is the
reason that only small charge-transfer satellites are
visible in X-ray absorption, in contrast to the large
satellites in photoemission.?°

By analyzing the effects of charge transfer, it is
found that (for systems with a positive value of A)
the main effects on the X-ray absorption spectral
shape are (1) the contraction of the multiplet struc-
tures and (2) the formation of small satellites. Figure
12 shows the effect of the charge-transfer energy on
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Figure 12. Series of charge-transfer multiplet calculations
for the ground state 3d® + 3d°L. The top spectrum has a
charge-transfer energy A of +10 eV and relates to an
almost pure 3d8 state; the bottom spectrum has a value of
A of —10 eV and relates to an almost pure 3d°L state.

divalent nickel. In the top spectrum, A = 10 and the
spectrum is essentially the ligand-field multiplet
spectrum of a Ni'" ion in its 3d® configuration. The
bottom spectrum uses A = —10, and now the ground
state is almost a pure 3d°L configuration. Looking
for the trends in Figure 12, one nicely finds the
increased contraction of the multiplet structure by
going to lower values of A. This is exactly what is
observed in the series NiF, to NiCl, and NiBr,.87-89.115
Going from Ni to Cu, the atomic parameters change
very little, except the 2p spin—orbit coupling and the
2p binding energy. Therefore, the spectra of 3dN
systems of different elements are all very similar and
the bottom spectrum is also similar to Cu'' systems.
Therefore, one can also use the spectra with negative
A values for Cu'"" compounds, such as LayLiy,Cuy 204
and Cs;KCuFs. Figure 13 shows the comparison of
the 2p X-ray absorption spectrum of these two
compounds with charge-transfer multiplet calcula-
tions.®3%4 It can be checked in Figure 12 that these
calculations look similar to the calculations for Ni'!
systems with negative values of A. For such systems
with negative A values, it is important to carry out
charge-transfer multiplet calculations as no good
comparison with ligand-field multiplet spectra can
be made.
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Figure 13. Results of theoretical simulations of the Cu
2p X-ray absorption spectra of Cs,KCuFs (bottom) and
La,Liy»Cuy204 (top), in comparison with the experimental
spectra. (Reprinted with permission from ref 63. Copyright
1998 Elsevier Science.)

IV. 1s X-ray Emission

Now the X-ray emission spectra will be discussed.
The theory for X-ray emission spectra and resonant
X-ray emission spectra has been described in, for
example, the works of Aberg®2112 and Kotani.t%1% In
this paper the models derived in these works will be
used, starting with a simpler model.

A. 1s3p X-ray Emission in the Ligand-Field
Multiplet Model

First the 1s3p X-ray emission spectral shape will
be discussed, also known as Kg fluorescence. With
divalent manganese as an example, a scheme to
interpret the experimental spectral shapes using the
multiplet models as described for X-ray absorption
will be developed step by step. The ground state of
Mn'' has its five spin-up electrons filled. The five
spin-down states are empty. It is first assumed that
the core hole creation, for example, by an above-
resonance X-ray excitation, does not modify the
valence electron situation. The intermediate state has
a 1s'3d°® configuration and after the 1s3p decay the
final state is 3p°®3d°®

3d® — 1s'3d° + €1s*3d° — 3p°3d°

The spectral shape consists of two structures sepa-
rated by the 3p3d exchange interaction. This assign-
ment is essentially the original model as used by
Tsutsumi and co-workers.'*1112 Starting from this
model, the effects of the 3p and 3d spin—orbit
coupling, the symmetry effects of the cubic crystal
field, will step by step be included. In section V.A the
model is extended to describe covalence effects as
included with charge transfer and include the com-
bined effects of off-resonance excitation and decay.
Resonance effects will be discussed in section V.C.

Assuming a Mn'' ion, the atomic ground-state
symmetry is S. In the 1s'3d® configuration, the total

symmetry can be found by multiplying the 1s electron
with the S symmetry of the 3d electrons. This gives
either a 5S state for antiparallel alignment of the 1s
and 3d electrons or ’S for parallel alignment. The
dipole selection rules imply that transitions are
possible from °S to 5P and from 7S to 7P, with the
energy difference between 5P and 7P given by the
3p3d exchange interaction. Things are a bit more
complex in reality because more then one °P config-
uration can be made from a 3p®3d® configuration.
Writing out all symmetry combinations one finds
three 5P states and one 7P state. Figure 14a shows
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Figure 14. Theoretical 1s3p X-ray emission spectral
shapes calculated with the ligand-field multiplet model.
Bottom: (a) The ligand-field, 3d and 3p spin—orbit cou-
plings have all been set to zero. Middle: The spin—orbit
couplings are set to their atomic values. (solid, b) A cubic
crystal field of 2.0 has been added. (dotted, c) A cubic
crystal field of 4.0 eV has been added. (dashed, d) Top:
Difference between b and ¢ (x10).

the atomic multiplet spectrum for which the 3d and
3p spin—orbit couplings have been set to zero. The
overall intensities of the states are 7:5 for the P
versus the 5P states. The main peak is the 7P state.
The shoulder and the satellite are the 5P states, and
the small peak at about —6482 eV is the third °P
state. The satellite can be related to the antiparallel
aligned 3p and 3d electrons, while the shoulder and
low-intensity state relate to orderings of the 3d
electrons different from the ground state. In fact, the
three 5P states are linear combinations of the three
LS-like atomic states that are mixed by the strong
3p3d as well as 3d3d multiplet effects.

Figure 14b shows the effects of the atomic 3p and
3d spin—orbit coupling. Essentially the "P and °P
states are split into their three substates "P,4, "P3, and
"P,. The intensities of the peaks are related to the J
quantum numbers as 2J + 1, and it can be seen that
the lowest energy peak is the "P,4 state. The situation
for the °P states is similar, and the satellite is split
into 5Pz, 5P,, and 5P;, with the 5P; state at the lowest
energy. A similar situation is visible for the shoulder
at —6487 eV. Comparing part a and b of Figure 14,
it can be seen that the effects of the spin—orbit
coupling on the broadened spectral shapes are mini-
mal.



Figure 14c shows the effects of the addition of a
cubic crystal field of 2.0 eV. This is already a
relatively large crystal field, and all oxides and halide
systems have smaller crystal fields. It can be seen
that compared to Figure 14b, most peaks shift a little
bit. In particular, the 5P states are modified while
the 7P states do still look very much like the atomic
result. After broadening the sticks with the experi-
mental and lifetime broadening, little changes are
visible. This implies that 1s3p X-ray emission spectra
are insensitive to the crystal-field effects, much less
sensitive than, for example, 2p X-ray absorption. The
positive aspect of this is that one can assume that
the 1s3p X-ray emission spectra are virtually the
same for all high-spin divalent manganese atoms.
This finding is important for the use of the 1s3p X-ray
emission channel for selective X-ray absorption mea-
surements as will be discussed in section VII. It is
noted that all other crystal-field effects in systems
such as oxides will have no effect at all on the spectral
shape (within the ligand-field multiplet model) as
long as the spin state stays the same. Things are
different for low-spin Mn'' compounds. Figure 14d
shows the effect of a cubic crystal field of 4.0 eV. A
completely different spectrum is found. The reason
is that the ground-state symmetry has changed from
6A; to 2T,. Thus, only one unpaired 3d electron
remains, leading to a very small 3p3d exchange
splitting and essentially no satellite. It is clear that
1s3p X-ray emission will immediately tell if a system
is in its high-spin or low-spin state.

Similar to 2p X-ray absorption, 1s3p X-ray emission
is sensitive to the valence of the metal. Mn" has a
3d°® ground state and Mn'"" a 3d* ground state.®® This
obviously leads to a different spectral shape in the
experiments. Figure 15 shows an example of the
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Figure 15. 1s3p X-ray emission spectra of a Mn'' (—),
Mn'!' (---) and Mn'Y (- --) compound. The compounds
are, respectively, Mn(Oac);, Mn(Oac);, and Mn[HB-
(3,5-Me,pz)s]z. (Reprinted with permission from ref 90.
Copyright 1994 American Chemical Society.)

variations in the manganese 1s3p X-ray emission
spectral shapes. Each spectrum can be simulated
with a multiplet calculation leading to the determi-
nation of the valence. It can be seen that there is a
clear shift between the spectra.

These chemical shifts have been studied in detail
by Bergmann and co-workers, who established that
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it was more accurate to use the center of gravity of
the 1s3p X-ray emission spectral shape as an energy
indicator.”** The nature of the Mn oxidation states
involved in the oxygen-evolving complex in photo-
system Il has been studied with this method. The
measurements have been made on the dark-adapted
S; state and on the hydroquinone-reduced state. The
results are compatible with models involving conver-
sion of Mn"";Mn'V, to Mn'',Mn'Y; clusters.”

B. 1s3p X-ray Emission in the Charge-Transfer
Multiplet Model

In the previous sections the approximation that one
can calculate the 1s3p X-ray emission spectral shape
from a model using the following two transitions was
used, where the excitation step is not used explicitly
in the results

3d® — 15'3d° + €ls'3d® — 3p°3d®

In Mn', this model gives a good account of the
spectral shape. If one looks at other systems though,
an agreement that is not as good is found. The main
reason for this is that in the 1s excitation step major
screening or charge-transfer effects occur. Essentially
one is removing a core electron, implying a core
charge that has increased by one. This pulls down
the valence 3d electrons by the core hole potential.
Because the 3d electrons are pulled down in a larger
energy than the 4s and 4p electrons, the intermedi-
ate-state configurations will be different from the
ground-state configurations. Essentially one has to
subtract the core hole potential Q from the ground-
state energy positions as used in the charge-transfer
model. Below the transitions are given for two
configurations

3d° + 3d°L — 1s3d°% + 1s'3d°Le
1s'3d° + 1s'3d°L (lowest) — 3p°3d® + 3p°3d°L

The lowest two intermediate states are selected, and
the 1s3p X-ray emission spectrum is calculated for
these states, which implies that one assumed the
intermediate states to relax to their lowest configura-
tion(s). Two states are used, because the lowest state
is split by the 1s3d exchange interaction. This
‘relaxed’ model has been used in the calculations of
the 1s3p X-ray emission spectra of divalent nickel
compounds.®® Using an intermediate-state configu-
ration, 1s'3d® + 1s'3d°L + 1s'3d°LL’. The charge-
transfer values for NiBr, and NiF; are, respectively,
4.3 and 0.3 eV, and with a core hole potential of 7.5
eV and a correlation energy U of 7.3 eV, this gives
that the lowest energy is the 1s'3d°L configuration.
For NiF,, the 1s'3d® configuration has an energy of
3.2 eV and the 1s'3d°LL’ configuration of 4. 1 eV.
In the case of NiBr,, these values are, respectively,
7.2eV and0. 1 eV.%

The ‘relaxed’ charge-transfer model used is not
necessarily the correct model. Another approach is
to assume that the intermediate states do not relax
at all. In this section this approximation will be
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followed. The model is the same as in the previous
section

3d° + 3d°L — 1s"3d°% + 1s'3d°Le

1s3d° + 1s'3d°L(XPS spectrum) —
3p°3d° + 3p°3d°L

One calculates the 1s XPS spectral shape, and then
for all these intermediate states the 1s3p X-ray
emission spectral shape is calculated. One then adds
the 1s3p spectra with the intensities from the 1s XPS
calculation. In principle, one should use the Kram-
ers—Heisenberg formula to account for interference
effects, but in the case of 1s core levels, interference
effects are absent. In section V the Kramers—Heisen-
berg formula for 2p3s and 2p3d resonant X-ray
emission spectral shapes will be explicity used.

1. K Capture 1s3p X-ray Emission

The effects of the excitation process can be studied
by using two different excitation processes. Recently
Glatzel and co-workers compared the usual above
resonance X-ray excitation with K-capture excitation
for Mn0O.® The X-ray excitation process follows the
scheme as outlined above. The 1s electron leaves the
atom as a continuum electron, and the spectrum is
calculated by adding the 1s3p spectra of the 1s XPS
spectrum states. In the K-capture process, the 1s
electron annihilates a proton and is captured in the
core.® The calculation is the same as that for X-ray
excitation as given above. The difference is the
ordering of the configurations. As indicated in Figure

16, the energy difference between 1s'3d® and 1s'3dfL
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Figure 16. Scheme of the configurations in the initial,
intermediate, and final states of, respectively, X-ray excited
and K-capture X-ray emission calculations.

is equal to A — Q. Because the core hole potential is
larger than the charge-transfer energy, this is a
negative number and the lowest energy configuration
is 1s'3d°L. In the case of K capture, the 1s electron
that has ‘left’ is part of the nucleus and the total
charge of the nucleus plus the 1s core level is not
modified. This implies that the outer valence elec-
trons hardly notice any effect on the positions of the
various configurations and the energy difference

between 1s'3d® and 1s!3dSL is equal to that in the
ground state, being A. The K-capture spectrum is
sharper, and the satellite structure is found at a
lower energy, which is a consequence of additional
states in the X-ray excited spectrum. The simulated
spectra correspond nicely with the experimental
results.®

2. Temperature- and Pressure-Dependent 1s3p X-ray
Emission

1s3p X-ray emission spectra involve hard X-rays
for both excitation and decay. Because only hard
X-rays are involved in the experiment, one has a
large flexibility in the experimental setup as well as
sample environment. This makes it relatively straight-
forward to carry out the 1s3p X-ray emission experi-
ment in situ, for example, at high-temperature, high-
pressure, etc.3

Tyson and co-workers®*'1* measured a series of
manganese perovskites using 1s3p X-ray emission to
determine the valences of Mn in these systems. In
particular, they measured the temperature depen-
dence of the 1s3p X-ray emission spectral shape. The
low-temperature spectrum of LasCasMnOs; has more
weight close to the center of gravity compared with
the room temperature spectrum. From Figure 15
(and more clearly Figure 32b), it can be concluded
that spectral weight closer to the center of gravity
indicates a smaller 3p3d exchange splitting, implying
less unpaired 3d electrons. The reason for the de-
crease in unpaired 3d electrons can be either a
valence change or a spin transition. In the case of
LasCasMnQOg3, the decrease of unpaired 3d-electrons
is attributed to a valence increase.®® Rueff and co-
workers®”%8 used the 1s3p X-ray emission spectral
shape for the analysis of pressure-dependent spectra
of Fe and FeS. The structural and magnetic transi-
tion between the magnetic (bcc) and the nonmagnetic
(hcp) iron phases has been observed from the shift
of intensity toward the center of gravity.

C. 1s2p X-ray Emission

The situation of the 1s2p or Ka X-ray emission
spectra is analogous to the 1s3p X-ray emission
spectra. This situation is alike the comparison be-
tween 2p X-ray absorption and 3p X-ray absorption.
The calculation in the various models discussed above
is exactly the same, the only difference being the
different parameters of the 2p instead of the 3p core
electrons. The 2p spin—orbit coupling is much larger
than the 3p spin—orbit coupling, typical values being,
respectively, 10 and 1 eV. This implies that the spin—
orbit-split states are clearly visible in the experimen-
tal spectral shapes. In contrast, the 2p3d exchange
interaction is much smaller than the 3p3d exchange.
This implies that the satellites visible in the 1s3p
X-ray emission spectra will only be shoulders in the
case of 1s2p X-ray emission.

Figure 17 shows the theoretical 1s2p X-ray emis-
sion spectra of Fe", and Figure 18 shows the corre-
sponding 1s3p X-ray emission spectra. The calcula-
tions are performed with the ligand-field multiplet
approach as discussed in section IV.A. The spectra
have been divided into spin-up and spin-down, and
this aspect will be discussed in the next section. The
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Figure 17. Theoretical spin-polarized 1s2p X-ray-emission
spectra Fe'' using the ligand-field multiplet calculation.
Plotted are spin-down (—) and spin-up spectra (---).
(Reprinted with permission from ref 121. Copyright 1997
American Physical Society.)
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Figure 18. Theoretical spin-polarized 1s3p X-ray-emission
spectra of Fe'" using the ligand-field multiplet calculation.
Plotted are spin-down (—) and spin-up spectra (- --).
(Reprinted with permission from ref 121. Copyright 1997
American Physical Society.)

1s3p X-ray emission spectrum is split into a main
peak at +5 eV, where 0 eV is the average 1s3p
excitation energy. A satellite is visible at about —12
eV, the energy difference being the 3p3d exchange
splitting. The 1s2p X-ray emission spectrum also has
its main peak at +5 eV and a satellite at about —9
eV. This general spectral shape thus looks similar
to the 1s3p case, but the origin of the splitting is
different, 2p-spin—orbit, respectively, and 3p3d ex-
change. This assignment is confirmed if one looks at
the top spectra that relate to low-spin Fe'!' systems.
Low-spin Fe!' has no unpaired 3d electrons (i.e., a
1A ground state); hence, no exchange splitting and
the satellite is absent. Only some low-energy shoul-
ders are visible due to other (multiplet) effects. In
the case of the 1s2p X-ray emission spectrum, not
much has changed for the low-spin situation. The 2p
spin—orbit coupling is the same, and the satellite
maintains a similar structure and intensity.

The 1s2p X-ray emission spectrum is a few times
more intense than the 1s3p X-ray emission spectrum,
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and one might expect more studies using the 1s2p
channel. However, the chemical sensitivity of the
3p3d exchange interaction makes the 1s3p X-ray
emission spectrum more useful for determining the
spin state and valence.”**

D. 1s2p Resonant X-ray Emission

In this section | focus on the effects that occur if
one excites at resonance. | will go deeper into this
issue when the soft X-ray 2p resonances, where
interference effects are more important, are dis-
cussed. This section deals with resonance effects at
the K edges. It will be shown that the study of 1s2p
resonant X-ray emission sheds light on the nature
of the intermediate states, in other words the final
states of the X-ray absorption process.

Figure 19 shows the 1s2p resonant X-ray emission
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Figure 19. Calculated spectra (—) as a function of the
energy difference of the incident and scattered photon
together with the measured spectra (O). (Reprinted with
permission from ref 23. Copyright 1998 American Physical
Society.)

spectra of Fe,O3; excited at resonance. Spectra a, b,
and ¢ have been measured at the positions of the K
edge as indicated in Figure 20. The spectrum is
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Figure 20. Fe K-absorption edge of Fe,O3. The preedge
region is shown in more detail, and the whole edge is shown
in the inset. (Reprinted with permission from ref 23.
Copyright 1998 American Physical Society.)

normalized so that the measured absorption coef-
ficients for photon energies immediately below and
well above the absorption edge are the same as the
theoretical values. Several weak preedge peaks are
clearly observed. The first two preedge peaks, located
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at 7113.4 and 7114.8 eV, are assigned to the quad-
rupole transitions from the Fe 1s orbital to the
crystal-field split tyg and eq orbitals. These spectra
have been measured by Caliebe and co-workers 23 at
NSLS beamline X21 with an overall resolution of 0.45
eV. With this high experimental resolution, 1s2p
X-ray emission spectra are measured well.
Recently, Drager and co-workers performed similar
experiments on single crystals of MnO. The manga-
nese 1s preedge structure is different for measure-
ments with a (100) and (110) orientation of the rock
salt crystal structure. The (100) spectrum gives trans-
itions to the empty e4 states and the (110) spectrum
to the empty tyy states. The resonant 1s3p X-ray
emission spectra have been used to disentangle the
spin-polarization of the X-ray absorption spectrum.*
The 1s2p resonant X-ray emission spectra can be
calculated with the charge-transfer multiplet model
as described for X-ray absorption above. Charge-
transfer multiplet calculations have been carried out
for the 3d® ground state, the 1s'3d® intermediate
states (¢x), and the 2p*3d® final states, including the
guadrupole excitation (Q) and the dipole decay (D)

d’o

dQdw

(2p53d6|D|1sl3d6>(1313d6|Q|3d5)|
‘2 (16)

Y Eiases — Eggs —ho — il
Three configurations 3d®, 3dSL, and 3d’LL’ have been
used for the ground state, and the corresponding
three configurations have been used for the interme-
diate and final states. The result of the calculations
is indicated in Figure 19 as the solid lines. For these
calculations, the dipole transitions to 1s'3d°4p! states
have been included also but they do not significantly
affect the calculated spectral shapes.®

Why is this resonant experiment so interesting?
One could say that the only result of the experiment
is a 1s2p resonant X-ray emission spectrum that
could also be measured directly with 2p X-ray ab-
sorption. There are at least two interesting conse-
quences of this experiment. First, it adds additional
proof as to the quadrupole nature of the prepeaks in
the K edge of Fe,O3. Second, it makes it possible to
measure a spectrum similar to 2p X-ray absorption
by making use of hard X-rays. This makes it possible
to measure these spectra under essentially any
condition and as such gives a good possibility for in
situ measurements in, for example, electrochemistry
or catalysis research.

E. 1s Valence Band X-ray Emission

Valence-to-core transitions are obvious candidates
for chemically sensitive X-ray emission spectra, since
the character of the valence orbitals changes the most
between different chemical species. Figure 21 sketches
the various fluorescence transitions to a 1s core hole
in MnO. The binding energy of the manganese 1s core
hole is approximately 6540 eV. Dipole transitions are
possible from the manganese 2p, 3p, and 4p levels.
This gives, respectively, 1s2p (Ka), 1s3p (Kf13), and
1s valence band (Kpj,5) X-ray emission.®® The man-
ganese 4p states are hybridized with the oxygen 2s
and 2p states. This induces X-ray emission peaks at
energies related to the oxygen 2s and 2p states. The

Mn 4p -

Mn3d 0

;) 5
— 20
s Mn3p 45
A Mn 3s 80
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W —eW ¥ Mn 1s 6540

Figure 21. X-ray emission decay to a 1s core hole in MnO.
Indicated are, respectively, 1s2p (Ka), 1s3p (K31 3), and 1s-
valence band (Kf25) X-ray emission.

peak related to the 2s state is sometimes referred to
as crossover X-ray emission. The peaks related to the
oxygen 2p bands are the valence band X-ray emission
spectra. Apart from dipole X-ray emission, there can
be quadrupole X-ray emission directly from the 3d
states.

Figure 22 shows a comparison of a Kf, crossover,
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Figure 22. 1s3p, crossover, and valence band X-ray
emission spectrum of MnO. The intensity is given on a
logarithmic scale.

and valence band X-ray emission spectra of MnO.8
As indicated in the figure, there is a K peak related
to manganese 3p core holes, the crossover peak
related to oxygen 2s core holes, and the valence band
realted to oxygen 2p holes. Figure 23 shows a series
of valence band X-ray emission spectra for manga-
nese oxides. The bottom two spectra are manganese
metal and MnF,. The energy of the valence band
peak in the oxides shifts approximately 1 eV per
increment in oxidation state. This is indicated in the
inset.8

The intensities of the crossover peaks change
significantly in the various oxides indicated in Figure
24. The integrated intensity of the crossover peak can
be normalized by the main Kg region, correcting for
the number of oxygen atoms per Mn. Assuming that
the integrated intensity per Mn of the main Kg region
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Figure 23. Logarithmic intensity plot of Kb spectra for a
variety of Mn complexes: (top to bottom) MnO, LiMn,0y,
ZnMn,0y4, Li,MnO3, MNO,, KMnO4, A Mn(1V) complex, Mn
metal, and MnF,. (inset) KB,s main peak energies as a
function of Mn formal oxidation state. (Reprinted with
permission from ref 8. Copyright 1999 Elsevier Science.)

is chemically invariant, this procedure yields the
relative crossover transition probability per Mn—0
pair. The inset of Figure 24 shows that the bond
length varies exponentially with distance, and it can
be concluded that the intensity of the crossover peak
can be used as a tool to determine Mn—O distances
to within 0.1 A8

V. 2p X-ray Emission

The 2p core levels of the 3d transition metals are
positioned in the soft X-ray range between 400 and
1000 eV. As discussed in section 111, the 2p X-ray
absorption spectra are dominated by multiplet effects
and do show a complex multipeaked spectral shape.
This makes 2p X-ray emission ideally suitable for
resonance studies. Therefore, this begins with a
discussion of the resonant 2p X-ray emission spectral
shapes. Both 2p3s and 2p3d resonant X-ray emission
will be discussed.

If the core hole is created with an energy close to
the 2p absorption edge, the X-ray absorption and
X-ray emission processes do occur coherently and the
overall 2p3d process (of a 3d® ground state) is
described with the Kramers—Heisenberg formula

(3d5|é’-r|2p53d6><2p53d6|é-r|3d5)‘2

2;&3 E2p53d6 — Eggs — fiw — ier ( 1|7)

w,w") ~

This formula forms the basis of all resonant X-ray
processes. The intensity (1) is given as a function of
the excitation (w) and the emission (') energies. The
initial state (3d°®) is excited to an intermediate state
(2p°3d°) with the dipole operator (é-r), and the second
dipole operator (€'-r) describes the decay to the final
state (3d®). The denominator contains the binding
energy of the intermediate state and its lifetime
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Figure 24. (top) KB" and Kp,s regions for samples with
Mn—F, Mn—0, and Mn—N ligation. (bottom) K3" and Kf;5
regions of manganese oxides with different Mn oxidation
states. (top to bottom) KMnV'O,, [Et;N][MnV(O)(r*-L)],
B-Mn'VO,, LiMn"'"Mn'VO, and ZnMn'",0,, Mn'O, Li,-
Mn'VO;. (inset) Normalized intensities of KA as a function
of Mn—0O distance. (Reprinted with permission from ref 8.
Copyright 1999 Elsevier Science.)

broadening. A resonance occurs if the excitation
energy is equal to the binding energy of the inter-
mediate state. Looking at the MnO 2p X-ray absorp-
tion spectrum of Figure 11, each multiplet line can
give rise to a different resonant 2p3d X-ray emission
spectral shape.

The general spectral landscape can be viewed as a
two-dimensional space with axis w and w'. Figure 26
shows a contour plot of the 2p3d resonant X-ray
emission spectrum of Ni'' using a crystal field of 1.
12 eV to simulate NiO. The darkest area has the
highest intensity. The horizontal axis shows the
X-ray excitation energy. The main peak of the 2p
X-ray absorption spectrum of NiO has an energy of
855.7 eV with a shoulder at 857.5 eV.%° The vertical
axis shows the X-ray energy loss, that is the energy
of 0.0 eV means that the 2p3d decay energy is equal
to the 2p3d excitation energy, in other words this
refers to resonant elastic scattering. There is a large
peak visible with its peak position at (855.7 eV, 0.0
eV). There is a second peak at an energy loss of 1.1
eV. This peak relates to a ligand-field excitation from
the 3A, ground state to the °T, excited state. A third
peak is visible at approximately —2.0 eV.

A number of cross sections can be made. This paper
focuses on the (resonant) X-ray emission spectral
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shape excited with a fixed energy. This will be
indicated as I“xes(w’). In Figure 25, this relates to
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Figure 25. Contour plot of the resonant X-ray emission

channels of a Ni' ion with its ligand field set at 1. 12 eV to

simulate NiO. The excitation energy is given on the

horizontal axis; the final state energy loss is shown on the

vertical axis.

vertical cross sections. For example, the resonant
X-ray emission spectrum excited at 855.7 eV relates
to a vertical line at 855.7 eV. If the excitation energy
is (far) above a resonance, this is normal X-ray
emission or fluorescence. Close to a resonance, it is
called resonant X-ray emission. With 2p3d resonant
X-ray emission, one studies the elementary excita-
tions by probing the energy difference between the
initial and final state. These spectra can be plotted
in two ways: (1) as resonant X-ray emission spectra,
i.e., 12xes(w’), or (2) as resonant inelastic X-ray
scattering 1”xes(w’ — w). These spectra are off course
exactly the same, but if one compares spectra excited
at different excitation energies, the resonant X-ray
emission spectra shift with the excitation energies
while the RIXS spectra align all elementary excita-
tions. RIXS can be used to study, for example, the
dd excitations in transition metals as will be dis-
cussed below.*!

Another cross section is to measure the X-ray
absorption spectrum at a fixed emission energy:
1'xas(w). This relates to the diagonal line in Figure
25. It is this mode that is used in selective XAFS,
discussed in section VII. From Figure 25 one can
derive the information on the effective lifetime re-
lated broadening. The 2p intermediate state lifetime
broadening has been made artificially large and the
full-width half-maximum is about 2.2 eV, indicated
by the distance between the two dots. The lifetime
broadening of the 3d final state has been set to fwhm
= 0.32 eV. If one measures along the diagonal 1¥'xas-
(w), the two points where the line crosses the half-
maximum point are indicated with dots. Reading of
the difference in excitation energy one finds about
0.3 eV. This is a graphical illustration of the ‘disap-
pearance’ of the intermediate-state lifetime broaden-
ing that will be discussed in more detail in section
VII. The effective lifetime broadening of selective
X-ray absorption (for a single peak) is equal to

UVI(AITS,) + (151,32 which for the present case
gives 0.25 eV. It is interesting to compare this with
off-resonance X-ray emission where the effective
lifetime broadening equals I'z, + I'sg, Which is 2.52
eV in the present case.

A. 2p3s Resonant X-ray Emission

Before returning to the 2p3d resonant X-ray emis-
sion spectra, the 2p3s resonant X-ray emission
spectra will be discussed first as the 2p3s case gives
a good opportunity to describe essentially all peaks
with a simple model. The calculation of the 2p3s
resonant X-ray emission spectra of CaF, will be
followed. The X-ray absorption spectrum of CaF; has
been given in Figure 10. In resonant 2p3s X-ray
emission, one is exciting at all seven peaks in the
absorption spectrum and measures the 2p3s X-ray
emission spectral shape, as measured by Rubensson
and co-workers.?>% The 3s2p inelastic X-ray scatter-
ing cross section is dominated by resonant scattering
via the 2p°3d*! intermediate states. It has been shown
that one can reduce the calculation to the transitions
of 3d°, via 2p®3d?, to 3s'3d! states. The effects of
charge transfer are small and can be neglected. Both
the X-ray absorption and X-ray emission steps es-
sentially conserve the local charge, and it has been
shown that in those experimental conditions, ionic
systems such as CaF, can be described in close detail
by the ligand-field approximation. One has to fill in
the X-ray absorption and X-ray emission steps in the
Kramers—Heisenberg formula

(w,w") ~

(3sl3d1|é’-r|2p53d1)(2p53d1|é-r|3d°)’
? (18)

2p~3d?! E2p53d1 - E3d0 — hw — |F2p

This calculation can almost be carried out ‘by hand'.
Starting from the situation in CaF, with all bands
completely full, one has the advantage of strong
restrictions on the possible symmetry states. Ligand-
field multiplet calculations have been performed for
the 3d° initial state, the 2p®3d! intermediate states,
and the 3s'3d! final states in cubic symmetry. The
3dC initial state consists of only one state with A;
symmetry. The only 2p®3d! intermediate states that-
can be reached in X-ray absorption must have T;
symmetry, and as there will be seven of those
states.3® The 3s'3d! final states are split by only two
interactions, the 3s3d exchange and the cubic crystal
field. This gives a total of four peaks in the final state.
The complete calculation is then the transition of one
initial state via seven intermediate states to four final
states. The results of these seven absorption matrix
elements and 28 (in fact 49 due to degeneracies)®!
emission matrix elements are fed into the Kramers—
Heisenberg formula and this gives Figure 26 as its
result.

Figure 27 gives the resulting resonant 2p3s X-ray
emission spectral shapes. One can observe that in all
comparisons of interference-on (solid line) and inter-
ference-off (dashed), the integrated intensities of the
solid and dashed line are equivalent or in fact
identical as the integrated intensity is conserved by
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Figure 26. Plot of the two-dimensional resonant land-
scape of CaF,. The excitation energy is given on the x axis;
the final-state energy is given on the y axis. (Reprinted
from ref 31. Copyright 1996 American Physical Society.)

]0 T T T 1 1 I T

intensity (arb. units)

346.6

O 1 I 1 1 1 L 1
44 45 46 47 48 49 50 351 52
w-w (V)

Figure 27. Cross sections through Figure 22 at the
excitation energies as indicated on the right. The dotted
lines give the decay of only the excited state at precisely
the energy indicated. The dashed lines include the Lorent-
zian tails of the neighboring states, and the solid lines
include interference effects. (Reprinted with permission
from ref 31. Copyright 1996 American Physical Society.)

a sum rule. Relatively large interference effects can
be seen for the spectra excited at 347.5 and 348.1 eV.
These two energies relate to weak excitations; hence,
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the decay spectrum is dominated by the Lorentzian
tails of the neighbors. That is, interference effects are
largest if two channels have a comparable effective
strength at a certain energy. The experimental
results are reproduced with these calculations.

A topic not discussed in this paper is the conse-
guences of intermediate-state decay/relaxation, also
known as postcollision interactions,® as observed in
the experimental spectra. These decay channels do
give rise to nonresonant X-ray emission. Far above
the edge the situation is clear and these nonresonant
channels are the normal fluorescence lines at con-
stant energy, but the nonresonant channels close to
and even at resonance present a theoretical challenge
as they can (and will) be different both from resonant
X-ray emission and also from the normal nonreso-
nant channels. To shed light on this situation, one
has to understand in great detail what happens
exactly in the various relaxation and decay channels,
both elastic as inelastic. In solids this is a dramati-
cally complex situation and little is known quanti-
tatively. The situation is a bit better known in atomic
spectra, and the interested reader is referred to those
papers, for example, the recent review by Gel-
'mukhanov and Agren.5?

B. 2p3d Resonant X-ray Emission

The first high-resolution 2p3d resonant X-ray
emission experiments have been carried out by the
group of Nordgren.l7:18578 Figure 28 shows the
resonant 2p3d X-ray emission spectra of MnO. The
absorption spectrum of MnO has been discussed in
section Il. On various positions of the 2p X-ray
absorption spectrum, the resonant 2p3d X-ray emis-
sion spectrum has been measured as indicated at the
top of Figure 28. The spectra have been simulated
with an atomic multiplet calculation of the 2p3d
matrix elements fed into the Kramers—Heisenberg
formula. (In the curves in Figure 28, interference
effects have been omitted.) It can be seen that the
experimental spectra are essentially reproduced.®
Including ligand fields, charge transfer, and interfer-
ence effects improves the comparison.!?

In Figure 28 one can see the elastic peak related
to transitions of the 3d® ground state via any 2p®3d°®
intermediate state back to itself. In addition, one
observes peaks at constant energy loss, for example,
at about —4.0 eV. These peaks relate to dd transi-
tions. They essentially map the Tanabe—Sugano
diagrams of the electronic configurations of a 3d°
ground state. It is important to notice that the
relative intensity of these various peaks is not
constant over the excitation energies but varies. This
is an indication of the relative matrix elements from
the 2p°3d° intermediate states back to the 3d® states.
In spectra f, g, and h, one also observes a peak
shifting to higher energy losses. This is a signal of
the off-resonant 2p3d fluorescence that is visible
because of the relaxation of the intermediate states.

1. Charge-Transfer Transitions and dd (ff) Transitions

Butorin recently published a series of 2p3d reso-
nant X-ray emission spectra experiments for FeCOs,
Co0, NiO, and LaCo0314. The 2p3d spectra of FeCO3
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Figure 28. Mn 2p3d resonant X-ray emission spectra of
MnO recorded at different excitation energies near the Mn
2p threshold, as indicated in the X-ray absorption spectrum
at the top. The experimental spectra (- - ) are plotted as
energy loss spectra and are compared to atomic multiplet
calculations for the Mn'""ion (—). (Reprinted with permis-
sion from ref 16. Copyright 1996 American Physical
Society.)

could be nicely explained with ligand-field multiplet
calculations, while the other oxides needed the inclu-
sion of charge-transfer effects. The calculations con-
firm that it is crucial to include the correct angle
between incoming and outgoing X-rays, i.e., the
correct combinations of X-ray polarization. The NiO
and CoO spectra excited at the charge-transfer satel-
lites of the 2p X-ray absorption reveal large satellites
in the resonant X-ray emission. These satellites are
positioned at a similar X-ray energy as the off-
resonance 2p3d X-ray emission, but the charge-
transfer multiplet calculations show that they are
caused by resonant satellites related to a final state
with a ligand hole. The transition can be envisaged
as 3dN — 2p®3dN*t + 2p53dN*t2L — 3dNFIL, where the
initial and final states are simplified to their main
configuration, i.e., one observes the charge-transfer
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Figure 29. Resonant 2p3d X-ray emission spectra of a Ni'!
system in octahedral symmetry, using the crystal-field
parameter of NiO. Indicated are F, scattering (—), Fx
scattering (- - -), and the total scattering (—). The X-ray
absorption spectrum is given with dots. The symmetries
of the states are given at the middle spectrum. (Reprinted
with permission from ref 41. Copyright 1998 American
Physical Society.)

excitation. The situation of the 3d4f resonant X-ray
emission spectra of the rare-earth metals is very
interesting. One can beautifully observe the reso-
nances of the charge-transfer satellites.’>°73 In
addition, one observes ff transitions from which one
can determine the crystal-field values of the 4f
electrons.4

2. Coster—Kronig Transitions

Hague and co-workers® recently showed that in
the case of resonant X-ray emission of TiCl, mol-
ecules, it is not enough to include only the direct
resonances as described with eq 18. In addition, the
three-step transition via a Coster—Kronig decay
channel must be added to describe the observed
spectral shapes.

l(w,0") ~

(3d® + 3d L I8 F| XX, Hey X XX, [8-113d° + 3d1L)‘2
— (19)

X2 (Ex1 - E3d0 —ho — ier)(EX2 = Eggo — o — iTy) ‘

Equation 19 shows the Kramers—Heisenberg formula
for this three-step pathway. The initial and final
states are 3d° + 3d!L. The intermediate states X; and
X have a configuration 2p®3d? + 2p®3d2L. In ref 59,
transitions to the continuum have also been included.
It was shown that the experimental spectral shapes
could only be described correctly with the inclusion
of both the Coster—Kronig channel and the explicit
inclusion of continuum states.

3. Spin-Flip Transitions

Above it was shown that resonant 2p3d X-ray
emission can give information on dd excitations and
charge-transfer excitations. Also, other low-energy
excitations can be studied, for example, it has been
shown”” that spin-flip transitions can be observed in
resonant 2p3d and 3p3d X-ray emission of nickel and
copper oxides.*

Figure 29 shows the resonant 2p3d X-ray emission



spectra at the 2p X-ray absorption spectrum of NiO.
This figure is related to Figure 25 discussed above.
The resonant elastic peak of 3A, symmetry is visible
at 0.0 eV, and the dd transitions to the 3T, *Ty, and
1E states are visible at energies of 1.1 eV and at about
2.0 eV energy loss. However, some additional peaks
are visible at low-energy loss. For example, a peak
is visible at about 0.25 eV. This peak can be assigned
to a spin-flip transition in which a Ni' ion flips its
spin state from +1.0 to —1.0 (or reversed). The
consequence of this spin flip is that the antiferro-
magnetic neighbors now see an apparent ferromag-
netic neighbor and the energy involved is the energy
loss observed in resonant X-ray emission. The spin-
flip peak is highest at an excitation energy of 858 eV
that is at the shoulder of the 2p X-ray absorption
spectral shape. The reason is that this shoulder
relates to a state in which the 2p and 3d electrons
are essentially antiparallel aligned, in contrast to the
parallel alignment of the main peak. This antiparallel
alignment facilitates the spin-flip transitions to occur.

It is good to note that in the literature two
completely distinct transitions are called spin flip.
There is the spin flip as described above that is
related to the transition of a ms = —1 state to a ms
= +1 state. The other usage of the term spin flip is
given to transitions in which the spin ‘flips’ from, for
example, a sextet state to a quartet state. These types
of ‘spin flip’ can be seen in all but the elastic
transition in Figure 28. The total spin state has been
modified in such a spin-flip transition. In my opinion
it is better to refer to such transitions simply as dd
transitions.

The measurement of spin-flip transitions is impor-
tant for the study of the antiferromagnetic coupling
in transition-metal oxides. There is, however, an
experimental complication which is that the overall
resolution of the experiment should preferably be on
the order of 0.2 eV. This is at the edge of the present
technology and still suffers from low intensities. A
first measurement has been performed by Kuiper and
co-workers using the 3p3d resonance instead of
2p3d.”” In the future, more studies of the spin-flip
effect are expected to yield important new informa-
tion on the magnetic couplings in transition-metal
oxides and other transition-metal systems.

From the discussion of the 2p3d resonant inelastic
X-ray scattering, it is concluded that there are many
aspects that must be included for a correct descrip-
tion of the spectral shapes. It depends essentially on
the resolution (and system) used and what excita-
tions and pathways must be included. In principle,
one can extend the model further by adding other
configurations and pathways. Important excitations
one can observe are charge-transfer transitions, dd
transitions, and spin-flip transitions. Excitations into
the continuum and Coster—Kronig three-step path-
ways could until now only be established in molecular
systems. This must be related to a difference in
electronic structures between molecular systems and
solids.

VI. X-ray Magnetic Circular Dichroism

X-ray magnetic circular dichroism (X-MCD) is an
important phenomenon in both X-ray absorption and
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X-ray emission. The magnetic structure of a system
is studied by making use of circular or linear polar-
ized X-rays. In the last 10 years many papers have
been published on X-MCD. In this review, some
general features of X-MCD are discussed. A recent
overview is given by Duda.*” The focus is on X-ray
emission MCD, and in line with the historic develop-
ment, X-ray absorption MCD is introduced first.

A. MCD in X-ray Absorption

The MCD effect in X-ray absorption is defined as
the difference in absorption between left- and right-
polarized X-rays. A nonzero MCD effect is observed
only in magnetic systems (the natural dichroism
effects are neglected). The MCD effect has a maxi-
mum if the polarization vector of the X-ray is parallel
or antiparallel to the magnetization vector of the
system.

The MCD effect in X-ray absorption has been
measured for the first time by Schitz and co-
workers.*® They showed that the absorption cross
section is different for left- and right-polarized X-rays.
The difference between the left- and right-polarized
X-rays was shown to be proportional to the spin-
polarized density of states. Using the proportionality
between X-ray absorption (Ixas) and the density of
state (p) as the starting point, one obtains

L R
Ixas = Ixas = P+ ™ P

Loy =
N T

(20)
where I- denotes left- polarized X-rays and IR denotes
right-polarized X-rays. p+ and p- relate to, respec-
tively, spin-up and spin-down density of states. The
proportionality factor P. is the Fano factor. The
original paper used the iron K edge as an example
and did find a small effect, in other words, did find a
Fano factor of approximately 0.01. It was later shown
that this small MCD effect was particular to the use
of a 1s core level and was related to the absence of a
core hole spin—orbit coupling. For details on many
aspects of this effect, the reader is referred to the
book Spin—orbit influenced spectroscopies of magnetic
solids.*®

If a core level has spin—orbit coupling, the MCD
effect in X-ray absorption is much larger. If one
neglects the overlap of the core and valence wave
functions and uses single-electron transition matrix
elements, one can simply explain the size of the MCD
effect.*® For example, p — d transitions have relative
magnitudes for parallel and antiparallel alignments
at the 2ps; edge of P3, =5 and Az, = 3, respectively.
The related numbers at the 2p,, edge are, respec-
tively, Py, = 1 and Ay, = 3. This directly yields the
relative intensity of the 2ps;,; and 2ps,; edges of 8:4.
The MCD effect is given as (P — A)/(P + A), leading
to +1/4 for the L3 edge and —1/2 for the L, edge.

An important development in the use of X-MCD
was the development of sum rules by Thole and co-
workers.17 It was shown that the integral of the
X-MCD signal could be related to the ground-state
expectation value of the orbital moment (L,). A second
sum rule was postulated relating the weighted inte-
gration of the L3 edge plus the L, edge to an effective
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spin moment. Many papers deal with the validity,
derivation, and experimental complications of the
sum rules. The reader is referred to the Theo Thole
memorial issue of the Journal of Electron Spectros-
copy.®*

Recently, the X-MCD signal at the L, 3 edges has
been used as a probe signal for microscopy using a
photoemission electron microscope (PEEM).85100.102 |n
addition, the MCD signal has been used for nano-
second time-resolved studies by the group of Alain
Fontaine.™

1. MLD in X-ray Absorption

Magnetic linear dichroism (MLD) is essentially the
angular dependence of the absorption cross section.
This is an often used technique in X-ray absorption,
in particular to study directional variations in the
electron density, used, for example, for surfaces and
single crystals and to disentangle dipole and quad-
rupole contributions.'? In 1985, Thole and co-work-
ers'® predicted a strong magnetic effect on the
polarization dependence, an effect that became stud-
ied as X-MLD in the last 15 years.

In contrast to X-MCD that probes the magnetic
direction, X-MLD only probes the orientation of the
magnetic moment, in other words it probes the
squared expectation value of the magnetic moment.
This automatically implies that X-MLD can intrinsi-
cally not make a distinction between magnetic effects
and other effects that cause a directional variation
of the absorption cross section. To study a magnetic
effect with X-MLD, one always has to make sure that
the effect is indeed magnetic in origin, for example,
by a measurement of the same system without being
magnetically ordered. The same reasoning applies to
MLD in X-ray emission.

B. MCD in X-ray Emission

In 1991, Strange and co-workers'%* pointed out that
dichroism in X-ray emission spectra can be studied
with incident photons that are circularly polarized.
It was argued that such an experiment would probe
the spin-polarization of the valence band. These
experiments are discussed below, where soft X-ray
and hard X-ray experiments will be differentiated,
i.e., decay to metal 2p and metal 1s core holes,
respectively.

If one uses circularly polarized X-rays for the
excitation process, naturally this has consequences
for the resonant X-ray emission spectra. The basic
idea is that the use of circular polarization for the
2p core excitation will create an imbalance between
2p spin-up and spin-down core holes (with respect
to the magnetization of the 3d valence electrons).
This imbalance implies that detecting the decay of
the 3d valence band electrons to the polarized 2p core
hole will create an imbalance in the spectral shape
that is proportional to the spin polarization of the
conduction band. With this starting point in mind,
many experiments have been carried out.%225868 |t
turned out that the situation in the soft X-ray range
is complex because of both experimental and theo-
retical complications.

Intensity (normalized)

-6070 -6060 -6050 -6040 -6030  -6020
Energy (eV)

Figure 30. Comparison of the calculated 2p3d X-ray
emission spectral shape (—) with the 2p3,3d experimental
results (- - -). (Reprinted with permission from ref 42.
Copyright 1997 American Physical Society.)

On the level of a single-particle analysis, already
the situation is complex. The single-particle analysis
assumes that the MCD effect can be described by the
p — d matrix elements only. This approach can be
found in the works of Erskine and Stern,*® Stohr and
Wu,'% Jo and co-workers,%57%7 and Kuiper.’® In the
last reference the argument was used that spin is not
a constant of motion in the 2p core hole state.
Because of the large core hole spin—orbit coupling,
the spin of the core hole will not remain aligned with
the spin of the photoelectron. This has direct conse-
quences on the nonresonant and resonant X-ray
emission MCD effects.’®

An important experimental complication is the self-
absorption-caused saturation effects. A high concen-
tration of the element that is absorbing the X-rays
implies that an emitted X-ray emission signal can be
re-adsorbed before leaving the sample to be measured
at the detector. Saturation effects affect the X-ray
emission spectral shapes, including the MCD effects.
In principle, they can be corrected for, but in the case
of concentrated systems, this is a nontrivial exer-
cise.l® Braicovich and co-workers recently showed
that by using the 2p3s X-ray emission channel, self-
absorption effects can be excluded.!* This paper used
the fact that there is an angular dependence of the
fluorescence and of the MCD effect therein.#2108

In the hard X-ray range, most of the experimental
complications disappear. However, it is known that
the K-edge MCD effect is very small.*® There has
been a series of studies on the MCD effect of the rare-
earth L edges. Figure 30 shows the MCD effect in
the 2p323d X-ray emission spectrum of Gd metal .>475
By taking care of the multiplet interactions and the
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Figure 31. (top) 2pi4d X-ray emission spectral shape as
a function of X-ray emission energy at detection angles of
30° (- - -) and 70° (—). (bottom) Difference spectrum (70°—
30°). (Reprinted with permission from ref 40. Copyright
2000 American Physical Society.)

angles between incident X-rays, emitted X-rays, and
magnetic field, one can simulate the experimental
spectra as shown in Figure 30.

1. MLD in X-ray Emission

In analogy with absorption magnetic linear dichro-
ism (MLD), the X-ray emission MLD effect is the
angular dependence of the X-ray emission cross
section with respect to the magnetization vector.

Figure 31 shows the magnetic linear dichroism
effect in the Yb 2py»4d X-ray emission spectrum of
YhbsFes012.40 X-ray emission spectra were recorded at
110° and 150° scattering angles, corresponding to an
angle between the magnetic field direction and the
emitted X-rays of 70° and 30°, respectively. The
bottom spectrum shows the difference between these
two detection angles. From this difference spectrum,
the MLD spectrum can be derived by extrapolating
the spectra to the situation of, respectively, parallel
and perpendicular magnetic fields and detection
directions. This MLD effect can nicely be reproduced
with multiplet calculations.*°

It is interesting to look at the difference between
this MLD experiment and the MCD X-ray emission
experiments. In these MCD experiments, the dichro-
ism is part of the excitation step, while in the
emission MLD effects discussed above, the linear
dichroism is part of the decay step. Note that both
the MCD- and emission MLD-integrated intensities
are equal to zero.*®

In the case of emission MLD, this is evident as the
total X-ray emission integrated over an edge must
be spherically symmetric, because only core levels are
involved in the X-ray emission process itself. This
implies a zero integrated intensity over the MLD
effect in the 2p4d X-ray emission spectrum. In
principle, one could envisage a finite emission MLD
effect for the 2p;/, edge, which is compensated for at
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the 2ps, edge, similar to the situation in the MCD of
soft X-ray absorption. The 2p spin—orbit coupling,
however, is so large that the 2p;,; and 2p3; states can
be assumed to be pure, implying zero integrated
intensity for the emission MLD effect. The same is
true for the MCD effect, as the electron is excited
from a core state to a continuum state some 100 eV
above the edge, where no significant MCD effect is
expected in the absorption. While the integrated
intensity of the MCD and emission MLD effects is
zero, their amplitude is proportional to the 4f mag-
netization, because it is the 4d4f exchange interaction
which gives rise to the appearance of the dichroism
signal. It therefore shares this sensitivity with the
3d and 4d absorption MCD and absorption MLD
spectra of the rare-earth metals. It can be shown that
the size of the emission MLD effect appears as a
property that is sensitive to the 4f magnetic moments
of the rare-earth metals. This technique is therefore
complementary to absorption MCD spectroscopies at
the rare-earth 3d and 4d edges, which have to be
performed in the soft X-ray regime. This technique
can obviously be extended to 3d transition-metal
systems where the 1s2p and 1s3p X-ray emission
channels will have a MLD effect that is, in this case,
sensitive to the 3d magnetic moment. Magnetic linear
dichroism in X-ray emission is likely to become a
useful new technique in the study of magnetic
materials, since it circumvents the intrinsic compli-
cations of soft X-ray spectroscopies such as a high-
vacuum environment and electron detection. Fur-
thermore, the use of hard X-rays implies that the
technique is a bulk-sensitive probe and in situ
experiments will be possible.

E. Spin-Polarized 1s2p and 1s3p X-ray Emission

Spin-polarized 1s2p X-ray emission does not make
use of any spin detector or circular-polarized X-rays,
but instead uses an internal spin reference, namely,
the intermediate state with its 1s core hole.

It has been eluded already in section Il that 1s2p
and 1s3p X-ray emission spectra are spin-polarized.
In all models discussed to interpret these spectra
there will always be a small exchange interaction
between the 1s core hole and the 3d electrons. The
result is that in the calculations each transition is
essentially split into two subpeaks split by the 1s3d
exchange. The energies involved are only a few meVs,
and as a result there will be no visible effects in the
spectral shape. So why is this an interesting and in
fact very useful effect?

The reason is that in the final state the configura-
tions are 3p°3dN and, as discussed, the 3p3d exchange
interaction is very large, creating in a first ap-
proximation a main peak that is spin-up and a
satellite at some 15 eV distance that is spin-down.
Things are not as easy as this simple division, and
to calculate the actual division into spin-up and spin-
down, it is very useful to make use of the small 1s3d
exchange interaction in the calculations. Because the
1s2p and 1s3p X-ray emission channels will conserve
their spin state, the two 1s intermediate states will
essentially map the spin-up and spin-down states,
refer to the paper of Wang and co-workers for
details.*?!
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Figure 32. Theoretical spin-polarized 1s2p (top) and 1s3p
(bottom) X-ray-emission spectra of the divalent 3d transi-
tion-metal ions using the ligand-field multiplet calculation.
Plotted are spin-down (—) and spin-up spectra (--*).
(Reprinted with permission from ref 121. Copyright 1997
American Physical Society.)

Figure 32 shows the separation into spin-up and
spin-down using ligand-field multiplet calculations.
The situation does not change significantly if one
includes charge transfer.36%?1 One can immediately
see that the 1s2p X-ray emission spectra only have
a minor separation into spin-up and spin-down. Both
the main peak and the satellite essentially show a
shift between spin-up and spin-down. The situation
is completely different in the case of the 1s3p X-ray
emission spectra. Here a pure spin-down peak is seen
for the satellite, while the main peak is mostly spin-
up. This is particularly clear in the middle of the
series where the exchange interaction is largest. It
is because of this difference between 1s2p and 1s3p
spectra that the 1s3p spectra can ideally be used to
perform spin-selective X-ray absorption experiments
that will be discussed in section VII.

VIl. Selective X-ray Absorption

Selective X-ray absorption is an experiment that
makes use of a particularly chosen X-ray emission

decay channel.*? One could also use a photoemission/
Auger channel, but these experiments will not be
discussed in this paper. The onset of selective X-ray
absorption can be found in the work of Hamalainen
and co-workers, who showed that selective X-ray
absorption effectively removes the lifetime broaden-
ing® and who later showed the possibility of measur-
ing spin-dependent X-ray absorption.®®

In section V, it was pictorially shown that the
lifetime broadening effectively is removed if one
measures selective X-ray absorption at resonance.
Here the discussion on lifetime broadening disap-
pearance will be extended. Figure 33 shows sche-
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Figure 33. Removal of the lifetime broadening. An
electron is excited from the broad 1s core level to the edge
and a 3p electron fills the 1s hole. The detector is set at an
energy equal to the binding energy of the 3p state. In that
case, it does not matter if the top or bottom transitions do
take place (see text).

matically the excitation of a 1s core electron at 3000
eV to the edge. One detects the 3p electrons that
decay to the 1s hole. The lifetime broadening of the
1s level is chosen to be very large, and the 3p level is
chosen to be infinitely sharp. Then by putting the
energy difference between excitation and decay ex-
actly to 1000 eV, one detects only those electrons that
go from the 3p level to the 1s level, following the 1s
to edge excitation. In this process the broadening of
the 1s level does not matter, for example, the two
processes indicated by the arrows both are possible
and are detected at the same energy difference. The
exact description of the removal of the lifetime
broadening is the Kramers—Heisenberg formula as
discussed above. One can rewrite this formula by
assuming that there is no interference, which is
certainly a correct assumption in the case of 1s core
hole intermediate states. This removes the denomi-
nator and gives

@)~ 3 3 (@leri@ (@ ernay) (1)

The summation of the X-ray emission matrix element
yields a constant (Ixes) and can be removed from the
formula. What remains is analogous to the normal
XAFS
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It can be seen that the matrix element concerns the
intermediate-state @y, for example, a 1s state, and
the delta function (that is rewritten to a Lorentzian
broadening) contains the final state and initial state,
without the intermediate state. In other words, the
lifetime broadening of the intermediate state is
completely removed from the equation. In section V
it was shown that in the case of 2p core holes,
interference effects modify this picture a little bit, but
the essential conclusion remains that selective X-ray
absorption can measure X-ray absorption spectra
with a resolution much better than the core hole
lifetime broadening.

It was shown that the combination of X-ray ab-
sorption and X-ray emission gives us (a) lifetime
broadening removed X-ray absorption and (b) spin-,
valence-, and site-selective X-ray absorption.

A. Lifetime Broadening Removed X-ray
Absorption

One can make use of one of these possibilities to
improve upon the normal 2p X-ray absorption experi-
ments. That is, one can remove the 2p lifetime
broadening of ca. 4 eV and replace it by the 3d or 4d
lifetime broadening of less than 0.5 eV. This results
in enormously sharper L,3 edges. Figure 34 shows
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Figure 34. Platinum L3 edge measured with fluorescence
yield XAFS (- - -) and with 2p3,3d detected XAFS (- - -).

the platinum L; edge with fluorescence yield X-ray
absorption (points) and with 2pz,3d-detected X-ray
absorption (dashed), both measured simultaneously
at beamline ID26 at ESRF. Details on the experiment
and the analysis will be published elsewhere. As
expected, the Ls is sharper if the 2p lifetime broaden-
ing is removed. This sharpening makes it possible
to measure the L3 edge with very high resolution,
provided the monochromator resolution is very good.
The high-resolution XANES spectra can be used to
study small variations in the lowest empty states.

B. Valence-, Spin-, and Site-Selective X-ray
Absorption

The central point of selective X-ray absorption is
to make use of a particular fluorescence channel to
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measure the X-ray absorption spectrum. For ex-
ample, by measuring the X-ray absorption spectral
shape at the peak positions of the K313 and the Kg'’
peaks, one can obtain the spin-selective X-ray ab-
sorption spectral shape.*3?! This is important for the
study of magnetic materials. This applies not only
to the XANES region, but just as well to the EXAFS
region, which allows for studies on the local geometry
that are, for example, separated for their spin.119120

1. Valence-Selective X-ray Absorption

As shown in Figure 15, the 1s3p fluorescence
spectral shapes shift to higher energy with increasing
valence. One can tune the energy of the fluorescence
detector to the peak position of one valence and vary
the energy of the incoming X-ray, thereby measuring
the X-ray absorption spectrum of that particular
valence. This can be repeated for the other valence.
Consequently, one obtains separate X-ray absorption
spectra for the various valences present, in other
words valence-selective X-ray absorption.5®

Recently, valence-selective X-ray absorption has
been applied to Fe''';(Fe''(CN)g)s (Prussian Blue).
Prussian Blue can be considered the prototype of
mixed-valence compounds. It contains two kinds of
iron in different oxidation and spin states. The
ferrous ion presents a coordination shell constituted
by six carbons at 1.92 A and is surrounded by six
nitrogens at 3.04 A and six ferric ions at 5.08 A. The
formal oxidation number is 11, and the strong crystal
field exhibited by the carbon atoms yields a low-spin
ground-state configuration. The ferric ion Fe''' has a
high-spin configuration. The bulk ratio Fe'"! to Fe'!
is 4:3. Glatzel and co-workers®* showed that the 1s3p
X-ray emission spectrum of Prussian Blue can be
simulated by a 4:3 ratio of the spectra of Fe,O3; and
K4Fe(CN)g. Using these two systems as a reference
for the Fe'"' and Fe'' spectra, valence-selective X-ray
absorption spectra were measured by tuning the
crystal analyzer to fluorescence energies that mainly
detect contributions from the element in one specific
site while the energy of the incident X-ray beam is
scanned through the iron K-edge region, including
the EXAFS. EXAFS analysis shows good agreement
of the Fe'"" and Fe'' sites with X-ray diffraction data.>*

2. Spin-Selective X-ray Absorption

Figure 32 in section V.E explained the measure-
ment of spin-polarized X-ray emission spectra. Tun-
ing the detector to a photon energy related to either
spin-up or spin-down while scanning through an
absorption edge, the spin-polarized X-ray absorption
spectrum is measured. From Figure 32b, it is evident
that Mn'" is the ideal case to carry out spin-selective
X-ray absorption. It turns out that the critical
parameter is the number of unpaired 3d electrons.
The strong 3p3d exchange interaction will create
large splittings that reach a maximum for high-spin
3d°. The spin-selective X-ray absorption spectrum can
be measured for all systems that carry a local
moment on a transition-metal ion. This includes
ferromagnets, antiferromagnets, and paramagnetic
systems.

Spin-selective X-ray absorption was measured for
the first time by Hamalainen and co-workers.®® By



AB Chemical Reviews

detecting the main peak and the satellite of the 1s3p
X-ray emission spectrum of the antiferromagnet
MnF,, they could measure separate X-ray absorption
spectra for spin-up and spin-down. It is interesting
to compare the spin-selective X-ray absorption spec-
trum with the MCD spectrum of ferromagnets. For
ferromagnets, the spin-selective X-ray absorption
spectrum identifies with the spin-polarized density
of states. As discussed in section IV.A (eq 20), K-edge
MCD measures the spin-polarized density of states
times the Fano factor. By measuring both the MCD
and the spin-selective X-ray absorption spectra of the
same system, one is able to determine directly the
magnitude of the Fano factor, including its potential
energy dependence. Measurements on a ferromag-
netic MnP sample did show a large energy depen-
dence of the Fano factor, reaching —4% at the edge
and decreasing to a much smaller value above the
edge 4344

The measurement of spin-selective X-ray absorp-
tion is easiest for 3d® systems. This, however, does
not imply that spin-selective X-ray absorption is
impossible for systems that have only one or two
unpaired electrons. Recently, Wang and co-workers'?
measured the spin-selective X-ray absorption spec-
trum of the high-spin Ni"' system (PPh,),Ni(SePh),.
Using the spin-polarized signal of the 1s2p X-ray
emission main peak (cf. Figure 32a), the spin-selec-
tive X-ray absorption spectrum was measured.

3. Site-Selective X-ray Absorption

A final possibility is site-selective X-ray absorption.
This possibility arises from the oxygen to metal
crossover decay channel, i.e., the K3 peak in Figure
16. Because the oxygen 2s peak is present only for
the metal atoms that are neighbors to the oxygen,
one can measure the X-ray absorption spectra of only
those metal atoms. It is important to note that the
X-ray absorption (including EXAFS) analysis is es-
sentially the same as for normal X-ray absorption and
all atoms surrounding the excited atom do contribute
to the electron scattering. Only the X-ray excitation
and decay process is specific for one type of neighbor,
while the electron scattering determining the X-ray
absorption spectral shape is not. Site-selective X-ray
absorption opens a large range of new series of
experiments, but the intrinsic low intensity will make
it very hard experiments too.

It can be concluded that selective X-ray absorption
provides a new useful tool for the study of systems
that contain an element in two distinct situations.
This adds an extra advantage to the element selec-
tivity of normal X-ray absorption. Because only hard
X-rays are involved, further applications are envis-
aged in in situ characterization in fields such as
electrochemistry, heterogeneous catalysis, high-pres-
sure studies, etc.

VIll. Conclusions and Outlook

In this paper a review of high-resolution X-ray
emission and X-ray absorption experiments has
been given. The emphasis has been on the funda-
mental aspects of the interpretation and, in addition,

on recent advances in this field. The enormous
amount of (high-resolution) X-ray emission literature
from nonsynchrotron sources has been largely ne-
glected.

In conclusion, it can be remarked that at present
there is a situation in which X-ray absorption spectra
are analyzed either with density functional theory
for the 1s core levels or multiplet theory for all other
edges. X-ray emission always involves a core level
that necessitates multiplet analysis of the spectral
shape. The field of high-resolution X-ray emission is
still in a stage of large experimental progress, and
more and higher resolution spectra are expected
soon. This will in turn cause the theoretical inter-
pretations to become more refined. Some examples
of this development are the detection of spin-flip
transitions and the realization that Coster—Kronig
channels are important for a good description. A
picture of X-ray emission will never be complete
without the equivalent understanding of the nonra-
diative decay channels, i.e., resonant photoemission
and Auger.

Because high-resolution X-ray emission is a rela-
tively new technique at synchrotron radiation sources,
a large part of the experiments carried out today and
in the past can be envisioned as prototype experi-
ments. As such, they often belong to the realm of
physics. However, a number of dedicated hard X-ray
emission beamlines are projected and/or build at least
at the APS, ESRF, and HASYLAB. New soft X-ray
emission (resonant inelastic X-ray scattering) beam-
lines are present at, for example, ALS, MAXLAB, and
ELETTRA. These beamlines will make techniques
such as RIXS and selective X-ray absorption more
accessible to nonexperts, and it is expected that this
will largely extend the scope of experiments to be
performed. It is hoped that this review serves as a
good starting point for the planning of these experi-
ments in fields such as (bio)catalysis, coordination
chemistry, electrochemistry, magnetic devices, sur-
face science, etc.
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