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FINITE FREE RESOLUTIONS

JÜRGEN HERZOG

INTRODUCTION

With these lectures we aim to give a survey on the theory of finite free resolutions. We
will treat the Buchsbaum-Eisenbud acyclicity criterion, discuss upper and lower bounds
for Betti-numbers, including the Evans-Griffith syzygy theorem, and compare the graded
Betti-numbers of an ideal and with those of its generic initial ideal.

1. LECTURE: BASIC CONCEPTS; ACYCLICITY CRITERIA

Throughout these lectures(R,m,k) denotes either a Noetherian local ring or a standard
gradedk-algebra with graded maximal idealm. All modules considered in these lectures
will be finitely generated, and will be graded ifR is graded.

Let M be anR-module,m1, . . . ,mr a minimal system of (homogeneous) generators of
M. Let F0 be a freeR-module with basise1, . . . ,er , and letε : F0 → M be surjective
R-module homomorphismus defined byε(ei) = mi for i = 1, . . . , r. Nakayama’s lemma
implies thatKer(ε)⊂mF0. SinceR is Noetherian,Ker(ε) is finitely generated, and there
is again a freeR-moduleF1 and an epimorphismF1 → Ker(ε), whose kernel is a sub-
module ofmF1. ComposingF1 → Ker(ε) with the inclusion mapKer(ε) ⊂ F0, we get a
homomorphismϕ1 : F1→ F0 such that

F1
ϕ1−−−→ F0 −−−→ M −−−→ 0

is exact andIm(ϕ1)⊂mFo. Proceeding this way one constructs an exact sequence

· · · −−−→ Fp
ϕp−−−→ ·· · −−−→ F2

ϕ2−−−→ F1
ϕ1−−−→ F0

ε−−−→ M −−−→ 0

Definition 1.1. Let M be anR-module. A complex

F : · · · −−−→ Fp
ϕp−−−→ ·· · −−−→ F2

ϕ2−−−→ F1
ϕ1−−−→ F0 −−−→ 0

of finitely generated freeR-modules is called aminimal freeR-resolution ofM, if
(i) ϕ(F)⊂mF;
(ii) H0(F)∼= M andHi(F) = 0 for i > 0.

A minimal free resolution always exist as we have just seen. It is called minimal since
for eachi the basis elements ofFi are mapped to a minimal set of generators ofKerϕi−1.

Any two minimal free resolutions ofM are isomorphic, that is, ifF andG are minimal
free resolutions ofM, then there is an isomorphism of complexesF∼=G.

If (F,ϕ) is a minimal free resolution ofM, then

syzi(M) = Im(ϕi)

is called theith syzygy module ofM.
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In the graded case, by choosing in each step of the construction of the minimal free
resolution a minimal system ofhomogeneousgenerators ofKerϕi , one obtains a graded
minimal free resolutions, that is, a minimal free resolutionF such that

(iii) Fi =
⊕

j R(− j)βi j for all i;
(iv) ϕi : Fi → Fi−1 is homogeneous of degree0.

Definition 1.2. Let F be a minimal free resolution ofM. Thenβi = rankFi is called the
ith Betti-number ofM.

Remark 1.3. (a) In the graded case,βi = ∑ j βi j for all i. The numbersβi j are called the
gradedBetti-numbers ofM;

(b) LetF be a minimal free resolution ofM. Since

TorRi (M,k) = Hi(F⊗k) = Fi⊗k = Fi/mFi ,

it follows thatβi = dimk Tori(M,k).
In the graded case,TorRi (M,k) is a gradedk-vector space, andβi j = dimk TorRi (M,k) j .

Let F be the minimal free resolution ofM. We say thatM has afinite free resolution, if
there exists an integeri such thatFi = 0.

Note thatM has finite free resolution if one of the equivalent conditions are satisfied:
there exists an integeri such that

(a) Fj = 0 for all j ≥ i;
(b) Tori(M,k) = 0;
(c) Tor j(M,k) = 0 for all j ≥ i.

Suppose thatM has a finite free resolution. The maximal numberi with Tori(M,k) 6= 0
is called theprojective dimension ofM, and denotedprojdimM.

If R is regular, thenall modules have a finite free resolution. Indeed, letx = x1, . . . ,xn
be a regular system of parameters ofR. In the graded case,R is the polynomial ring, and
for x we may choose the variables.

Let K be the Koszul complex attached tox. ThenK is exact, sincex is a regular
sequence. ThusK is a minimal free resolution ofk, and hence

Tori(M,k) = Hi(M⊗K) for all i.

SinceKn+1 = 0, we see thatTorn+1(M,k) = 0. Hence we conclude that

projdimM ≤ n = dimR

for all R-modulesM.
In these lectures we are mostly interested in finite free resolutions. The following

natural question arises:
What can be said about the Betti-numbers?

To be more specific we ask:
(1) What can be said about the projective dimension?
(2) Given a finite complex of freeR-modules. When is it exact?
(3) Fix certain data like the projective dimension or, in the graded case, the Hilbert-

function. Are there lower or upper bounds for the Betti-numbers for such mod-
ules?
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(4) SupposeR is a polynomial ring andI ⊂ R is a graded ideal. Given a term order.
How are the Betti numbers ofI and its initial idealin(I) related to each other?

(5) What can be said about the graded Betti-numbers of a monomial ideal? In the
context of (4) this question is of interest.

The answer to question (1) is classical

Theorem 1.4(Auslander-Buchsbaum). SupposeM has a finite free resolution. Then

projdimM +depthM = depthR.

In particular, projdimM ≤ depthR.

Proof. We proceed by induction onc := depthR−depthM. Supposec≤ 0 and lett =
depthR. Then there exists a sequencex = x1, . . . ,xt which is regular onR andM.

Suppose thatprojdimM = p > 0, and letF be the minimal free resolution ofM. Then
F̄ = F/(x)F is a minimal free resolution ofM/(x)M, and henceϕ̄p : F̄p → F̄p−1 is in-
jective. However, sincedepthF̄p = 0, there existsa ∈ F̄p, a 6= 0 with ma = 0. Since
ϕ̄p(F̄p)⊂mF̄p−1, it follows thatϕ̄p(a) = 0, contradiction.

Suppose now thatc > 0. Thendepthsyz1(M) = depthM +1, so that

depthR−depthsyz1(M) = c−1.

By induction hypothesis, we haveprojdimsyz1(M)+ depthsyz1(M) = depthR. Hence,
sinceprojdimM = projdimsyz1(M)−1, the assertion follows.

¤
Now we will deal with the second question. SupposeF is a finite complex of freeR-

modules, and suppose we want to prove it is acyclic, i.e.Hi(F) = 0 for i > 0. Assuming
it is not acyclic, we could localize at a suitable prime idealP such that after localization,
Hi(F) is finite length module for alli > 0. In this situation we can apply

Theorem 1.5(Lemme d’acyclicit́e, Peskine-Szpiro [28]). Let

F : 0 −−−→ Fp
ϕp−−−→ Fp−1

ϕp−1−−−→ ·· · −−−→ F1
ϕ1−−−→ F0 −−−→ 0

be finite complex of freeR-modules withp≤ depthR, and suppose thatdepthHi(F) = 0
for all i > 0. ThenF is acyclic.

Proof. We may assume thatp > 0, and prove by induction oni thatHp−i(F) = 0.
For i = 0, Hp(F) is submodule ofFp of depth 0. SincedepthFp > 0, this submodule

must be zero.
Now giveni with 0< i < p. By induction hypothesis we have thatHp(F) = Hp−1(F) =

Hp−i+1(F) = 0. Hence

0→ Fp−→ Fp−1−→ ·· · −→ Fp−i+1−→ Im(ϕp−i+1)−→ 0

is exact. It follows thatdepthIm(ϕp−i+1) = depthR− (i−1)≥ p− i +1 > 1.
Suppose thatHp−i(F) 6= 0. ThendepthHp−i(F) = 0, and sincedepthKer(ϕp−i) > 0,

the exact sequence

0−→ Im(ϕp−i+1)−→ Ker(ϕp−i)−→ Hp−i(F)−→ 0

implies thatdepthIm(ϕp−i+1) = 1, a contradiction. ¤
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In the proof of Theorem1.5 it was not important that the modulesFi are free, and one
could have replaced them by any other modules satisfyingdepthFi ≥ i, and would have
obtained the same conclusion.

Let Q be the ring of fractions ofR. An R-moduleM hasrank r if M⊗Q is free of rank
r. It is easy to see thatM has rankr, if and only if Mp is free of rankr for all p ∈ Ass(R).

The rank is additive on short exact sequences: suppose0→U → M → N → 0 is an
exact sequence ofR-modules. If two of the modulesU , M or N have a rank, then the third
does, andrankM = rankU + rankN.

The additivity of rank implies

Proposition 1.6. SupposeM has a finite free resolutionF. Then

rankM = ∑
i
(−1)iβi .

Corollary 1.7. Let I 6= 0 be an ideal with finite free resolution. ThenI contains a non-
zerodivisor.

Proof. By Proposition1.6, I has a rank, andrankI + rankR/I = rankR= 1. SinceI 6= 0
andI ⊗Q→ R⊗Q = Q is injective, it follows thatrankI = 1. ThereforerankR/I = 0,
and soR/I is annihilated by a non-zerodivisor. ¤

Let ϕ : M → N be anR-module homomorphism. We say thatϕ has rankr, if Imϕ has
rankr.

An R-module homomorphismϕ : F →G of finite freeR-modules is given by a matrix
A with respect to bases ofF andG. We denote byIt(ϕ) the ideal generated by allt-
minors ofϕ, and setI(ϕ) = Ir(ϕ), if r is the rank ofϕ. We also setIt(ϕ) = R if t ≤ 0 and
It(ϕ) = 0 if t > min{rankF, rankG}. The definitions do not depend on the chosen bases
of F andG.

For the next theorem we shall need the following facts:

Proposition 1.8. Letϕ : F →G be homomorphism of finite freeR-modules, andp a prime
ideal. Then

(a) It(ϕ) 6⊂ p⇐⇒ (Imϕ)p contains a free direct summand ofGp of
rankt;

(b) It(ϕ) 6⊂ p andIt+1(ϕ)p = 0⇐⇒ (Imϕ)p is a free direct summand ofGp of
rankt;

(c) rankϕ = r ⇐⇒ gradeIr(ϕ)≥ 1 andIr+1(ϕ) = 0.

Theorem 1.9(Buchsbaum-Eisenbud [13]). Let

F : 0 −−−→ Fp
ϕp−−−→ Fp−1

ϕp−1−−−→ ·· · −−−→ F1
ϕ1−−−→ F0 −−−→ 0

be a finite complex of freeR-modules, and letr i = ∑ j≥i(−1) j−i rankFj . Then the following
conditions are equivalent:

(a) F is acyclic;
(b) gradeIr i(ϕi)≥ i for i = 1, . . . , p;
(c) (i) rankFi = rankϕi + rankϕi+1 for i = 1, . . . p;

(ii) gradeI(ϕi)≥ i for i = 1, . . . , p.
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Proof. (a)⇒ (b): The acyclicity ofF and the additivity of rank imply thatr i = rankϕi .
Therefore, Proposition1.8 implies thatgradeIr i(ϕi) ≥ 1 for i = 1, . . . , p. Hence there
exists a non-zerodivisorx which is contained in all the idealsIr i(ϕi). If x is a unit, then
Ir i(ϕi) = R for all i and we are done. Otherwisex ∈ m, andx is non-zerodivisor on all
Fi and onIm(ϕ1). Let ¯ denote residue classes modulox. Then0→ F̄p → F̄p−1 →
. . .→ F̄2 → F̄1 → 0 is acyclic. By induction we havegradeIr i(ϕ̄i) ≥ i−1. Hence, since
Ir i(ϕi )̄ = Ir i(ϕ̄i), we conclude thatgradeIr i(ϕi)≥ i for i = 2, . . . , p.

(b)⇒ (a): By induction onp, may assume that0→ Fp→ ··· → F1→ 0 is acyclic, and
have to show thatH1(F) = 0.

Set Mi = Coker(ϕi+1) for i = 1, . . . , p. We first show by descending induction that
depth(Mi)p ≥min{i,depthRp} for all p ∈ SpecRandi = 1, . . . , p.

The assertion is trivial fori = p, sinceMp = Fp. Now let i < p and consider the exact
sequence0→Mi+1→ Fi →Mi → 0.

If depthRp ≥ i + 1, then our induction hypothesis implies thatdepth(Mi+1)p ≥ i + 1,
and hencedepth(Mi)p ≥ i.

If depthRp ≤ i, then (b) implies thatIr i+1(ϕi+1) 6⊂ p, and sincerankMi+1 = r i+1 we
haveIt(ϕi+1) = 0 for t > r i+1. Thus Proposition1.8 implies that(Mi)p is free, and hence
depth(Mi)p = depthRp.

Now assume thatH1(F) 6= 0, and letp∈AssH1(F). If depthRp≥ 1, thendepth(M1)p≥
1, and hencedepthH1(F)p ≥ 1, sinceH1(F) = Ker(M1→ F0). This is a contradiction.

On the other hand, ifdepthRp = 0, thenIr1(ϕ1) 6⊂ p and

U := Im((ϕ1)p) = Im((M1)p → (F0)p)

contains a free direct summand of(F0)p of rank r1, see1.8. However since(M1)p is
a free module ofrankr1, the surjective map(M1)p → U must be an isomorphism, i.e.
H1(F)p = 0. This is again a contradiction.

(a), (b)⇒ (c): SinceF is acyclic, the sequences0→ Imϕi+1 → Fi → Imϕi → 0 are
exact. Thus the additivity of rank implies condition (c)(i).

As noticed in (a)⇒ (b), we haver i = rankϕi for i = 1, . . . , p. Hence (b) implies (c)(ii).
(c)⇒ (b): It follows from (c)(i) thatr i = rankϕi . Hence (ii) implies (b). ¤
As an application we prove

Theorem 1.10(Hilbert-Burch). Let I be an ideal with free resolution

0 −−−→ Rn ϕ−−−→ Rn+1 −−−→ I −−−→ 0.

Then there existsa∈Rsuch thatI = aIn(ϕ). Moreover, ifgradeI ≥ 2, thenI = In(ϕ) and
gradeI = 2.

Proof. Let ϕ be given by the(n+1)×n matrix A with respect to the canonical bases of
Rn andRn+1, and letπ : Rn+1 → R the homomorphism which sends the canonical basis
elementei to (−1)iδi , whereδi denotes the minor ofA with the ith row deleted. LetB be
the(n+1)× (n+1)-matrix which is obtained fromA by adding thej the column ofA to
A as an(n+1)th column. ThenB has two equal columns, and hencedetB= 0. Expanding
detB with respect to the(n+1)th column we therefore get

0 = ∑
i

ai j (−1) jδi .

5



This shows that

0 −−−→ Rn ϕ−−−→ Rn+1 π−−−→ R −−−→ 0(1)

is a complex.
Since we assume that0→ Rn → Rn+1 → I → 0 is exact, Theorem1.9 implies that

gradeIn(ϕ) ≥ 2. Therefore, sinceI1(π) = In(ϕ), it follows from Theorem1.9 that com-
plex (1) is exact. HenceIn(ϕ) ∼= Cokerϕ ∼= I . Composing this isomorphism with the in-
clusion mapI ⊂ R we obtain a monomorphismIn(ϕ)→ R. However sincegradeIn(ϕ)≥
2, we haveHomR(In(ϕ),R) = R. Thus the monomorphismIn(ϕ)→ R is multiplication
by an elementa∈ R. It follows thatI = aIn(ϕ). By Corollary1.7 the elementa must be
a non-zerodivisor.

Suppose now thatgradeI ≥ 2. Then, sinceI = aIn(ϕ) ⊂ (a), it follows thata is unit,
andI = In(ϕ). Finally, sincegradeI ≤ projdimR/I = 2, we getgradeI = 2. ¤

2. SECOND LECTURE: LOWER BOUNDS

In our discussion on the question which are the possible Betti-numbers of a module of
finite projective dimension, we will concentrate in this section on lower bounds.

The following simple result gives us a hint what kind of bounds could be expected.

Proposition 2.1. SupposeR is regular, and letI ⊂ R be a radical ideal of gradeg. Then
βi(R/I)≥ (g

i

)
.

Proof. Let p be a minimal prime ideal ofI . ThenRp is a regular local ring of dimension
≥ g with maximal idealpRp. SinceI is a radical ideal it follows thatIRp = pRp.

Let F be a minimal free resolution ofR/I . Since localization is an exact functor,Fp is
a resolution of(R/I)p. This resolution may not be minimal. Nevertheless we conclude
thatβi(R/I)≥ βi(Rp/pRp)≥

(g
i

)
. The last inequality follows sincepRp is generated by a

regular sequence of length≥ g. ¤
Corollary 2.2. LetRbe the polynomial ring andI ⊂Ra monomial ideal of gradeg. Then
βi(R/I)≥ (g

i

)
.

Proof. Let u1, . . . ,um be the minimal set of monomial generators ofI , sayui = ∏n
j x

ai j
j ,

and letSbe the polynomial ring in the new set of variablesxi j .
The monomialvi = ∏n

j=1∏
ai j
k=1x jk is called the polarization ofui , and the idealI p =

(v1, . . .vm)⊂ S the polarization ofI .
It is a basic fact [12, Lemma 4.2.16] that the sequence of linear formsx j1− x jk with

j = 1, . . . ,n andk = 2,3, . . . form a regular sequence` onS/I p, and that(S/I p)/`(S/I p)∼=
R/I . In particular,βi(R/I) = βi(S/I p). SincegradeI = gradeI p, and sinceI p is a radical
ideal, the conclusion follows. ¤

These results indicate that the following may be true

Conjecture 2.3. Let M be anR-module of gradeg with finite free resolution. Then
βi(M)≥ (g

i

)
.

In caseR is regular andM is a module of finite length, this conjecture is known as the
Buchsbaum-Eisenbud and Horrocks conjecture.
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The conjecture is widely open. There are few cases in which the conjectured lower
bound for the Betti numbers is known:

(a) (Buchsbaum-Eisenbud, [14]) R is regular,M = R/I has finite length, and the free
resolutionF of R/I has an algebra structure;

(b) (Huneke-Ulrich, [25]) R is regular,M = R/I , and I is in the linkage class of a
complete intersection;

(c) (Herzog-Hibi-Kühl, [22] and [21]) R is regular andM is componentwise linear.
The argument of Buchsbaum-Eisenbud is as follows: choose a regular sequencex =

x1, . . . ,xn with all xi ∈ I . We may assume thatn > 1. Let K be the Koszul complex of
x with K1 =

⊕n
i Rei and∂ (ei) = xi . Then the inclusion(x) ⊂ I can be lifted to a linear

map α1 : K1 → F1 such thatϕ1(α1(ei)) = xi for all i. Now for each integerk ≥ 1 let
αk : Kk → Fk be defined by

α j(ei1∧ . . .∧eik) = α1(ei1) · . . . ·α1(eik).
Thenα : K→ F is an algebra and complex homomorphism, whose kernel is a graded
ideala in K.

Supposea 6= 0. Let a∈ a be a non-zero element of degreej. Then there existb∈ Kn− j
with b∧ a 6= 0. Sinceb∧ a ∈ a it follows that an 6= 0. We identify Kn with R. Then
the image ofαn is a cyclic submodule ofFn which is isomorphic toR/an. SinceR is a
domain the annihilator of a non-zero submoduleFn is zero. It follows thatR/an = 0, so
that αn = 0. The canonical epimorphismR/(x) → R/I with kernel, sayC, induces the
exact sequence

Extn−1
R (C,R) −−−→ ExtnR(R/I ,R)

ψ−−−→ ExtnR(R/(x),R).

Here the homomorphismψ is induced byαn, and hence is the zero map, andExtn−1(C,R)=
0, sinceC is of dimension zero. It follows thatExtn(R/I ,R) = 0, a contradiction.

Thus we conclude thata = 0. Thereforeα is injective, and it follows that

βi(R/I) = rankFi ≥ rankKi =
(

n
i

)
for all i.

Unfortunately, not all finite minimal free resolutions admit an algebra structure. In [4]
Avramov discovered obstructions to the existence of such structures, and later Srinivasan
[31] showed that despite the vanishing of the obstructions defined by Avramov, a finite
minimal free resolution still may not admit an algebra structure.

Discussion of(c): In [21] componentwise linear modules are introduced: a gradedR-
module is calledcomponentwise linearif for all j the submoduleM〈 j〉 generated by the
jth componentM j of M has a linear resolution.

By assumption,R = k[x1, . . . ,xn] is the polynomial ring. We may assume thatk is
infinite. Then for a generic choice of linear formsy1, . . . ,yn one has fori = 1, . . . ,n that

Ai = Ker(M/(y1, . . . ,yi−1)M
yi−−−→ M/(y1, . . . ,yi−1)M)

is a module of finite length. We set

αi = `(Ai),

and callα1, . . . ,αn thegeneric annihilation numbers ofM.
7



It will be shown in the next section (see Corollary3.2and Theorem3.5) that

βi ≤
n−i+1

∑
j=1

(
n− j
i−1

)
α j ,

with equality if and only ifM is componentwise linear.

For the proof of (c) we need the following

Lemma 2.4.With the notation and assumptions introduced suppose thatdepthM = t, and
let α1, . . . ,αn be the generic annihilation numbers ofM. Thenαi = 0 for i ≤ t, andαi 6= 0
for i > t.

Proof. SupposedepthM > 0. Then a generic linear formy is a non-zerodivisor. This
shows thatαi = 0 for i ≤ t.

In order to prove thatαi 6= 0 for i > t, it suffices to show: ifdepthM = 0, andy is a
generic linear form, then (i)(0 :M y) 6= 0, and (ii)depthM/yM = 0.

Statement (i) is obvious. For the proof of (ii) we consider for alli the map

yi−1M/yiM → yiM/yi+1M

induced by multiplication byy.
Let Ci be the kernel of this map, and letc+yiM ∈Ci . Thenc = yi−1a with a∈M and

there existsb∈ M such thatyc= yia = yi+1b. Hencey(c− yib) = 0, and somnc∈ yiM
for somen, sincey is a generic linear form. This shows thatCi is a finite length module
for all i.

Suppose now thatdepthM/yM > 0. We show by induction oni, thatyi−1M/yiM →
yiM/yi+1M is an isomorphism. In fact, for eachi we have the exact sequence

0−→Ci −→ yi−1M/yiM −→ yiM/yi+1M −→ 0.

For i = 1, depthM/yM > 0 and`C1 < ∞. This implies thatC1 = 0. ThereforeM/yM→
yM/y2M is an isomorphism.

Now let i > 0. By induction we may assume thaty j−1M/y jM ∼= y jM/y j+1M for all
j < i. In particular, it follows thatM/yM ∼= yi−1M/yiM, so thatdepthyi−1M/yiM >
0. However sincè Ci < ∞, the above exact sequence shows again thatCi = 0 and that
yi−1M/yiM → yiM/yi+1M is an isomorphism.

On the other hand, sincedepthM = 0, there existsc∈M, c 6= 0, such thatyc= 0. Let i
be such thatc∈ yi−1M\yiM. Thenc+yiM 6= 0 buty(c+yiM) = 0. This is a contradiction
sinceCi = 0. ¤

Now statement (c) will be a consequence of the following stronger result.

Theorem 2.5. Let R be the polynomial ring, andM a componentwise linearR-module
with projdimM = p. Thenβi(M)≥ (p

i

)
.

Proof. Let t = depthM. Thent = n− p, by the Auslander-Buchsbaum formula. There-
fore, αi > 0 for i = n− p+ 1, . . . ,n, by Lemma2.4. Thus, sinceM is componentwise
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linear,

βi(M) =
n−i+1

∑
j=n−p+1

(
n− j
i−1

)
α j ≥

n−i+1

∑
j=n−p+1

(
n− j
i−1

)

=
p−1

∑
j=i−1

(
j

i−1

)
=

(
p
i

)
.

¤

In view of this result one may hope that for anyR-moduleM of projective dimensionp
one hasβi(M) ≥ (p

i

)
. However by a theorem of Bruns [10, Satz 3], ifN is anith syzygy

module of a module of finite projective dimension, thenN is also theith syzygy module
of an ideal generated by 3 elements. In particular, ifN is the second syzygy module of
a module of projective dimensionp, then there exists an idealI generated by 3 elements
whose second syzygy module isN, one hasβ2(R/I) = 3 <

(p
2

)
, if p > 3.

The following concrete very simple example was communicated to us by Conca: let
I = (−x1x2 +x3x4,x2

2,x
2
3)⊂ R= k[x1,x2,x3,x4]. ThenR/I has the resolution

0−→ R−→ R4−→ R5−→ R3−→ R−→ R/I −→ 0.

The theorem of Bruns also tells us that the resolution of an ideal generated by 3 ele-
ments can have arbitrary high projective dimension. On the other hand, it is conjectured
by Stillman that if we fix a sequence of numbersd1, . . . ,dr , then there is a numberp such
that any ideal in a polynomial (over a fieldK) which is generated by forms of degree
d1, . . . ,dr has projective dimension≤ p. This conjecture is known to be true only in a few
special cases.

For monomial ideals the strong lower bound for the Betti-numbers holds. More generally
one has the following result ([9, Theorem 1.1])

Theorem 2.6(Brun, R̈omer). Let M be aZn-graded module withprojdimM = p. Then
βi(M)≥ (p

i

)
.

There is a strengthening of Conjecture2.3 in a different direction

Conjecture 2.7. LetM be anR-module of gradeg with finite projective dimension. Then
ranksyzi(M)≥ (g−1

i−1

)
.

Of course the additivity of rank yields that Conjecture2.7 implies Conjecture2.3.
The best known general result concerning lower bounds for the syzygy modules is the

famous

Theorem 2.8 (Evans-Griffith [19]). Suppose thatR contains a field. LetM be anR-
module withprojdimM = p. Thenranksyzi(M)≥ i for i = 1, . . . , p−1.

Of course we must excludei = p in the statement of the theorem, since for example the
pth syzygy module of a regular sequence of lengthp is only of rank 1.

Since the rank is additive we immediately obtain
9



Corollary 2.9. With the assumptions of2.8one has

βi(M)≥




2i +1, for i = 0, . . . , p−,
p, for i = p−1,
1, for i = p.

For the proof of Theorem2.8we follow the presentation given in [12] and in the paper
[11] of Bruns. This requires some preparations: letM be anR-module, andx∈M. Then

O(x) = {ϕ(x) : ϕ ∈ HomR(M,R)},
is an ideal, the so-calledorder ideal ofx.

Suppose for example thatM = F is free with basise1, . . . ,en, and thatx ∈ F . Then
x= ∑i=1aiei for someai ∈R. Since the linear formsϕi : F →Rwith ϕi(ej) = δi j generate
HomR(F,R), and sinceϕi(x) = ai for i = 1, . . . ,n, it follows that in this case

O(x) = (a1, . . . ,an).

We have

Lemma 2.10. Let M be anR-module,x∈M andp ∈ Spec(R). Thenx∈M generates a
free direct summand ofMp if and only ifO(x) 6⊂ p.

Proof. The order idealO(x) localizes sinceHomR(M,R)p is naturally isomorphic to
HomRp(Mp,Rp). Thus we assume thatp = m, and henceO(x) 6⊂m if and only ifO(x) = R.
This is equivalent to say that there existsϕ : M → R with ϕ(x) = 1.

SupposeM = Rx⊕N, then the projection to the first summand composed with the
isomorphismRx→ R, x 7→ 1, yieldsϕ : M → R with ϕ(x) = 1. Conversely, given suchϕ
we haveM = Rx⊕Kerϕ. ¤

The next result is one important step in the proof of Theorem2.8

Theorem 2.11.SupposeR contains a field. Let

F : 0 −−−→ Fp
ϕp−−−→ Fp−1 −−−→ ·· · −−−→ F1

ϕ1−−−→ F0 −−−→ 0

be a complex of finitely freeR-modules such thatIm(ϕi) ⊂ mFi−1 for all i. Let t ≥ 0 be
an integer and setr i = ∑p

j=i(−1) j−i rankFj . Suppose thatcodimIr i(ϕi) ≥ i + t for all i.
Then, for j = 1, . . . , p and everye∈ Fj \mFj , one hascodimO(ϕ j(e))≥ j + t.

Proof. Let J = O(ϕ j(e)). We may assume thatJ ⊂ m. We setR̄= R/J andF̄ = F⊗ R̄.
Thenϕ̄ j(ē) = 0, andIr i(ϕ̄i) = (Ir i(ϕi)+J)/J.

Assume thatcodimJ≤ j + t−1. Then we obtain

dim(R̄/Ir i(ϕ̄i))≤ dim(R/Ir i(ϕi))≤ dimR− i− t ≤ dimR̄− i + j−1,

which implies thatcodimIr i(ϕ̄i)≥ i− j +1 for all i ≥ j.
Let

G : 0 −−−→ Gp− j+1
ψp− j+1−−−−→ Gp− j −−−→ ·· · −−−→ G1

ψ1−−−→ G0 −−−→ 0,

with Gi = F̄i+ j−1 and ψi = ϕ̄i+ j−1. ThenG is a complex withcodimIr i(ψi) ≥ i for
i = 1, . . . p− j + 1. If we would havegradeIr i(ψi) ≥ i for all i, then the Eisenbud-
Buchsbaum acyclicity criterion would imply thatG is acyclic. In order to remedy this
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defect, we choose a balanced big Cohen-Macaulay module forR̄ and consider the com-
plex G⊗M. This is precisely the step in the proof where we need thatR̄ contains a
field, because in this case it is known that there exists a balanced big Cohen-Macaulay
R̄-module, that is, a Cohen-MacaulaȳR-module (not necessarily finitely generated) such
that every system of parameters ofR̄ is anM-regular sequence, see [12, Corollary 8.5.3].
It follows that grade(Ir i(ψi),M) ≥ i for all i. An obvious modification of the Eisenbud-
Buchsbaum acyclicity criterion then implies thatG⊗M is acyclic.

Sinceψ1(ē) = 0, it follows that(ψ1⊗M)(ē⊗M) = 0. However, sinceG⊗M is acyclic
it follows thatKer(ψ1⊗M) = Im(ψ2⊗M). Thereforēe⊗M⊂ Im(ψ2⊗M)⊂m(G1⊗M).

On the other hand, sincēe 6∈mG1, it follows that the image of̄e⊗M under the canonical
epimorphismG1⊗M → (G1⊗M)/m(G1⊗M) = G1/mG1⊗M/mM is isomorphic to
M/mM 6= 0. This implies that̄e⊗M 6⊂mG1⊗M, a contradiction. ¤

For the inductive proof of the Evans-Griffith theorem we need the following technical

Lemma 2.12. Let M be anR-module. Then there exists a freeR-moduleF and a homo-
morphismϕ : M→ F with the following property: Ifp is a prime ideal andN⊂Mp is free
directRp-summand, thenϕp(N) is a free direct summand ofFp with rankϕp(N) = rankN.

Proof. Denote byW∗, theR-dual of anR-modulesW. We choose aG a freeR-module
and an epimorphismπ : G→M∗, and leth: M →M∗∗ be the canonical homomorphism.
ThenF = G∗ andϕ = π∗ ◦h have the desired property. Indeed, sinceR is Noetherian and
all modules are finitely generated, the construction ofF andϕ localize. Thus we may
assume thatR= Rp. SinceN is a free direct summand ofM, there existg1, . . . ,gr ∈N and
α1, . . . ,αr ∈ M∗ such thatαi(g j) = δi j . Chooseβi ∈ G with π(βi) = αi for i = 1, . . . , r.
Then

ϕ(gi)(β j) = h(gi)(π(β j)) = h(gi)(α j) = α j(gi) = δi j .

This proves thatϕ(N) is a free direct summand ofF with rankN = rankϕ(N). ¤
Proof of Theorem2.8. We prove more generally the following statement(∗): let

F : 0 −−−→ Fp
ϕp−−−→ Fp−1 −−−→ ·· · ϕ2−−−→ F1

ϕ1−−−→ F0 −−−→ 0

be a complex of finitely generated freeR-modules such thatIm(ϕi) ⊂ mFi−1 for all i,
and setr i = ∑p

j=i(−1) j−i rankFj . Suppose that there exists an integert ≥ 0 such that
codimIr i(ϕi)≥ i + t for all i. Thenr i ≥ i + t for i = 1, . . . , p−1.

Let M be a balanced big Cohen-Macaulay module ofR. SincecodimIr i(ϕi) ≥ i, there
exists a sequencex1, . . . ,xi in Ir i(ϕi) which is part of a system of parameters ofR, and
hence a regular sequence onM. This implies thatgrade(ϕi ,M) ≥ i for all i. ThusF⊗M
is acyclic. In particular,r i ≥ 1 for i = 1, . . . , p.

We prove(∗) by induction onp. If p = 1, then there is nothing to show. Suppose now
that p > 1, and consider the complex

G : 0 −−−→ Gp−1
ψp−1−−−→ Gp−2 −−−→ ·· · −−−→ G1

ψ1−−−→ G0 −−−→ 0,

with Gi = Fi+1 andψi = ϕi+1 for k = 1, . . . , p− 1. Let si = ∑p−1
j i

(1) j−i rankG j . Then
codimIsi(ψi) ≥ i +(1+ t) for all i. Hence by induction hypothesis, we haver i+1 = si ≥
(i +1)+ t for i = 1, . . . , p−1.
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Thus it remains to show thatr1≥ 1+t. We show this by induction ont. The assertion is
clear if t = 0. Suppose now thatt > 0. We choosee∈ F1\mF1, replaceF1 by F ′1 = F1/Re
andϕ2 by the induced mapϕ ′2 : F2→ F ′1. Furthermore, we chooseF ′0 andCokerϕ ′2→ F ′0
as described in Lemma2.12. This yields a mapϕ ′1 : F ′1 → F ′0, so that we obtain the
complex

F′ : 0 −−−→ Fp
ϕp−−−→ Fp−1 −−−→ ·· · −−−→ F2

ϕ ′2−−−→ F ′1
ϕ ′1−−−→ F ′0 −−−→ 0.

We show (i)codimIr ′2(ϕ
′
2) ≥ t + 1 and (ii) codimIr ′1(ϕ

′
1) ≥ t. ThenF′ satisfies the hy-

potheses of(∗) with t−1 instead oft.
It may be thatImϕ ′1 6∈ mF ′0. In this case one can split off a direct summand without

affecting (i) ansd (ii). Applying our induction hypothesis to this cancelled complex, we
obtainr ′1≥ t, and hencer1≥ t +1, as desired.

Proof of (i): letp be a prime ideal withcodimp ≤ t. ThenIr i(ϕi) 6⊂ p, so thatF⊗Rp

is split acyclic. In particular,(F1)p ∼= (Imϕ2)p⊕ (Cokerϕ2)p with rank(Imϕ2)p = r2 and
rank(Cokerϕ2)p = r1. Moreover, by Theorem2.11 we havecodimO(ϕ1(e)) ≥ t + 1.
Therefore Lemma2.10 implies thatϕ1(e) generates a non-zero free summand of(F0)p.
Consequently, the imagēe of e under the residue class mapF1 → Cokerϕ2 generates a
non-zero free direct summand of(Cokerϕ2)p. Hence(Cokerϕ ′2)p ∼= (Cokerϕ2)p/Rpē is
free of rankr ′1 = r1−1, and the exact sequence

0−→ (Imϕ ′2)p −→ (F ′1)p −→ (Cokerϕ ′2)p −→ 0

splits. In particular,(Imϕ ′2)p is free direct summand of(F ′1)p of rankr2. Thus Proposition
1.8 implies thatIr ′2(ϕ

′
2) 6⊂ p, as desired.

Proof of (ii): We choosep as before. We have already seen that(Cokerϕ ′2)p is free
of rank r ′1. As ϕ ′1 is constructed as described in Lemma2.12, (Cokerϕ ′2)p is mapped
isomorphically onto a free direct summand ofF ′0. This implies thatIr ′1(ϕ

′
1) 6⊂ p, and

showscodimIr ′1(ϕ
′
1)≥ 1+ t, which is even more than required. ¤

3. LECTURE: UPPER BOUNDS

In the remaining sections, unless otherwise stated,R= k[x1, . . . ,xn] is the polynomial
ring, andM is a finitely generated gradedR-module. As indicated in Section 1 we want
to relate the Betti-numbersβi(M) of M to the generic annihilator numbersαi(M) of M.

Let y = y1, . . . ,yn be generic linear forms. Then

A j = ((y1, . . . ,y j−1)M :M y j)/(y1, . . . ,y j−1)M

is a module of finite length. We set

αi(M) = `(Ai).

We denote byHi( j;M) the Koszul homologyHi(y1, . . . ,y j ;M) of the partial sequence
y1, . . . ,y j , and sethi( j;M) = dimK Hi( j;M). If there is no danger of confusion, we simply
write βi , αi , Hi( j) andhi( j) for βi(M), αi(M), Hi( j;M) andhi( j;M) respectively.
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Attached withy there are long exact sequences

· · · −−−→ Hi( j−1)
ϕi, j−1−−−→ Hi( j−1) −−−→ Hi( j) −−−→ Hi−1( j−1)

· · · −−−→ H0( j−1)
ϕ0, j−1−−−→ H0( j−1) −−−→ H0( j) −−−→ 0.

Hereϕi, j−1 : Hi( j −1) → Hi( j −1) is the map given by multiplication with±y j . Note
thatA j is the Kernel of the mapϕ0, j−1. We conclude

(∗) h1( j) = h1( j−1)+α j −dimK Imϕ1, j−1 for i = 1;
(∗∗) hi( j) = hi( j−1)+hi−1( j−1)−dimK Imϕi, j−1−dimK Imϕi−1, j−1 for i > 1.

With the notation introduced we now have:

Proposition 3.1. Given integers1≤ i ≤ j we define the set

Ci, j = {(a,b) ∈ N2 : 1≤ b≤ j−1 and max(i− j +b,1)≤ a≤ i}.
Then we have

(a)hi( j)≤ ∑ j−i+1
k=1

( j−k
i−1

)
αk for all i ≥ 1 and j ≥ 1;

(b) For giveni ≥ 1 and j ≥ 1 the following conditions are equivalent:

(i) hi( j) = ∑ j−i+1
k=1

( j−k
i−1

)
αk;

(ii) ϕab = 0 for all (a,b) ∈Ci, j ;
(iii) mHa(b) = 0 for all (a,b) ∈Ci, j .

Proof. By induction onj and using equations (*) and (**) one proves that

hi( j) =
j−i+1

∑
k=1

(
j−k
i−1

)
α jk− ∑

(a,b)∈Ci, j

(
j−b
i−a

)
dimK Imϕa,b

Then(a) and the equivalence of(i) and(ii) in (b) follow immediately. For the equiva-
lence of(ii) and(iii ) we notice that a generic linear form annihilatesHa(b) if and only if
mHa(b) = 0. ¤

By taking j = n we obtain the following upper bound

Corollary 3.2. βi ≤ ∑n−i+1
j=1

(n− j
i−1

)
α j for all i ≥ 1.

When this upper bound is reached is described in the next corollary in terms of vanish-
ing of Koszul homology

Corollary 3.3. (a)For a given integeri the following conditions are equivalent:

(i) βi = ∑n−i+1
j=1

(n− j
i−1

)
α j ,

(ii) mHa(b) = 0 for all (a,b) ∈Ci,n;

(b) The following conditions are equivalent:

(i) βi = ∑n−i+1
j=1

(n− j
i−1

)
α j for all i ≥ 1,

(ii) mHa(b) = 0 for all b and for all a≥ 1.

We now want to discuss when condition (b)(ii) is satisfied. We first note that it implies
thaty1, . . . ,yn is a proper sequence in the sense of [23].
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Definition 3.4. Let Rbe an arbitrary commutative ring, andM andR-module. A sequence
y1, . . . ,yr of elements ofR is called aproperM-sequence,
if y j+1Hi( j;M) = 0 for all i ≥ 1 and j = 0, . . . , r−1.

In [26] Kühl proved the following remarkable fact: The sequencey1, . . . ,yr is a proper
M-sequence if and only if

y j+1H1( j;M) = 0 for j = 0, . . . , r−1.

Now we have

Theorem 3.5(Conca-Herzog-Hibi). Let I ⊂Rbe a graded ideal, and lety= y1, . . . ,yn be
a sequence of generic linear forms. The following conditions are equivalent:

(a) R/I has maximal Betti numbers, i.e.

βi(R/I) =
n−i+1

∑
j=1

(
n− j
i−1

)
α j(R/I) for all i ≥ 1;

(b) y is a properR/I -sequence;
(c) I is componentwise linear.

Proof. Let z be a generic linear form. ThenzHi(p) = 0 if and only if mHi(p) = 0. Thus
the equivalence of (a) and (b) follows from3.3(b). The equivalence of (b) and (c) can be
found in [16, Theorem 4.5]. ¤
Another important method to obtain upper bounds for resolutions is to compare the reso-
lution of an idealI with the resolution of its initial idealin(I) with respect to some term
order< onR. The basic fact is the following

Theorem 3.6.Let I ⊂ R be a graded ideal. Then for any term order< one has

βi j (R/I)≤ βi j (R/ in<(I)) for all i, j.

Proof. Let R̃ be thek[t]-algebraR[t], wheret is an indeterminate of degree 0. By [17,
Theorem 15.17] there exists a graded idealĨ ⊂ R̃ such that thek[t]-algebraR̃/Ĩ is a free
k[t]-module (and thus flat overk[t]), and such that

(R̃/Ĩ)/t(R̃/Ĩ)∼= R/ in<(I),(2)

and

(R̃/Ĩ)t
∼= (R/I)⊗k k[t, t−1],(3)

as gradedk-algebras. The ideal̃I ⊂ R̃ is constructed by means of a weight function.
Let F be the minimal graded freẽS-resolution ofR̃/Ĩ . Then (2) implies thatF/tF is a

graded minimal freeR-resolution ofR/I , so thatβi j (R̃/Ĩ) = βi j (R/ in<(I)) for all i and j,
and (3) implies that the localized complexFt is a graded (not necessarily minimal) free
R⊗K K[t, t−1] resolution of(R/I)⊗K K[t, t−1]. Thus,βi j (R/I) = βi j ((R/I)⊗K K[t, t−1])≤
βi j (R̃/Ĩ), as desired. ¤

Let M be a finitely generated gradedS-module. Theregularity of M is defined to be
the numberreg(M) = max{ j− i : βi j (M) 6= 0}. As an immediate consequence of3.6we
have
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Corollary 3.7. Let I ⊂ R be a graded ideal. Then for any term order< one has:

(a) projdimR/I ≤ projdimR/ in<(I).
(b) depthR/I ≥ depthR/ in<(I).
(c) If R/ in<(I) is Cohen-Macaulay(Gorenstein), then so isS/I .
(d) regR/I ≤ regR/ in<(I).

We shall see in the next section that all inequalities of3.7become equalities, ifin<(I)
is replaced by the generic initial idealGin(I) with respect to the reverse lexicographic
order.

We fix a term order< satisfyingx1 > x2 > .. . > xn. Let I ⊂ R be an ideal. The
generic initial idealGin(I) with respect to this term order is defined as follows: letGL(n)
denote the general linear group with coefficients ink. Any ϕ = (ai j ) ∈GL(n) induces an
automorphism of the gradedk-algebraR, again denoted byϕ, namely

ϕ( f (x1, . . . ,xn)) = f (
n

∑
i=1

ai1xi , . . . ,
n

∑
i=1

ainxi) for all f ∈ R.

For the proof of the following result we refer to [17, Theorem 15.18]

Theorem 3.8(Galligo, Bayer and Stillman). Let I ⊂ R be a graded ideal. Then there is
a nonempty Zariski open setU ⊆ GL(n) such thatin(ϕ(I)) does not depend onϕ ∈U.
Moreover,U meets non trivially the Borel subgroup ofGL(n) consisting of all upper
triangular invertible matrices.

For ϕ ∈U the monomial idealin(ϕ(I)) is called thegeneric initial ideal ofI , and will
be denotedGin(I).

A monomial idealI is calledstrongly stable, if xi(u/x j) ∈ I for all monomialsu∈ I , all
x j that dividesu, and all i < j. The idealI is calledstable, if xi(u/xm(u)) ∈ I for all
monomialsu∈ I , and alli < m(u). Herem(u) = max{i : xi dividesu}.

For a monomial idealI it is customary to denote the unique minimal set of monomial
generators byG(I). It is easy to see thatI is strongly stable ifxi(u/x j) ∈ I for all mono-
mials u ∈ G(I), all x j that dividesu, and alli < j. A similar statement holds for stable
ideals.

Stable monomial ideals were introduced by Eliahou and Kervaire [18] who also gave
an explicit resolution of such ideals. Such ideals are important because of the following
result [17, Theorem 15.23]

Theorem 3.9.Suppose thatchark = 0, and letI ⊂Rbe a graded ideal. Then the generic
initial ideal Gin(I) of I with respect to the reverse lexicographical order is strongly stable.

Also in positive characteristicGin(I) has a nice (but much more complicated) combi-
natorial structure.

The Koszul homology of a stable monomial idealI can be easily computed. We let
ε : R→ R/I be the canonical epimorphism, and setu′ = u/xm(u) for all u∈G(I).

Theorem 3.10.Let I ⊂ R be a stable ideal. For allj = 1, . . . ,n and i > 0, the Koszul
homologyHi(x j , . . . ,xn) is annihilated bym = (x1, . . . ,xn). In other words, all these ho-
mology modules arek-vector spaces. A basis ofHi(x j , . . . ,xn) is given by the homology
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classes of the cycles

ε(u′)eσ ∧em(u), u∈G(I), |σ |= i−1, j ≤min(σ), max(σ) < m(u).

Proof. We proceed by induction onn− j. For j = n, we only have to considerH1(xn)
which is obviously minimally generated by the homology classes of the elementsε(u′)en
with u∈G(I) such thatm(u) = n. Since by the definition of stable idealsxiu′ ∈ I for all i,
we see thatH1(xn) is ak-vector space.

Now assume thatj < n, and that the assertion is proved forj +1. Thenx jHi(x j+1, . . . ,xn)=
0 for all i > 0, so that the long exact sequence

· · · x j−→ Hi(x j+1, . . . ,xn)−→ Hi(x j , . . . ,xn)−→ Hi−1(x j+1, . . . ,xn)
x j−→ Hi−1(x j+1, . . . ,xn)−→ Hi−1(x j , . . . ,xn)−→ ·· ·

splits into the exact sequences

0−→ H1(x j+1, . . . ,xn)−→ H1(x j . . . ,xn)−→ Rj/I j
x j−→ Rj/I j(4)

and

0−→ Hi(x j+1, . . . ,xn)−→ Hi(x j , . . . ,xn)−→ Hi−1(x j+1, . . . ,xn)−→ 0.(5)

for i > 0. HereRj is the polynomial ringk[x1, . . . ,x j ], I j the ideal inRj generated by
the monomialsu ∈ G(I) which are not divisible by anyxi with i > j, in other words,
I j = I ∩Sj .

In sequence (4), Kerx j is minimally generated by the residues of the monomialsu′ with
u∈G(I) andm(u) = j. Note that the sets{u∈G(I) : m(u) = j} and{u∈G(I j) : m(u) =
j} are equal, and thatI j is a stable ideal inRj . ThereforeKerx j is ak-vector space.

We now consider the short exact sequence

0−→ H1(x j+1, . . . ,xn)−→ H1(x j , . . . ,xn)−→ Kerx j −→ 0.(6)

It is clear that the elementsε(u′)ej , u′ ∈G(I), m(u) = j are cycles inK1(x j , . . . ,xn) such
thatδ ([ε(u′)ej ]) = u′+ I j . Therefore, by (6) and our induction hypothesis, it follows that
the setS = {[ε(u′)ei ] : u ∈ G(I),m(u) = i ≥ j} generatesH1(x j , . . . ,xn). SinceI is a
stable ideal we see thatx j [ε(u′)ei ] = 0 for all j = 1, . . . ,n and all[ε(u′)ei ] ∈S . In other
words,H1(x j , . . . ,xn) is a k-vector space. Finally, since the number of elements ofS
equalsdimk H1(x j+1, . . . ,xn)+dimKerx j , we conclude thatS is a basis ofH1(x j , . . . ,xn).

In order to prove our assertion fori > 1 we consider the exact sequences (5). By
induction hypothesis the homology moduleHi−1(x j+1, . . . ,xn) is a k-vector space with
basis

[ε(u′)eσ ∧em(u)], u∈G(I), |σ |= i−2, j +1≤min(σ), max(σ) < m(u).

Given such a homology class, consider the elementε(u′)ej ∧eσ ∧em(u). It is clear that
this element is a cycle inKi(x j , . . . ,xn), and that

δ ([ε(u′)ej ∧eσ ∧em(u)] =±[ε(u′)eσ ∧em(u)].

Thus from the exact sequence (5) and our induction hypothesis it follows that the ho-
mology classes of the cycles described in the theorem generateHi(x j , . . . ,xn). Again
the stability of the idealI implies thatm annihilates all these homology classes, so that
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Hi(x j , . . . ,xn) is aK-vector space. Finally, just as fori = 1, a dimension argument shows
that these homology classes form a basis ofHi(x j , . . . ,xn). ¤

Let I be a monomial ideal. We denote byG(I) j the set of monomial generators ofI
of degreej. The following result of Eliahou and Kervaire [18] follows immediately from
3.10.

Corollary 3.11. Let I ⊂ SRbe a stable ideal. Then

(a) βii+ j(I) = ∑u∈G(I) j

(m(u)−1
i

)
;

(b) projdimR/I = max{m(u) : u∈G(I)};
(c) reg(I) = max{deg(u) : u∈G(I)}.

If we consider upper bounds for the Betti-numbers of an ideal we have to fix a classC of
ideals and to ask if there is an upper bound for the Betti-numbers of the ideals within this
class. We have already seen that the class of ideals whose residue class ring has a given
sequence of annihilator numbers has such an upper bound.

Here we now consider the classC of ideals with given Hilbert function. Within this
class there is a distinguished ideal. In fact, let> be the lexicographical monomial order
induced byx1 > x2 > · · ·> xn. Recall that a monomial idealI ⊂ R is called alexsegment
ideal, if for each monomialu∈ I , all monomialsv > u belong toI as well.

Let B⊂Rd be a set of monomials. ThenB is called alexsegmentif with eachu∈ B we
havev∈ B for all v > u in the lexicographical order. A lexsegment ideal is an ideal which
is spanned in each degree by a lexsegment set of monomials.

We denote byShad(B) theshadowof B, i.e. the set of monomials

{x1, . . . ,xn}B = {xiu: u∈ B, i = 1, . . . ,n}.
The setB is called a(strongly) stableset of monomials if the ideal generated byB is

(strongly) stable.
We letmi(B) the number of elementsu∈Bwith m(u)= i, and setm≤i(B)= ∑i

j=1mj(B).
Then we have

Lemma 3.12.LetB⊂Md be a stable set of monomials. Then

(a) mi(Shad(B)) = m≤i(B);
(b) |Shad(B)|= ∑n

i=1m≤i(B).

Proof. (b) is of course a consequence of (a). For the proof of (a) we note that the map

ϕ : {u∈ B: m(u)≤ i}→ {u∈ Shad(B) : m(u) = i}, u 7→ uxi

is a bijection. In fact,ϕ is clearly injective. To see thatϕ is surjective, we letv∈ Shad(B)
with m(v) = i. Sincev ∈ Shad(B), there existsw ∈ B with v = x jw for some j ≤ i. It
follows thatm(w)≤ i. If j = i, then we are done. Otherwise,j < i andm(w) = i. Hence,
sinceB is stable it follows thatu= (x j/xi)w∈B. The assertion follows, sincev= uxi . ¤

The following result is crucial.

Theorem 3.13(Bayer [5]). Let L ⊂ Rd be a lexsegment, andB⊂ Rd be a stable set of
monomials with|L| ≤ |B|. Thenm≤i(L)≤m≤i(B) for i = 1, . . . ,n.
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We denote byBlex the unique lexsegment set of monomials with|Blex| = |B|. Now
Lemma3.12and Theorem3.13imply

Corollary 3.14. LetB⊂Rd a be stable set of monomials, then|Shad(Blex)| ≤ |Shad(B)|.
Using all this we now get

Theorem 3.15.Let I ⊂ R be a graded ideal. Then there exists a unique lexsegment ideal
in R, denotedI lex, such thatR/I andR/I lex have the same Hilbert function.

Proof. Let < be any monomial order. It is easy to see thatS/I andS/ in<(I) have the
same Hilbert function. Hence we may replaceI by in<(I), and thus may assume thatI is
a monomial ideal. Then for any fieldL the Hilbert function ofL[x1, . . . ,xn]/(G(I)) does
not depend onL. Thus we may replacek by L if necessary, and thus may as well assume
thatchark = 0. Then by Theorem3.9 the generic initial idealGin(I) of I with respect to
the reverse lexicographical order is strongly stable.

For eachd let Id be spanned by the set of monomialsNd. ThenNd is a strongly stable
set of monomials. LetI lex

d be the subspace ofRd spanned byNlex
d . We setI lex =

⊕
d≥0 I lex

d ,
and show thatI lex is an ideal, in other words, that{x1, . . . ,xn}I lex

d ⊂ I lex
d+1 for all d.

By Corollary 3.14 one has|Shad(Nlex
d )| ≤ |Shad(Nd)| ≤ |Nd+1| = |Nlex

d+1|. On the
other hand, sinceShad(Nlex

d ) and Nlex
d+1 are both lexsegments, this inequality implies

Shad(Nlex
d )⊂ Nlex

d+1, as desired.
It is obvious from the construction thatR/I andR/I lex have the same Hilbert function.

¤
Bigatti [8] and Hulett [24] proved independently the following theorem if the base field

k of R is of characteristic0. A proof in arbitrary characteristic was later given by Pardue
[27] using a suitable polarization argument.

Theorem 3.16(Bigatti, Hulett, Pardue). Let I ⊂ R be a graded ideal. Then

βi j (I)≤ βi j (I lex) for all i and j.

In particular, among all ideals with a given Hilbert function, the unique lexsegment ideal
with this given Hilbert function has the largest Betti-numbers.

Proof. We outline the proof in casechar(k) = 0. By Theorem3.6 we haveβi j (I) ≤
βi j (Gin(I)) for all i and j, whereGin(I) denotes the generic initial ideal ofI with re-
spect to the reverse lexicographical order. Since we assume thatchar(k) = 0, it follows
from Theorem3.9 thatGin(I) is a strongly stable ideal. We may therefore assume thatI
itself is a a strongly stable monomial ideal. Thenβi j (I) = ∑u∈G(I) j

(m(u)−1
i

)
, by Corollary

3.11(a). A similar formula holds forI lex, sinceI lex is also strongly stable. These formulas
for the Betti-numbers can be rewritten in terms of the numbersm≤i(I) m≤i(I lex). Then
using Bayer’s theorem3.13according to whichm≤i(I) ≤m≤i(I lex) for all i, one obtains
the desired inequalities. ¤

4. LECTURE: STABILITY

In this section we assume thatR= k[x1, . . . ,xn] is the polynomial ring over an infinite
field K, andI ⊂R is a graded ideal. In the previous section we have seen that for any term
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order one hasβi j (I) ≤ βi j (in(I)). One may ask on what conditions on the term order or
on the ideal one obtains more precise information in this comparison. A classical result in
this direction is the theorem of Bayer-Stillman [7] which asserts thatreg(I) = reg(Gin(I)).
Here and throughout this sectionGin(I) denotes the generic initial ideal with respect to
the reverse lexicographical order.

A remarkable extension of the Bayer-Stillman theorem, which we want to discuss next,
was proved by Bayer, Charalambous and Popescu in [6]. Let M be a finitely generated
gradedS-module. A Betti numberβkk+m 6= 0 of M is calledextremalif βii+ j = 0 for all
(i, j) 6= (k,m) with i ≥ k and j ≥m.

The following picture displays the Betti diagram of a graded free resolution in the form
of a MACAULAY output. The entry with coordinates(i, j) is the Betti numberβii+ j . In
our picture the outside corners of the dashed line give the positions of the extremal Betti
numbers.
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Let M be a finitely generated gradedR-module, and lety = y1, . . . ,yn be generic linear
forms. As in Section 3 we setHi( j) = Hi(y1, . . . ,y j ;M), and

A j = (y1, . . . ,y j−1)M :M y j/(y1, . . . ,y j−1)M.

All Hi( j) as well as allA j are R-modules of finite length and sinceM is a gradedS-
module, allHi( j) and all A j are naturally graded, and there are graded isomorphisms
Hi(n) j

∼= Tori(k,M) j for all i and j.
Let N be an Artinian graded module. We set

s(N) =
{

max{s: Ns 6= 0} if N 6= 0,
−∞ if N = 0.

Now we introduce the following numbers attached toM and the sequencey = y1, . . . ,yn.
We set

r j = max{s(Hi( j))− i : i ≥ 1} and sj = s(A j) for j = 1, . . . ,n,

and putr0 = 0. Observe thatreg(M) = max{rn,s(M/mM)}.
We quote the following technical result from [2].

Theorem 4.1.With the hypotheses and notation introduced we have

(a) r j = max{s1, . . . ,sj} for j = 1, . . . ,n. In particular, r1≤ r2≤ . . .≤ rn.
(b) Let J = { j1, . . . , j l}, 1≤ j1 < j2 < .. . < j l ≤ n, be the set of elementsj ∈ [n]

such thatr j − r j−1 6= 0. Then for allt with 1≤ t ≤ l and all j with jt ≤ j we have
(i) Hi( j)i+s = 0 for s> r jt−1 andi > j− jt +1;
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(ii) H j− jt+1( j) j− jt+1+r jt
∼= (A jt−1)r jt

.

This result yields a characterization of the extremal Betti-numbers in terms of Koszul
homology

Corollary 4.2. Let the numbersjt be defined as in4.1, and setkt = n− jt +1 andmt = r jt .
Then the graded Betti numberβii+ j of M is extremal if and only if

(i, j) ∈ {(kt ,mt) : t = 1, . . . , l}.
Moreover,βkt ,kt+mt = dimK(A jt )sjt

for t = 1, . . . , l .

Let I ⊂ R be a graded ideal. We want to compare the graded Betti-numbers ofR/I
andR/Gin(I). Choosing generic coordinates we may assume thatin(I) = Gin(I), and
that xn,xn−1, . . . ,x1 is a generic sequence forR/I . For the reverse lexicographical order
induced byx1 > x2 > .. . > xn one has

in((x j , . . . ,xn)+ I) = (x j , . . . ,xn)+ in(I)

and
in((x j , . . . ,xn)+ I) : x j−1) = ((x j , . . . ,xn)+ in(I)) : x j−1.

It follows that
((x j , . . . ,xn)+ I) : x j−1/((x j , . . . ,xn)+ I)

and
((xi , . . . ,xn)+ in(I)) : xi−1/((xi , . . . ,xn)+ in(I))

have the same Hilbert function.

Let A j be the module defined before in case thatM = R/I . Then

A j = ((x j , . . . ,xn)+ I) : x j−1/((x j , . . . ,xn)+ I).

We set
A∗j = ((xi , . . . ,xn)+ in(I)) : xi−1/((xi , . . . ,xn)+ in(I)),

andα j = `(A j), α∗j = `(A∗j ), sj = s(A j) ands∗j = s(A∗j ) for j = 1, . . . ,n.

The preceding considerations now yield

Lemma 4.3. The modulesA j and A∗j have the same Hilbert functions. In particular,
α j = α∗j andsj = s∗j for j = 1, . . . ,n.

Combining this result with Theorem4.1and Corollary4.2we obtain

Theorem 4.4 (Bayer-Charalambous-S.Popescu). Let I ⊂ R be a graded ideal, and let
Gin(I) be the generic initial ideal ofI with respect to the reverse lexicographic order.
Then for any two integersi, j ∈ N one has

(a) the i j th Betti number ofR/I is extremal if and only if thei j th Betti number of
R/Gin(I) is extremal;

(b) the corresponding extremal Betti numbers ofR/I andR/Gin(I) are equal.

This theorem implies in particular

Corollary 4.5. Let I ⊂ R be a graded ideal,Gin(I) the generic initial ideal ofI with
respect to the reverse lexicographic order. Then
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(a) (Bayer-Stillman)reg(I) = reg(Gin(I));
(b) projdimR/I = projdimR/Gin(I);
(c) R/I is Cohen-Macaulay, if and only ifR/Gin(I) is Cohen-Macaulay.

Under which circumstances do all the graded Betti-numbers ofI andGin(I) agree? The
answer is given by

Theorem 4.6(Aramova-Herzog-Hibi). Supposechark = 0, and let I ⊂ R be a graded
ideal. The following conditions are equivalent:

(a) βi,i+ j(I) = βi,i+ j(Gin(I)) for all i and j;
(b) I is componentwise linear.

For the proof of this theorem we need some preparation. We writeI〈 j〉 for the ideal
generated by all homogeneous polynomials of degreej belonging toI . Moreover, we
write I≥d for the ideal generated by all homogeneous polynomials ofI whose degree is
greater than or equal tod.

The Betti-numbers ofGin(I) have the following properties

Proposition 4.7. Let I ⊂ R be a graded ideal generated in degreed. Then we have:

(a) if βi,i+ j(Gin(I)) 6= 0, thenβi′,i′+ j(Gin(I)) 6= 0 for all i′ < i;
(b) if β0, j(Gin(I)) 6= 0, thenβ0, j ′(Gin(I)) 6= 0 for all d≤ j ′ < j .

Proof. Since the generic initial ideal is strongly stable, statement (a) follows from Corol-
lary 3.11(a).

Let g1, . . . ,gm be the generators ofI of degreed. Suppose thatβ0, j−1(Gin(I)) = 0.
Then consider the idealI≥ j−2. SinceGin(I≥ j−2) = Gin(I)≥ j−2, we may assume that
β0,d+1(Gin(I)) = 0. We have to show thatGin(I) is generated in degreed. It follows from
β0,d+1(Gin(I)) = 0 that allS-polynomials of degreed+1 reduce to zero with respect to
{g1, . . . ,gm}. Since(in(g1), . . . , in(gm)) is a strongly stable ideal, its first syzygy module
is generated in degreed + 1, the fact that theS-polynomials of this degree reduce to
zero, implies that{g1, . . . ,gm} is a Gr̈obner basis ofI . From this it follows thatGin(I) is
generated in degreed. ¤

We shall also need

Lemma 4.8.LetI andJ be graded ideals ofRgenerated in degreed with the same graded
Betti numbers. ThenI≥d+1 andJ≥d+1 have the same graded Betti numbers.

Proof. The exact sequence

0 −−−→ I≥d+1 −−−→ I −−−→ k(−d)β0,d −−−→ 0

induces the long exact sequence

· · · → Tori+1(k, I≥d+1)(i+1)+( j−1) → Tori+1(k, I)(i+1)+( j−1) → Tori+1(k,k)
β0,d

(i+1)+ j−(d+1)

→ Tori(k, I≥d+1)i+ j → Tori(k, I)i+ j → Tori(k,k)
β0,d
i+ j−d → ··· .
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It then follows thatβi,i+ j(I≥d+1) = βi,i+ j(I) for all i and for all j 6= d,d + 1. Also,
βi,i+ j(I≥d+1) = 0 if j ≤ d. Now, if j = d + 1, then the above long exact sequence be-
comes

0→ Tori+1(k, I)i+1+d → Tori+1(k,k)
β0,d
i+1 → Tori(k, I≥d+1)i+d+1→ Tori(k, I)i+d+1→ 0.

Hence,βi,i+d+1(I≥d+1) = βi,i+d+1(I)+
( n

i+1

)
β0,d(I)−βi+1,i+1+d(I).

The same formulae are valid forβi,i+ j(J). This completes the proof. ¤
We are now in the position to give a proof of Theorem4.6.

Proof of4.6. First, suppose thatI is componentwise linear. The following formula for the
graded Betti numbers of a componentwise linear idealI is known [21]:

βi,i+ j(I) = βi(I〈 j〉)−βi(mI〈 j−1〉).

Herem is the irrelevant maximal ideal(x1, . . . ,xn) of R. Since a strongly stable ideal
is componentwise linear and sinceGin(I) is strongly stable, the same formula is valid
for Gin(I). Therefore, it suffices to prove thatβi(I〈 j〉) = βi(Gin(I)〈 j〉) andβi(mI〈 j−1〉) =
βi(mGin(I)〈 j−1〉).

SinceI〈 j〉 has a linear resolution, it follows from the Bayer–Stillman theorem (Corollary
4.5), thatGin(I〈 j〉) = Gin(I)〈 j〉. SinceI〈 j〉 andGin(I〈 j〉) have the same Hilbert function,
and since the Betti numbers of a module with linear resolution are determined by its
Hilbert function, the first equality follows. To prove the second one, we note thatmI〈 j−1〉
has again a linear resolution and that, by the same reason as before,mGin(I)〈 j−1〉 =
Gin(mI〈 j−1〉).

Second, suppose thatI andGin(I) have the same graded Betti numbers. Letmax(I)
(resp.min(I)) denote the maximal (resp. minimal) degree of a homogeneous generator
of I . To show thatI is componentwise linear, we work with induction onr = max(I)−
min(I). Setd = min(I).

Let r = 0. SinceI andGin(I) have the same graded Betti numbers, it follows thatGin(I)
is generated in degreed. SinceGin(I) is a strongly stable ideal, we have thatGin(I) has
a linear resolution, henceI has a linear resolution.

Now, suppose thatr > 0. SinceGin(I≥d+1) = Gin(I)≥d+1, our induction hypothesis
and Lemma4.8 imply that I≥d+1 is componentwise linear. Thus, it suffices to prove that
I〈d〉 has a linear resolution. Suppose this is not the case. Then, by the Bayer–Stillman
theorem,Gin(I〈d〉) has regularity> d. Moreover, sinceGin(I〈d〉) is strongly stable, its
regularity equalsmax(Gin(I〈d〉)). It follows from Theorem4.7thatGin(I〈d〉) has a gener-
ator of degreed+1. Now,

β0,d+1(I) = dimId+1−dim(mI〈d〉)d+1

= dimId+1−dim(I〈d〉)d+1,

and

β0,d+1(Gin(I)) = dimGin(I)d+1−dim(mGin(I)〈d〉)d+1

= dimGin(I)d+1−dim(mGin(I〈d〉))d+1

> dimGin(I)d+1−dimGin(I〈d〉)d+1,
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because(mGin(I〈d〉))d+1 is properly contained inGin(I〈d〉)d+1. Hence

β0,d+1(Gin(I)) > β0,d+1(I),

a contradiction. This completes our proof. ¤

We note that Theorem4.6and Theorem4.7 (b) are not valid in positive characteristic.
Indeed, if characteristicp > 0, thenI = (xp,yp) provides a counterexample.

In the proof of Theorem4.6 (a)⇒ (b) we only used thatβ0 j(I) = β0 j(Gin(I)) for all j.
Thus this condition implies thatβi(I) = βi(Gin(I)) for all i . This was first noted by Conca
in [16, Theorem 1.2]. We now generalize this observation and first show

Theorem 4.9 (Conca-Herzog-Hibi). Let M be a gradedR-module. Supposeβi(M) =
∑n−i+1

j=1

(n− j
i−1

)
α j(M) for somei. Then

βk(M) =
n−k+1

∑
j=1

(
n− j
k−1

)
α j(M) for all k≥ i

Proof. It is enough to prove the statement fork = i +1. Let y = y1, . . . ,yn be a sequence
of generic linear forms and denote byHa(b) the associated Koszul homologyHa(b;M).
By Proposition3.1(b) we have to show thatmHa(b) = 0 for all (a,b) ∈Ci,n implies that
mHa(b) = 0 for all (a,b) ∈Ci+1,n. But

Ci+1,n\Ci,n = {(i +1,b) : b≤ n−1}.
Thus it suffices to show: ifmHi(b) = 0 for all b, thenmHi+1(b) = 0 for all b.

We use the theorem of K̈uhl quoted before Theorem3.5. The theorem implies: if
mH1(b;M) = 0 for all b, thenmHi(b;M) = 0 for all b an all i ≥ 1.

Now assume that we haveHi(b;M) = 0 for given i > 1 and allb. ThenHi(b;M) ∼=
H1(b;syzi−1(M)) andHi+1(b;M)∼= H2(b;syzi−1(M)). Assuming thatmHi(b;M) = 0 for
all b implies thatmH1(b;syzi−1(M)) = 0 for all b. Then the theorem of K̈uhl implies that
0 = mH2(b;syzi−1(M)) = mHi+1(b;M), as desired. ¤

Corollary 4.10. Assumechar(k) = 0, and let I ⊂ R be a graded ideal. Suppose that
βi(I) = βi(Gin(I)) for somei. Then

βk(I) = βk(Gin(I)) for all k≥ i.

Proof. Since we assumechar(k) = 0 the idealGin(I) is strongly stable and hence compo-
nentwise linear. It follows from3.5that

βi+1(R/Gin(I)) =
n−i+2

∑
j=1

(
n− j

i

)
α j(R/Gin(I))

By Lemma4.3and our assumption this implies that

βi+1(R/I) =
n−i+2

∑
j=1

(
n− j

i

)
α j(R/I)

23



Now we apply Theorem4.9and again Lemma4.3to conclude that

βk(I) = βk+1(R/I) =
n−k+2

∑
j=1

(
n− j

k

)
α j(R/I)

=
n−k+2

∑
j=1

(
n− j

k

)
α j(R/Gin(I))

= βk+1(R/Gin(I)) = βk(Gin(I))

for k = i, . . . ,n−1. ¤
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