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¢1st lesson
= The problem of Large scale Computing
= Applications that need Large scale Computing: an example (LHC)
= Complexities and data Management
= Possible solution(s): Distributed Computing and Data Access

» Is a viable solution?

= Grid Computing, a component of a possible solution

o2 |esson
= How and why building a Computing Model
= Measurements of the "Model”: Data Challenges (LHC)
= Where we are: results of LHC Experiments Data (and Physics) Challenges

= What is still missing? And how much time is left for a “"solution™?
= Conclusions
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elLarge because of:
= Data amount (> several PetaBytes™)
= Data distribution (> 100 sites)
= Computing power needed (> tens of MSI2000*)
= Number of users (> 5000)
= Complexity of algorithms (>~ 500 k lines of code)
= Chaotic access (~ thousands of independent access per user)
= Coordination of resources infrastructure (> hundreds of Million Euro)
= Heterogeneity of resources (~tens/hundreds of different systems

*One PetaByte = 1000 TBytes >~ 500.000 movies DVDs

*One “modern” PC’s CPU ~ 1000 S12000



Do we have “large scale” NN
Applications?

oYes, we have (or we will shortly have)

oExperiments with particle accelerators (LHC) for example >

#But also non-LHC Experiments (or other social activities)
= Earth observation (satellite)
= Cosmic rays HEP experiments
= Astroparticle experiments (also with earth orbit apparata)

= World stock market

= Prime elements availability
= Whether forecasts

= WEB mining

= Etc



From Physics to Raw Data

e ——————————-

e*.q f
e.q f

T~

ASN

Basic physics

Fragmentation,
Decay

Interaction with
detector material
Multiple scattering,
interactions

T

Detector
response
Noise, pile-up,
cross-talk,
inefficiency,
ambiguity,
resolution,
response
function,
alignment,
temperature

2037 2446 1733 1699
4003 3611 952 1328
2132 1870 2093 3271
4732 1102 2491 3216
24211211 2319 2133
34511942 1121 3429
3742 1288 2343 7142

Raw data
(Bytes)

Read-out
addresses,
ADC, TDC
values,

Bit patterns




From Raw Data to Physics o

2037 2446 1733 1699 i,q f

4003 3611 952 1328 )
2132 1870 2093 3271 = \\
4732 1102 2491 3216 \‘\1'2: /é Z0

24211211 2319 2133

3451 1942 1121 3429 = f
3742 1288 2343 7142 e .q
Raw data Detector Interaction with  Fragmentation, Basic physics

response detector material pecay

Simulation (Monte-Carlo)

e ——————————————————————————————
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LHC Experiments |

ATLAS, CMS, ALICE, LHCb

Higgs and New particles; Quark-Gluon Plasma; CP Violation
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Beam energy : 7 TeV
Luminosity : 1034 cm-2 s-!

Data taking : > 2007

bunch-crossing rate: 40 MHz

~20 p-p collisions for each bunch-crossing
p-p collisions = 10° evt/s ( Hz )




LHC DATA
e LHC Accelerator

This is recj-‘fjced by online computers that filter out a few
hundred “good” events per sec.
v

{+30 minimum bias events)

. The accelerator generates 40 million particle
. collisions (events) every second at the centre of
 each of the four experiments’ detectors "

Alkcharged tracks with pt > 2 GeV

The LHC accelerator —

= the largest superconducting installation in the world
= 27 kilometres of magnets cooled to — 300° C
= colliding proton beams at an energy of 14 TeV

Which are recorded on disk and magnetic tape

at 100-1,000 MegaBytes/sec % ~15 PetaBytes per year
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igger High No. Channels
High Bandwidth
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SUPERCONDUCTING
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Total weight : 12,500 t
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CMS Data Acquisition e

Bunch crossing s |
40 MHZ -|. T “l_lf a .l

|
~ GHz )

1 / Online syste
Z Level 1 Trigger - special hardware / e e

levent is ~ IMB in size

\ multi-level trigger to:

7o KHz ‘filter out not interesting events
/ High Level Trigger - PCs / ‘reduce data volume
100 Hz /

data recording

} Offline analysis
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LHC Challenges: Complexity L s

Events:

» Bunch crossing time of 25 ns is so short that (parts of) events from
different crossings overlap

» Signal event is obscured by 20 overlapping uninteresting collisions
in same crossing

» Track reconstruction time at 1034 Luminosity several times 1033

14
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Dispersion of Actors C e

eUsers just sit at their own home (Institution)
= And cannot “"go” near to the data (too much Money!)

#Moreover, "Funding Agencies” want (prefer) to invest at their
own Country

¢ Therefore Actors are distributed worldwide

#The Solution, if possible, has to cope with location of users, ..
and Resources!

¢And has to foster local ability to gain access to local resources
(Computing, humans, organization, infrastructure,...)

16



ATLAS Collaboration

CMS

B soeie payuf

1988-1996

Construction, installation 1996-2007, operation 2007-2020

Material Cost ~300 M Euro, CERN part:<20%

design, reviews, approval:

1800 physicists, 150 institutes: 35 countries
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LHC Computing: Different from
Previous Experiment Generations

= Geographical dispersion: of people and resources
= Complexity: the detector and the LHC environment
= Scale: Petabytes per year of data

* Technology: Software (Object Oriented) & Hardware
(Commo

Major challenges associated with:
(O Coordinated Use of Distributed Computing Resources
0 Remote software development and physics analysis
(O Communication and collaboration at a distance

ity)

18




CMS World-wide Distributed

Productions

gl

24 2

€ CMS Production Regional Centre
@ CMS Distributed Production Regional Centre
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Data Management Complexity e

¢Information are dispersed

#Bit of information of interest is hidden
#Objects are the natural (?) piece of information
#Access to objects is a possible solution

#But replication at different sites has to guarantee consistency
(at the bit-wise level)

®Access to the “"same” information in different sites must be
“transparent”

= Catalogs and Data bases issue: both relational and Object oriented

oEveryone has to be guaranteed of the same data access quality
(not performance ...)

20



Data access decomposition -

eVincenzo?

= (Vincenzo Innocente is the software Architect of CMS!, not the only
one!)

oWell, I could not find the relevant slide...
= Apologizes
= I'll try to say it in words ...

» And some related slides

21




Specific
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: C++ Standard Library
Services .

+ Extension Toolkits

| GEANT | AW
i 3/4 CLHEP . | Replacement |
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i
e

LCG Blueprint Software
Decomposition

<+*Building a Common Core Software Environment for LHC Experiments

Engine %%

Simulation

FileCatalog™

StoreMgr

Persistency |

Detector

Algorithms

Modeler ®

Geometry

Scripting M

cur

Dictionary

PluginMgr

Schedulerll

Whiteboard

Monitor Il

Core Services |

Foundation and Utility Libraries

N il

Interactive
Services
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#: The LCG Persistency Framework
% POOL is the LCG Persistency Framework

¢ Pool of persistent objects for LHC

% Started in April ‘02
¢ Common effort in which the experiments take a major share of the
responsibility
= for defining the system architecture
= for development of POOL components

% The LCG Pool project provides a hybrid store integrating
object streaming (eg Root I/O) with RDBMS technology
(eg MySQL/Oracle) for consistent meta data handling

¢ Strong emphasis on component decoupling and well defined
communication/dependencies

¢ Transparent cross-file and cross-technology object navigation via C++
smart pointers

¢ Integration with Grid technology (via EDG-RLS)
= but preserving networked and grid-decoupled working model

Slide 24



Reconstruction and analysis:
using ORCA

DST have links to raw data
but may be processed
without raw data

Event streams operational

Persistency through POOL

= All jobs use local XML
catalogues

= Updates to central RLS
catalogue only done for
successful jobs

''''''
or:23

Runs

Trigger Digis

L1 DiMuon Stream
Tracks and Partial Muon
Reconstruction

GGGGG

TFull DST including Tracks,
Muons, Cluster, jets

4 | _’lLI
Be@a Qo= MOE TR - TS (X [ [ (e oe I [ [11:44
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Well Known Solution(s)? L s

#Distributed Computing is a CS well known problem since time

oDistributed data access is something quite new also for CS

= Web servers or "Web services"(?)
= HEP is facing the data distribution problem since time, and had some partial
solutions, but not the solution ..until now?

¢ The paradigm of using Computers and Networks in a coherent design is a
challenge for HEP (and CS)

#What's help here:
= Data mining of info in different DBs is growing in knowledge
= HEP applications are a bit simpler than other applications
» So can drive the development
» Executables (jobs) are quite similar even if highly variable in time and scope

» Atomicity of HEP jobs is “"one event” (also for many other Sciences), which
facilitate the “decomposition” of the problem

26



LHC Data Grid Hierarchy L

CERN/Outside Resource Ratio ~1:2
Tier0/(Z Tier1)/(Z Tier2) ~1:1:1

~100-1500

Online System

Experiment \ MB teSISeC * Filter—raw data
CERN Center ~10k PCs + Data Reconstruction
o sl + Data Recordi
T’er 0 + 1 'FaBpseongl;i::(, [[Lﬂ]ﬂ]ﬂ]ﬂj - Distribution :c? Tier-1
Tier 1 ~2 _5-1 0 G bpS pe oo * Permanent data storage

and management

+ Data-heavy analysis
* re-processing

+ Simulation

+ Regional support

* Well-managed disk storage
+ Simulation
* End-user analysis

Tens of Petabytes by 2007-8.
N An Exabyte ~5-7 Years later.

U

a &
= ({___J
e‘ﬁ%%‘?}—:

Emerging Vision: A Richly Structured, Global Dynamic System




#: The LHC Computing Grid Project LCG | v

Collaboration
LHC Experiments
6rid projects: Europe, US
Regional & national centres

Choices

Adopt Grid technology.

Go for a "Tier” hierarchy.

Use Intel CPUs in standard PCs

Use LINUX operating system.
Goal

Prepare and deploy the computing
environment to help the

experiments analyse the data
from the LHC detectors.

(2001 ) NN

e -
- -
- ~

;- grid for a
/" regional group

Tier3
physics
department Tier2

R R
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Data Handling and
Computation for
event filter PhySiCS Analysis

(selection &
event %
summary

detector

reconstruction)

reconstruction

processed
data

batch
event physics
reprocessing analysis

analysis objects
(extracted by physics topic)

iy
i

event , )
simulation [ Simulation

i

intera ctlve
= physics
— ana |YS IS

7
les.robertson@cern.ch



% CMS software: ORCA & C.

Pythia .
\\\, HEPEVT

- / Ntuples

and pile-up

Jigis Databas
(POOL)

ORCA
Reconstruction
or User Analysis

Generators
[Merge signag

CMSIM
(GEANT3)

Zebra files
with HITS

SCAR/COBR
(GEANT4)

RCA/COBR
Hit Formatte

.

JRCA/COBR
Digitization

Database
(POOL)

its Databas

(POOL)

IGUANA
Interactive
Analysis

Ntuples or
Root files
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the globus alliance
1 woww.globus.org

P &\ Must be able to Assemble Required

Expertlse & Resources When Needed!
. BROADBAND]. .

_,,) ‘ NECTWITY

*'i?i’i‘& ’ﬁi Li's

Transform resources into on-demand services accessible

to any individual or team .



“Grid Computing”: a solution? L s

#What's 6rid Computing
= Succesor of Web?

oIs it a new paradigm of CS?
= Yes, in the sense that try to build a new “"standard”: middleware
» What's middleware?
#When and where is born?
= ~1998/99; Globus/Condor in USA, Data6rid in EU
» INFN special Project "INFN-6rid” since beginning of 2000
eWhy HEP coming Experiments are building on it?

= I't's a possible solution for some of the Computing Models components (as
others, like databases, web services and tools, networks both local and wide
area, information systems, authorization systems, etc.)

oGrid has an architecture (middleware and layered models)

33
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The Grid

\

“Dependable, consistent,
pervasive access to

[high-end] resources”

=Dependable: Can provide performance and
functionality guarantees

=Consistent: Uniform interfaces to a wide
variety of resources

= Pervasive: Ability to “plug in” from
anywhere

34



Next Generation Computing

Web: Uniform
access fo
HTML documents

Software
6rid: catalogs
Flexible, high-
performance access
to all significant T
resources — '!i%% it ‘ié

c°||eﬁgues 9’ Data Stores

Web-sites

On-demand creation of powerful
virtual computing and data systems 35



i the globus alliance

wwnw.globus.org

“"Resource sharing & coordinated problem solving
in dynamic, multi-institutional virtual
organizations”

VO-A vVO-B

1. Enable integration of distributed resources

2. Using general-purpose protocols & infrastructure

3. To achieve better-than-best-effort service
36



< '_"'f globus alliance
1 wanw.globus.org

Forget Homogeneity!

e Trying to force
homogeneity on users

Tools and applications

is futile. Everyone has D disgroetics, sad (i
. . monitoring P
their own preferences, ST 74
access | RESOURCE AND

sometimes even SR CONNECTIVITY PROTOCOLS
¥ and services TR i R ;
dOgma- Diverse resources W

e The Internet provides W cormpuicns stonge moca, NN
ey networks, and sensors b
the model... —
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The “Grid Ecosystem”

T <
4 ~~ App-specific ™,
. Services .7
| Open Grid
Jeb services Services Arch
GGF: OGSI, WSREF, ...
X.509, (leveraging OASIS, W3C, IETF)
HL =Rt  Globus Toolkit Multiple implementations
FTP, ...
Defacto standards
Custom GGF: GridFTP, GSI
P solutions (leveraging IETF)

Time
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DataGrid Architecture:
High level Implementation

Local Compuﬁng Local Application Local Database
. Grid Application Layer
6rid P
Job Data Metadata Object to File
Management Management Management Mapping p
Collective Services
Information Replica Grid
& Manager Scheduler
Monitoring
Underlying Grid Services a
SQL Computing Storage Replica Authorization Service r
Database Element Element Catalog Authentication Index e
Services Services Services Accounting A
6rid G
. Fabric services
Fabric o
Resource Configuration Monitoring Node Fabric Storage b
Management Management and Installation & Management on
Fault Tolerance Management i
S
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A Grid Layout




A Job Submission example (EDG) INFN

o

Data Management
Services L

Information
Ul > Input “sandbox”

Service
<
<

Input “sandbox”
L C

Author. sl \
&Authen. & :: S . Broker

s il % J

R - St

’ ..'..J Ob Status ...... Brokerinfo \/El ent
f .............. Job Submission =
Service E

Logging & utput “sandbox”
Book-keeping : Job Status Compute
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Second lesson

42



Computing Models )
(Every HEP Experiment has one, but also s

other Applications have one!)
eWhy a Computing Model?

= Complexity requires to state it beforehand

eWhat's a Computing model?

= Components, infrastructure, application software, hardware resources, organization,
user interfaces and .. System Architecture

#How can be built, or at least designed?
= It's a distributed effort, by definition
= Has to cope with hierarchical dependencies to control the complexity

Has to allow for direct communications to mitigate the hierarchy (and control chaotic
of user access and initiatives)

Need formal and real agreement of cooperation among Institutes for support (fair
share stated with MoUs)

» Need delegation of trust among the actors
Do not forget:

» Time zones; really funny when considering a worldwide application
» Data Model!l; data access and format is mandatory to choose an implementation

43



Hierarchy of Processes -
(Experiment, Analysis Groups, Individuals) |C -

Batch Analysis

Experiment ]
Activity Reconstruction——,  Re-processing New detector
(10°events) | o 3 per year calibrations
.- Or understanding
Monte Carlo Batch Analysis
L EPY | Iterative selection Trigger based and
\ = -
~20 Grou _ Physics based
Activit\y\p Selectionn. —  Once per month refinements
(10° >107 events) ,
= Interactive &
\
N Batch Analysis
~25 Individual > Different Physics cuts Algorithms applied
per Group Analysis —» And MC comparison to data
Activity ~71L R PR Ry to get resuits
(106 —108 events)
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CMS Model: a remind (?) (NEN

#Scope and roles of the Tiers

= TierO: Central recording and “first” treatment of data

= Tierls: Computing support for the CMS Collaboration and the Analysis Groups
= Tier2s: Analysis support and specific (identified) problems task-forces

= Tier3s: Analysis dedicated and focused issues on particular tasks

Y « Lower level Tiers: Local agreed activities and personal (users’) tasks

#Scope and roles of the Regional Centers (RCs) in the "6rid”
A = Local RCs: User Interfaces and personal DBs
= Distributed RCs: Ad-hoc resources for particular tasks and test services
» Dedicated RCs: Analysis-dedicated resources and common (CMS) DBs
= Common RCs: Grid Services (both common and CMS-specific) and DBs repositories
#Dynamically de-localized commitments and resources
= Mostly person-power- & knowledge-based on specific problems
» Both for computing and Physics skills
= Re-allocation of tasks within a:
» Virtual Organization (6rid VOs)

» Country Organization (e.g. INFN coordination, hierarchy of Centers)
» Analysis Organization (CMS coordination, hierarchy of Roles)

45



“Distributed” Models L roms

Tier0

T|er1 Tier1 Tier1

T|er2 T|er2 /\ \

T|er2

Tier2 T|er2
X Tier3 \Tler3

Tier3 T|er3

46



“Distributed” Models L roms

Tier(Q
fonarc - (:‘-I;ICI/T*\A
Tier{ Tierd  Tierd

‘:.\ —————— - i
v/ . . \‘\ I. l-

Tier2 Tier2 _.Y

X s Tier2 Tler2 T'er2\
| % * Tier3 Tier3

.
-
—_—‘
-

o~
.
b B -

<4—» Hierarchical connections

<4 -._. -p Grid connections 47



“Distributed” Models (o

Shared resources

CMS resources

<P Other resources

6rid connections 48



The CERN TO (Capacity available)
CPU scheduled

Disk

Active tape

Tape I/O

Number of bi-CPU boxes

The Capacity available in a single T1
CPU scheduled

CPU analysis

Total CPU

Disk

Active tape

Tape 1/O

Number of CPU boxes

The Capacity available in a single T2
CPU scheduled

CPU analysis

Total CPU

Disk

Archive tape

Tape 1/O

Number of CPU boxes

2006
693
327

2367
282

340

2006
97
616
713
508
1072
183

392

2006
47
59

105
64
133
46

58|

The “dimension” of CMS Tiers:
setting the requirements

2007
1485
322
4576
508
561|

2007|
162
1024
1186
832
1950
282
492

2007 |
78
97
175
105
242

71

73|

2008

3176 kSI2K
309 Tbytes

6738 Thbytes
800 MB/s
882

2008
290 kSI2K
1834 kSI2K
2124 kSI2K
1454 Tbytes
2769 Tbytes
400 MB/s

590

2008
139 kSI2K
174 kSI2K
313 kSI2K
183 Thytes
345 Thbytes
100 MB/s

87 49




An Analysis scenario at T2 L s

1. User jobs run locally on local input sample (T2a)

2. Until a collaborator re-calculate new partial sample (at T2b or T1b):

a) User jobs are split to run locally on local partial sample and remotely on the
new re-calculated data

b) At a certain point the user (or the system) decides that would be better to
have the remote “new” part of the data locally (replication of data)

3. It may happen that the CPU resources of the the T2a and T2b are
already committed for other tasks

a) User jobs can run on remote resources with “remote” data access (either a
CMS T1 or T2, or even a non-CMS Tier)

4. The user decide to run on a larger sample (requiring also a consistent
CPU power)

a) User jobs go to the T1 on which the T2 user depend (T1a) or to the T1 of the
remote collaborator (T1b), or ? (don’t think it can run on a non-CMS T1)

Provided that we know frequencies of jobs and data dimensions, the
load on CPUs, storage and network can be derived 50
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CMS resources
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But avoid ... well known symptoms

TODAY IS THE THREE-
YEAR ANNIVERSARY

OF OUR FIRST MEETING
TO DIsCUSs PROJECT
REQUIREMENTS.

AMD WE'RE STILL
DISCUSSING REQUIRE-
MENTS. DOES ANY-
ONE ELSE SEE A
FPRODBLE™M HERETY

WHEMN YOU'RE
DOME . CAM LJE
TALK ABOUT
REQUIREMENTS?

B AHE United Featurs Syndicate, Ing,

sfu |0

Copuright

g 268682 United Feature Syndicate, lhnc.
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Building and Measuring the

Systems (Models)

oData and Physics Challenges

= Better, Experiment’'s Challenge
#What's a “challenge” of Large Scale Computing for
LHC Experiments?

= Examples follow

53




Phys.Group asks for
a new dataset

I

I . C L
Data-level }7. t
query |

Production Manager i
defines assignments | -, =

CMS OCTOPUS Data Production

System

shell
scripts |-

INFN
o
Dataset
T el
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Job metadata
V@ ]\ )
A
e
metadata
Local

Batch Manager
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r: e 4
JDOL ||f—,| Grid (LCG) i
o cheduler
K \_—/_ S . B ;
oy DAG o A
— i McRunjob @) | DAGMan | 7
Site Manager starts »  + plug-in — W (MOP) T4 A
an assignment U,ﬂ CMSProd SO T (3 ﬁ
iy EiRcgl .S I
LFS . o S ————
Push data or info o ol -
—B e S Ch'meral_ Virtual Data ﬁ
_Pu_”_in_fo_ > #ﬁ—}} VDL Catalogue g Planner
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(eNAP) * Data distribution
- ~70 Gbits/sec

¢ 4

Current estimates of Computing Resources
needed at Major LHC Centres

First full year of data - 2008

Mass
Processing M Disk Storage
S12000** PetaBytes PetaBytes

CERN 20 5 20
Major data
handling centres 45 20 18
(Tier 1)
Other large 40 12 5

centres (Tier 2)

Totals 105 37 43

** Current fast processor ~1K S12000
last update 8/5/04 15:01 les robertson - cern-it-55



~+m Regional centres connected to the LCG grid

ici
country centre

Austria UIBK

Canada TRIUMF, Vancouver
Univ. Montreal
Univ. Alberta

Czech Republic CESNET, Prague
University of Prague

France IN2P3, Lyon™*
Germany FZK, Karlsruhe
DESY

University of Aachen
University of Wuppertal

country

Portugal
Russia
Spain

Switzerland

Greece GRNET, Athens Taiwan
Holland NIKHEF, Amsterdam
Hungary KFKI, Budapest UK
Israel Tel Aviv University**
Weizmann Institute
Italy CNAF, Bologna
INFN, Torino
INFN, Milano
INFN, Roma
INFN, Legnaro USA
Japan ICEPP, Tokyo™**
Poland Cyfronet, Krakow
** not yet in LCG-2
> 40 sites; > 3,100 cprus
last update 8/5/04 14:40 les robertson - cern-it-56

centre

LIP, Lisbon

SINP, Moscow

PIC, Barcelona

IFIC, Valencia

IFCA, Santander
University of Barcelona
Uni. Santiago de Compostela
CIEMAT, Madrid

UAM, Madrid

CERN

CSCS, Manno**
Academia Sinica, Taipei
NCU, Taipei

RAL

Cavendish, Cambridge
Imperial, London
Lancaster University
Manchester University
Sheffield University

QMUL, London

FNAL

BNL**

Centres in process of being connected

country centre

China IHEP, Beijing

India TIFR, Mumbai

Pakistan NCP, Islamabad

Hewlett Packard to provide “Tier 2-like” services for
LCG, initially in Puerto Rico




Zat  LCG for the 2004 Data Challenges

LCG-2 target : :

- the 2004 "LHC Data Challenges” Grid Operations Centre

. , at RAL

- Large-scale tests of the experiments

computing models, processing chains, grid 2

technology readiness, operating —

infrastructure
5 ALICE and CMS data challenges started at

the beginning of March User Support Centre
" LHCb and ATLAS - started in May at FZK @
+  The big challenge for this year - data - Coiite

g challenge for this year - data GridKa

- file catalogue,

- replica management,

- database access, Planning for a second operations

- integrating mass storage & support centre in Taipei

e
A T

REEA Sindew

L Easratin g Loarelens

last update 8/5/04 14:40 les robertson - cern-it-57
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CMS DCO04 Data Challenge -

TO at CERN in DC04

25 Hz input event rate
« Reconstruct quasi-realtime
* Events filtered into streams
 Record raw data and DST

F!"AL e Distribute raw data and DST to T1’s RAL
Chicago @/* Oxford

centres in D o

* Pull data from T0O to T1 and store Karlsruhe
- Make data available to Physics
Reconstruction Sw Groups CNAF
Bologna

 Demonstrate quasi-realtime “fake”

analysis of DST’s IN2P3
Lyon
T2 centres in DC04 PIC
* Pre-challenge production at > 30 sites Barcelona

* Modest tests of DST analysis
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)
Scope of CMS Data Challenge 04 CUR
Aim of DCO04:

€ reach a sustained 25Hz reconstruction rate in the Tier-0 farm (25% of the
target conditions for LHC startup)

register data and metadata to a catalogue

transfer the reconstructed data to all Tier-1 centers

analyze the reconstructed data at the Tier-1's as they arrive

publicize to the community the data produced at Tier-1's

monitor and archive of performance criteria of the ensemble of activities for
debugging and post-mortem analysis

Not a CPU challenge, but a full chain demonstration!

Pre-challenge production in 2003/04
4 70M Monte Carlo events (30M with Geant-4) produced
€ C(Classic and grid (CMS/LCG-0, LCG-1, Grid3) productions

L 2R 2R 2R 2R 2

Was a “challenge”, and everytime we found a scalability limit of

a component, was a Success! -




_ Calibration
Jobs

Starting Now. “True” -
DC04 Feb, 2004 | Conditions

DB

DCO04 Analysis challenge

Fake

MASTER : |
DAQ Conditions DB [ w = w v wn Yl o Csr?;'t'f;is
(CERN) DB

25Hz

3 1st pass

disk pool 1.5MB/evt Rezon-

~40 TByte 40MByte/s ;
struction

(~20 days || 3.2 TB/da

I
I
I
I I
TAG/AOD || | :
Pre @ |l replica)
Challenge | :
. i HLT I
Production Filter ? |
| .\/ W S | Higgs background
Study (requests
75 Thyte storage I
I
1TByte/day ?aER;N CERN | SUSY
2 months p. Tape DCO04 TO , Background
archive )
archive cha"enge/l DST




ATLAS New Production System C s

DonQuijote

AMI

Windmill
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)
ALICE PDC 3 schema NN
Production of RAW «— AliEn job control
Shipment of RAW to CERN — Data transfer

Reconstruction of RAW in all T1-2's
Analysis
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Alice Merging of one event in DC

Alice event: 0, Run:0
Nparticles = 5191 Nhits = 110290

Signal-free
event
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Where we are

Results of LHC Experiments’ Data Challenges
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Alice Data Challenge Phase 1 resource statistics:

= 27 production centres, 12 major producers, no single site dominating the
Jobs done
— IEELri-F‘ES: 0.42%
(o5 5 15%) Y ff [ Cata-FE5: 9.81%)

|T|:|ri—LCG: E..T"EIB'EI

[CCIN-BQS: 4.65%

Prag-PBS; 7.13% —

—[CERN-LCG: 16.73%)
0SC-PES: 3.02%

[BL-L5F. 0.02% "

JINR-PES: 1.52% Iq_____
|ITEP—RRE: D.E%I

. [CNAF-PES: 14.35%)
/

[FIR-FEs: 16.56%) /
mEBari-FES mCata-PBS  CCIN-BQS MCERN-LCG  CNAF-PES mFZK-FES mITEP-RRC mlJINR-PES mLBL-LSF mOSC-PES . Prag-FBS mTori-LCG
B Tori-FBS
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Statistics for phase 1 of ALICE (NN

PDC 2004

¢ Number of jobs:
= Central 1 (long, 12 hours) - 20 K
= Peripheral 1 (medium - 6 hours) - 20 K
= Peripheral 2 to 5 (short - 1 to 3 hours) - 16 K
¢ Number of files:
= AliEn file catalogue: 3.8 million (no degradation in performance observed)
= CERN Castor: 1.3 million
¢ File size:
= Total: 26 TB
¢ CPU work:
= Total: 285 MSI-2K hours
= LCG: 67 MSI-2K hours
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uccessful Atlas DC2 Geant4 Jobs
(20/7/04)

Seresd
Seres
— Seread
— Seriead

25000
Total
20000 4+ )
MNorduGrid
LCG
15000 + Grid3
£
HE 10000
=
=000
l] i_; ] ] | ] | ] ] ] ] ] ] ] ] | ] ] T : %
2 3 4 5 & 7T 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 78 20 30 31 3
£000

Days

6’7



Atlas “Tiers” in DC2

Netherlands
NorduGrid
Poland

Slovakia
Slovenia
Spain
Switzerland

Taiwan

CcC | C
| X




AL0

A00

250

=00

2850

200

# Datasets/month

150

100

50

CMS ‘permanent’ production -

T T T T T
AssigrmentsS month since Dec 2007 -

Pre DC04 start DCO04 start

5 10 15 20 25
‘Spring02 ‘Summer02 CMKIN CMSIM Digitisation
prod’ prod’ + OSCAR
— ——— A — N~ ~ ~
2002 2003 2004

The system is evolving into a permanent production effort...

=0
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Tier-0
Tier-0
( GDB data distribution

agents
L

Elﬂ(j

CMS Data Challenge 04: layout

By C. Grandi

LCG-2
Services

RECO y
Job ( EB
\

RefDB ( IB (
fake on-line
process \

\ POOL RLS

ORCA . NEN

catalogue
\ Castor g

ORCA
Analysis

N

v

T2 (
storage

7Y
v

ORCA l

Local Job

N

)
ORCA — INFN j
Grid Job @ INEN j

\ Job

_/

Full chain (but the Tier-0 reconstruction) done in LC6-2, but only for INFN and PIC

Not without pain...
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30 Mar 04 — Rates from GDB to EBs

Mb. of files left on Global Distribution Buffer A

70000

60000

50000 |-

40000

30000

20000

10000 +

SE Exlport Buffer
SEBEM Export Buffer
SHB Export Buffer

RAL, IN2P3, FZK

INFN, PIC

1.08025e+09

1.08015e+09 1.0802e+09

1.08035e+09



TO Events Per Time

30000

25000 <

___

20000

15000

‘000 Events

10000

5000 /_,_/
D T T T
0 10 20 30

Days From Start

40
30

“*Got above 25Hz on many short=
occasions

¢ But only one full day above 25Hz
with full system

Y15
I—_

10

“*Working now to document the
many different problems

0

Data Challenge 04 Processing Rate

<::EE::

INFN

o

*»Processed about 30M events

¢ But DST “errors” make this pass
not useful for analysis

“*Generally kept up at T1's in
CNAF, FNAL, PIC

Event Processing Rate

o,

30 40
Days From Start

0




What is missing? L s

¢In the LHC Experiments Computing Models

= Analysis primarily! It's still missing an estimate of the Worldwide
load on resources.

oIn the Grid Projects

= Services stability
= Design and architecture (components)

¢And how much time is still allowed for a “solution”?
= Not really much!
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(Some CMS) Guiding Principles INFN

for LHC Computing

#Access to Data is more of a bottleneck than access to CPU
= Make multiple distributed copies as early as possible

#Experiment needs to be able to enact Priority Policy
= Stream data from Raw onwards
» Some overlap allowed
= Partition CPU according to experiment priorities

¢Initial detailed analysis steps will be run at the T1's
= Need access to large data samples

#T2's have (by definition?) more limited Disk/Network than the T1's
= Good for final analysis, small (TB) samples
» Make sure there is rapid access to locally replicate these
= Perfect for Monte-Carlo Production

#User Analysis tasks are equal in magnitude to Production tasks
= 50% Resources for each
= Self correcting fraction
» (When it gets to big strong motivation to make the user task a common production task)
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Scheduled Computing L rme

#0rganized, Scheduled, Simulation and Large-Scale Event
Reconstruction is a task we understand “well”

= We can make reasonably accurate estimates of the computing required

= We can perform simple optimizations to share the work between the large
computing centers

Total Computing power required by CMS

30000
25000
O Regional T2s
oT1ls
20000 E T1 at CERN
O CERN TO
=
(o]
=l 15000
(/)]
4
10000
[0]

T T T T T
2003 2004 2005 2006 2007 2008

Year 75



Chaotic Computing éfr?

oData Analysis is a “Feeding Frenzy”
= Data is widely dispersed, may be geographically mismatched to available CPU
» Choosing between data and job movement?
» How/When will we have the information to motivate those choices?

¢Move Data to Job ¢Move Job to Data
= Moving only those parts of the data = Information required to describe the

that the user really needs data requirements can (will) be

» All of some events, or some parts of )
some events? complex and poorly described

Very different resource requirements » Difficult for a resource broker to make
= Web-Services/ Web-Caching may be good scheduling choices
the right technologies here » Current Resource Brokers are quite
primitive

¢Balancing the many priorities internal to an experiment is essential
= Completing the a-priori defined critical physics as quickly and correctly as possible
= Enabling the collaboration to explore the full Physics richness

¢Build a Flexible System, Avoid Optimizations now (2004)
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1. Replicate

/Data Replication data o disk

/ Fake Analysis \
6. Job run on CE LCG Resource

Disk SE€

CASTO Repli
SE D[ plica
- agent

close to the dV Broker
(.5

5. Job submis%on to RB

rop

2. Notify that new files are available

Tier-1

=i

{Fake Analysis}

agent
Files 9

s e

3. Check file-sets (run) completeness
\ 4. Trigger job preparation /

#Replication Agent make data available for analysis (on disk) and notify that

oFake Analysis agent:

= frigger job preparation when all files of a given file set are available
= job submission to the LCG Resource Broker
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CMS Real-time DC04 analysis: INFN
Turn-around time from TO

1 The minimum time from TO to T1 analysis was 10 minutes

» the dataset-oriented analysis made

the results dependent on which
dataset were sent in real time from

U Different problems contributed to the time spread: 2
| dataset: muD3_tt2mu exec: bsjpsiphi date: form Tue Apr 20 18:00:00 for 10 hours | Timehisto
= Entries 179
® Mean  17.14
EE RMS 16.33
z

10

20

30 40 50
time from TO to analysis job start (hou

60
rs)

CERN

* Tuning of the Tier-1 Replica
Agent

* Replica Agent operation affected
by CASTOR problem

 Analysis Agents were not always
up due to debugging

« for 1 dataset Zipped Metadata
were late with respect to data

» few problems with submission

N. De Filippis, A. Fanfani, F. Fanzago
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CMS DCO04 Real-time Analysis s

1 Maximum rate of analysis jobs: 194 jobs/hour

O Maximum rate of analysed events: 26 Hz

Q Total of ~15000 | Number of job analyzed in a day (total): 04-22 | SN 7 i

analysis jobs via Grid ~ § *"
. 180
tools in ~2 weeks 7
(95-99% efficiency) R
-é 120
=< 100
80
60
40 The Maximum rate is:
194 jobs/hours
20
0
» Datasets exampleS' 09:00 12:00 15:00 18:00 21:00 00:00 03:00 06:00
) time(hh:mm)

OB —=Jyo
Bkg: mu03 tt2mu, mu03 DY2mu
O tTH, H— bbbar t—= Wb W—=Ilv T —Wb W — had.
Bkg: bt03 ttbb tth
Bkg: bt03 qcd170 tth
Bkg: mu03_Wlmu

dH—>WW —2u2v N. De Filippis, A. Fanfani, F. Fanzago
Bkg: mu03 tt2mu, mu03 DY2mu 79
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LCG Timescale

Still early days for operational grids

There are still many questions 2004
about grids & data handling | "' Y Demonstrate
EGEE provides LCG with opportunities - 1 L ﬁg;%ﬂﬂ;aand
= to develop an operational grid in an international 1 batch
multi-science context 2005 —— ¢ | analysis
= to influence the evolution of a generic middleware BN Decisions on
package final core
, ) ) —1 middleware
= maybe leading to a general science grid
infrastructure 1
But the LHC clock is ticking - deadlines will dictate 2006 —— .

. .. . 1 Installation and
LCG has long-term requirements | Initial service
- and at present EGEE is a two-year project BB in operation

2007
LCG must encompass hon-European resources and

grids

No shortage of challenges and opportunities

last update 8/5/04 14:40 les robertson - cern-it-80



The Goal is the Physics, not the Computing...

<*Motivation: at L,=1033 cm~s’!
¢ 1fill (6hrs) ~ 13 pb 10? ppremme
¢ 1 day ~ 30 pb- :
¢ 1 month ~ 1 fb!
¢ 1 year ~ 10 fb

=

T 1 1 P R
/\ LHC 14 TeV (SM NLO Cross Sections)

—_
o

‘+*Most of Standard-Model
Higgs can be probed
within a few months

¢ Ditto for SUSY

Discovery Luminosity [fb_1]

—_—

T T
‘I
L | 1iig1til

*Turn-on for detector + ot B .

1
100 200

computing and software will be crucial

I I ey ]
300 400 500 600

MHiggs [GeV]

Slide 81
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c onc I us i on (@

¢ A lot still to do!
= Quickly Il Very quickly.

= But also long term solutions and ideas are needed and welcomed

» There's a lot of room for them

»Not only for High Energy Physics, even if it's driving the effort

#Need your help !
= T'll not be there, but hopefully elsewhere
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Links and references (o

¢http://public.web.cern.ch/public/
¢http://public.web.cern.ch/public/about/aboutCERN.html
¢http://lIhc-new-homepage.web.cern.ch/lhc-new-homepage/
¢http://alice.web.cern.ch/Alice/AliceNew/

¢ http://atlas.web.cern.ch/Atlas/
¢http://cmsinfo.cern.ch/Welcome.html/

¢ http:/[Thcb.web.cern.ch/lhcb/

¢ http:/licg.web.cern.ch/LCG/

¢ http:/legee-intranet.web.cern.ch/egee-intranet/gateway.htmi
¢ http:/lwww.ivdgl.org/grid2003/

¢ http://grid-it.cnaf.infn.it/

¢http://grid.infn.it/
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