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Chapter I. Analytic functions of several complex variables and analytic varieties

## 1. Analytic functions of one complex variable

Let $D$ be an open set in the complex plane $\mathbb{C}$ and $f$ a complex valued function on $D$.

Definition 1.1. We say that $f$ is analytic at a point $a$ in $D$ if there is a power series $\sum_{n \geq 0} c_{n}(z-a)^{n}$, which converges at each point $z$ in a neighborhood of $a$, such that

$$
f(z)=\sum c_{n}(z-a)^{n}
$$

in a neighborhood of $a$. We say that $f$ is analytic in $D$ if it is analytic at every point of $D$.

Definition 1.2. We say that $f$ is holomorphic at a point $a$ in $D$ if the limit

$$
\lim _{h \rightarrow 0} \frac{f(a+h)-f(a)}{h}
$$

exists. We say that $f$ is holomorphic in $D$ if it is holomorphic at every point of $D$.
The above limit, if it exists, is denoted by $\frac{d f}{d z}(a)$ and is called the derivative of $f$ at $a$. If $f$ is holomorphic in $D$, then we may think of $\frac{d f}{d z}$ as a function on $D$.

Let $z=x+\sqrt{-1} y$ with $x$ and $y$ the real and imaginary partrs, respectively. We may think of $f$ as a function of $(x, y)$. We write $f=u+\sqrt{-1} v$ with $u$ and $v$ the real and imaginary partrs.

In general, we say that a function of real variables is (of class) $C^{r}$, if the partial derivatives exist up to order $r$ and are continuous. If all the partial derivatives exist we say it is $C^{\infty}$.

Theorem 1.3. The following are equivalent:
(1) $f$ is analytic in $D$,
(2) $f$ is holomorphic in $D$,
(3) $f$ is $C^{1}$ in $(x, y)$ and satisfies the "Cauchy-Riemann equations" in $D$;

$$
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}, \quad \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x}
$$

Note that, if we introduce the orerators

$$
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\sqrt{-1} \frac{\partial}{\partial y}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+\sqrt{-1} \frac{\partial}{\partial y}\right)
$$

we may write the Cauchy-Riemann equation as

$$
\frac{\partial f}{\partial \bar{z}}=0
$$

If this is the case, we have $\frac{\partial f}{\partial z}=\frac{d f}{d z}$.
We finish this section by recalling the Cauchy integral formula. Let $f$ be an analytic function in a neighborhood of $a$ and $\gamma$ the boundary of a small disk about $a$, oriented counterclockwise. Then we have

$$
\frac{1}{2 \pi \sqrt{-1}} \int_{\gamma} \frac{f(z) d z}{z-a}=f(a)
$$

## 2. Analytic functions of several complex variables

Let $\mathbb{C}^{n}=\left\{z=\left(z_{1}, \ldots, z_{n}\right) \mid z_{i} \in \mathbb{C}\right\}$ be the product of $n$ copies of $\mathbb{C}$. For an $n$-tuple $\nu=\left(\nu_{1}, \ldots, \nu_{n}\right)$ of non-negative integers, we set $z^{\nu}=z_{1}^{\nu_{1}} \cdots z_{n}^{\nu_{n}}, \quad|\nu|=$ $\nu_{1}+\cdots+\nu_{n}$ and $\nu!=\nu_{1}!\cdots \nu_{n}!$.

Let $D$ be an open set in $\mathbb{C}^{n}$ and $f$ a complex valued function on $D$.
Definition 2.1. We say that $f$ is analytic at a point $a$ in $D$ if there is a power series $\sum_{|\nu| \geq 0} c_{\nu}(z-a)^{\nu}=\sum_{\nu_{1}, \ldots, \nu_{n} \geq 0} c_{\nu_{1} \ldots \nu_{n}}\left(z_{1}-a_{1}\right)^{\nu_{1}} \cdots\left(z_{n}-a_{n}\right)^{\nu_{n}}$, which converges absolutely at each point $z$ in a neighborhood of $a$, such that

$$
f(z)=\sum c_{\nu}(z-a)^{\nu}
$$

in a neighborhood of $a$. We say that $f$ is analytic in $D$ if it is analytic at every point of $D$.

The following can be proved by a repeated use of the Cauchy integral formula:

Theorem 2.2. The following conditions are equivalent :
(1) $f$ is analytic in $D$.
(2) $f$ is continuous and is analytic in each variable $z_{i}$ in $D$, for $i=1, \ldots, n$.

It is known that we may remove the continuity condition in (2) above (Hartogs' theorem). From Theorems 1.3 and 2.2, we have :

Theorem 2.3. The following are equivalent :
(1) $f$ is analytic in $D$.
(2) $f$ is $C^{1}$ and satisfies the Cauchy-Riemann equation $\frac{\partial f}{\partial \bar{z}_{i}}=0$ in $D$, for $i=$ $1, \ldots, n$.

In the sequel, we call analytic function also a holomorphic function and use the words "analytic" and "holomorphic" interchangeably.

Note that, if $f$ is holomorphic, for arbitrary $\nu$, the partial derivative

$$
\frac{\partial^{\nu} f}{\partial z^{\nu}}=\frac{\partial^{|\nu|} f}{\partial z_{1}^{\nu_{1}} \cdots \partial z_{n}^{\nu_{n}}}
$$

exists and is holomorphic in $D$. If $f(z)=\sum c_{\nu}(z-a)^{\nu}$ is a power series expansion of $f$, then each coefficient $c_{\nu}$ is given by

$$
c_{\nu}=\frac{1}{\nu!} \frac{\partial^{\nu} f}{\partial z^{\nu}}(a)
$$

This series is called the Taylor series of $f$ at $a$.
Let $D$ be an open set in $\mathbb{C}^{n}$ and $f: D \rightarrow \mathbb{C}^{m}$ a map. We say that $f$ is holomorphic if, when we write $f$ componentwise as $f=\left(f_{1}, \ldots, f_{m}\right)$, each $f_{i}$ is holomorphic. Let $D$ and $D^{\prime}$ be two open sets in $\mathbb{C}^{n}$ and $f: D \rightarrow D^{\prime}$ a map. We say that $f$ is biholomorphic, if $f$ is bijective and if both $f$ and $f^{-1}$ are holomorphic.

It is not difficult to see that the composition of holomorphic maps is holomorphic.

For a holomorphic map $f=\left(f_{1}, \ldots, f_{m}\right)$ from an open set $D$ in $\mathbb{C}^{n}$ into $\mathbb{C}^{m}$, we set

$$
\frac{\partial\left(f_{1}, \ldots, f_{m}\right)}{\partial\left(z_{1}, \ldots, z_{n}\right)}=\left(\begin{array}{ccc}
\frac{\partial f_{1}}{\partial z_{1}} & \ldots & \frac{\partial f_{1}}{\partial z_{n}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \dot{f}_{m}}{\partial z_{1}} & \cdots & \frac{\partial f_{m}}{\partial z_{n}}
\end{array}\right)
$$

and call it the Jacobian matrix of $f$ with respect to $z$.
Definition 2.4. We say that a point $a$ in $D$ is a regular point of $f$, if the rank of the Jacobian matrix $\left(\partial\left(f_{1}, \ldots, f_{m}\right) / \partial\left(z_{1}, \ldots, z_{n}\right)\right)(a)$, evaluated at $a$, is maximal possible, i.e., $\min (n, m)$. Otherwise we say that $a$ is a critical (or singular) point of $f$.

When $n=m$, the determinant of the Jacobian matrix is called the Jacobian of $f$ with respect to $z$. Thus, in this case, $a$ is a regular point of $f$ if and only if $\operatorname{det}\left(\partial\left(f_{1}, \ldots, f_{n}\right) / \partial\left(z_{1}, \ldots, z_{n}\right)\right)(a) \neq 0$. If we denote by $u_{i}$ and $v_{i}$ the real and the imaginary parts of $f_{i}$, we compute :

$$
\begin{equation*}
\operatorname{det} \frac{\partial\left(u_{1}, v_{1}, \ldots, u_{n}, v_{n}\right)}{\partial\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)}=\left|\operatorname{det} \frac{\partial\left(f_{1}, \ldots, f_{n}\right)}{\partial\left(z_{1}, \ldots, z_{n}\right)}\right|^{2} \tag{2.5}
\end{equation*}
$$

The following two theorems show how a holomorphic map looks like in a neighborhood of a regular point. Without loss of generality, we may only consider maps $f$ from a neighborhood of the origin 0 in $\mathbb{C}^{n}$ into $\mathbb{C}^{m}$ with $f(0)=0$.

Theorem 2.6 (Inverse mapping theorem). Let $f$ be a holomorphic map from a neighborhood of 0 in $\mathbb{C}^{n}$ into $\mathbb{C}^{n}$ with $f(0)=0$. If 0 is a regular point of $f$, then there are open neighborhoods $U$ and $V$ of 0 such that $f$ is a biholomorphic map from $U$ onto $V$.

This theorem follows from (2.5), the inverse mapping theorem in the real case and the Cauchy-Riemann equation. From this theorem, we get the following theorem as in the real variable case.

Theorem 2.7 (Implicit function theorem). Let $f$ be a holomorphic map from a neighborhood of the origin 0 in $\mathbb{C}^{n}$ into $\mathbb{C}^{m}$ with $f(0)=0$. We assume that 0 is a regular point of $f$.
(I) Suppose $n \geq m$. Thus the rank of the Jacobian matrix is $m$ and, by renumbering the functions and the variables, if necessary, we may assume that

$$
\operatorname{det} \frac{\partial\left(f_{1}, \ldots, f_{m}\right)}{\partial\left(z_{1}, \ldots, z_{m}\right)}(0) \neq 0
$$

In this case, there exist neighborhoods $U$ and $V$ of 0 in $\mathbb{C}^{n}$ and a biholomorphic map $h$ from $U$ onto $V$ with $h(0)=0$ such that

$$
(f \circ h)\left(z_{1}, \ldots, z_{m}, \ldots, z_{n}\right)=\left(z_{1}, \ldots, z_{m}\right)
$$

for $\left(z_{1}, \ldots, z_{n}\right)$ in a neighborhood of 0 .
(II) Suppose $n \leq m$. Thus the rank of the Jacobian matrix is $n$ and we may assume that

$$
\operatorname{det} \frac{\partial\left(f_{1}, \ldots, f_{n}\right)}{\partial\left(z_{1}, \ldots, z_{n}\right)}(0) \neq 0
$$

In this case, there exist neighborhoods $U$ and $V$ of 0 in $\mathbb{C}^{m}$ and a biholomorphic map $h$ from $U$ onto $V$ with $h(0)=0$ such that

$$
(h \circ f)\left(z_{1}, \ldots, z_{n}\right)=\left(z_{1}, \ldots, z_{n}, 0, \ldots, 0\right)
$$

for $\left(z_{1}, \ldots, z_{n}\right)$ in a neighborhood of 0 .
(III) Suppose $n>m$. Thus the rank of the Jacobian matrix is $m$ and we may assume as in (I) that

$$
\operatorname{det} \frac{\partial\left(f_{1}, \ldots, f_{m}\right)}{\partial\left(z_{1}, \ldots, z_{m}\right)}(0) \neq 0
$$

In this case, there is a holomorphic map $g$ from a neighborhood of 0 in $\mathbb{C}^{n-m}$ into $\mathbb{C}^{m}$ with $g(0)=0$ such that

$$
f\left(g_{1}\left(z_{m+1}, \ldots, z_{n}\right), \ldots, g_{m}\left(z_{m+1}, \ldots, z_{n}\right), z_{m+1}, \ldots, z_{n}\right)=0
$$

for $\left(z_{m+1}, \ldots, z_{n}\right)$ in a neighborhood of 0 .
Remark 2.8. In the case (I) above, $f$ is a submersion in a neighborhood of 0 , in the case (II), $f$ is an embedding in a neighborhood of 0 and in the case (III), we may solve the equation

$$
f\left(z_{1}, \ldots, z_{m}, \ldots, z_{n}\right)=0
$$

for $z_{1}, \ldots, z_{m}$ as functions $g_{1}, \ldots, g_{m}$ of $\left(z_{m+1}, \ldots, z_{n}\right)$ in a neighborhood of 0 and the set $f^{-1}(0)$ is the graph of the map $g=\left(g_{1}, \ldots, g_{m}\right)$.

The following theorem can be proved as in the one variable case.
Theorem 2.9 (Uniqueness of analytic continuation). Let $D$ be an open connected subset of $\mathbb{C}^{n}$ and let $f$ and $g$ be holomorphic functions in $D$. If there is a non-empty open set $U$ in $D$ such that $f=g$ on $U$, then $f=g$ on $D$.

The following can be proved using the corresponding result in the case of one variable.

Theorem 2.10 (Maximum principle). Let $D$ be a connected open set in $\mathbb{C}^{n}$ and let $f$ be a holomorphic function in $D$. If there is a point $a$ in $D$ such that $|f(a)| \geq|f(z)|$ for all $z$ in a neighborhood of $a$, then $f$ is a constant function on $D$.

## 3. Germs of holomorphic functions

We list, for example, $[\mathrm{GR}]$ and [Mat] as references for this section. Let $H$ be the set of functions holomorphic in some neighborhood of 0 . We define a relation $\sim$ in $H$ as follows. For two elements $f$ and $g$ in $H, f \sim g$ if there is a neighborhood $U$ of 0 such that the restrictions of $f$ and $g$ to $U$ are identical. Then it is easily checked that $\sim$ is an equivalence relation in $H$. The equivalence class of a function $f$ is called the germ of $f$ at 0 , which we also denote by $f$, if there is no fear of confusion. We let $\mathcal{O}_{n}$ be the quotient set of $H$ by this equivalence relation. The set $\mathcal{O}_{n}$ has the structure of a commutative ring with respect to the operations induced from the addition and the multiplication of functions. It has the unity which is the equivalence class of the function constantly equal to 1 .

If we denote by $\mathbb{C}\left\{z_{1}, \ldots, z_{n}\right\}$ the set of power series which converge absolutely in some neighborhood of 0 , this set also has the structure of a ring. Since, as in the one variable case, $f \sim g$ if and only if $f$ and $g$ have the same power series expansion, we may identify $\mathcal{O}_{n}$ with $\mathbb{C}\left\{z_{1}, \ldots, z_{n}\right\}$.

In what follows we denote by $R$ a commutative ring with unity 1 . A zero divisor in $R$ is an element $a$ in $R$ such that there is an element $b \neq 0$ in $R$ with $a b=0$. A ring $R \neq 0$ is an integral domain if there are no non-zero zero divisors, i.e, if $a b=0$, for $a, b \in R$, then $a=0$ or $b=0$. As a consequence of Theorem 2.9 , the ring $\mathcal{O}_{n}$ is an integral domain. Thus we may form the quotient field of $\mathcal{O}_{n}$, which we denote by $\mathcal{M}_{n}$. Each element in $\mathcal{M}_{n}$ can be expressed as $f / g$ and two
expressions $f / g$ and $f^{\prime} / g^{\prime}$ stand for the same element if and only if $f g^{\prime}=f^{\prime} g$. We call an element of $\mathcal{M}_{n}$ a germ of meromorphic function at 0 in $\mathbb{C}^{n}$.

We say that an element $u$ in a ring $R$ is a unit if there is an element $v$ in $R$ such that $u v=1$. it is not difficult to see that a germ $u$ in $\mathcal{O}_{n}$ is a unit if and only if it is the germ of a function $u$ with $u(0) \neq 0$.

We say that an ideal $I$ in a ring $R$ is maximal if $I \neq R$ and if there are no ideals $J$ with $I \varsubsetneqq J \varsubsetneqq R$. This is equivalent to saying that the quotient $R / I$ is a field. Let $\mathfrak{m}$ denote the set of non-units in $\mathcal{O}_{n}$. Then it is an ideal in $\mathcal{O}_{n}$. Moreover, we have the following proposition.
Proposition 3.1. The ideal $\mathfrak{m}$ is the unique maximal ideal in $\mathcal{O}_{n}$.
A ring with a unique maximal ideal is called a local ring.
We analyze the structure of the ring $\mathcal{O}_{n}$ by induction on $n$. First, for a germ $f$ in $\mathcal{O}_{n}$, we write $f=\sum_{|\nu| \geq 0} a_{\nu} z^{\nu}$. We say that the order of $f$ is $k$, if $a_{\nu}=0$ for all $\nu$ with $|\nu|<k$ and $a_{\nu_{0}} \neq \overline{0}$ for some $\nu_{0}$ with $\left|\nu_{0}\right|=k$. We define the order of the germ 0 to be $+\infty$. We say that the order of $f$ in $z_{n}$ is $k$, if the order of $f\left(0, \ldots, 0, z_{n}\right)$, as a power series in $z_{n}$, is $k$. In this case, if $k$ is finite, we also say that $f$ is regular in $z_{n}$ (of order $k$ ). Then we have;
Lemma 3.2. If the order of $f$ is $k$, then we may find a suitable coordinate system $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ of $\mathbb{C}^{n}$ such that the order of $f$ in $\zeta_{n}$ is $k$.

We consider the ring $\mathcal{O}_{n-1}\left[z_{n}\right]$ of polynomials in $z_{n}$ with coefficients in $\mathcal{O}_{n-1}$ :

$$
\mathcal{O}_{n-1}\left[z_{n}\right]=\left\{f(z)=a_{0}+a_{1} z_{n}+\cdots+a_{k} z_{n}^{k} \mid a_{i} \in \mathcal{O}_{n-1}\right\} .
$$

Definition 3.3. A Weierstrass polynomial in $z_{n}$ of degree $k$ is an element $h$ of $\mathcal{O}_{n-1}\left[z_{n}\right]$ of the form

$$
h=a_{0}+a_{1} z_{n}+\cdots+a_{k-1} z_{n}^{k-1}+z_{n}^{k}
$$

where $k$ is a positive integer and $a_{0}, a_{1}, \ldots, a_{k-1}$ are non-units in $\mathcal{O}_{n-1}$.
Note that in the above, $h\left(0, \ldots, 0, z_{n}\right)=z_{n}^{k}$. Hence the order of $h$ in $z_{n}$ is $k$. In general, any germ $f$ in $\mathcal{O}_{n}$ is written as

$$
f(z)=a_{0}+a_{1} z_{n}+\cdots+a_{k} z_{n}^{k}+\cdots
$$

with $a_{i} \in \mathcal{O}_{n-1}$. The order of $f$ in $z_{n}$ is $k$ if and only if $a_{0}, a_{1}, \ldots, a_{k-1}$ are nonunits in $\mathcal{O}_{n-1}$ and $a_{k}$ is a unit in $\mathcal{O}_{n-1}$. In this case, $a_{k}^{-1}\left(a_{0}+a_{1} z_{n}+\cdots+a_{k} z_{n}^{k}\right)$ is a Weierstrass polynomial in $z_{n}$ of degree $k$. The Weierstrass preparation theorem stated below shows that such an $f$ is essentially equal to a Weierstrass polynomial of degree $k$.

Theorem 3.4 (Weierstrass division theorem). If $h$ is a Weierstrass polynomial in $z_{n}$ of degree $k$, then for any germ $f$ in $\mathcal{O}_{n}$, there exist uniquely determined elements $q$ in $\mathcal{O}_{n}$ and $r$ in $\mathcal{O}_{n-1}\left[z_{n}\right]$ with $\operatorname{deg} r<k$ such that

$$
f=q h+r .
$$

Moreover, if $f$ is $\operatorname{in} \mathcal{O}_{n-1}\left[z_{n}\right]$, so is $q$. Thus we also have a division theorem in the $\operatorname{ring} \mathcal{O}_{n-1}\left[z_{n}\right]$.

Theorem 3.5 (Weierstrass preparation theorem). Let $f$ be a germ in $\mathcal{O}_{n}$ which is regular in $z_{n}$ of order $k$. Then there is a unique Weierstrass polynomial $h$ in $z_{n}$ of degree $k$ such that $f=u h$ with $u$ a unit in $\mathcal{O}_{n}$.

Next we discuss some important properties of the ring $\mathcal{O}_{n}$ which follow from the above theorems. First we recall some more terms from algebra. Let $R$ be an integral domain. An element $a$ in $R$ is irreducible if $a$ is not a unit and if the identity $a=b c$ for elements $b$ and $c$ in $R$ implies that either $b$ or $c$ is a unit. Note that 0 is not irreducible. We say that $R$ is a unique factorization domain, or simply a $U F D$, if every element $a$ in $R$ which is not 0 or a unit can be expressed as a product of irreducible elements in $R$ and the expression is unique up to the order and multiplications by units. It is known that if $R$ is a UFD, so is the polynomial ring $R[X]$ in the variable $X$ (Gauss' Theorem).

Theorem 3.6. The ring $\mathcal{O}_{n}$ is a unique factorization domain.
Let $R$ be a UFD. For elements $a$ and $b$ in $R$, there is always the greatest common divisor $\operatorname{gcd}(a, b)$, which is unique up to multiplication by units. We say that $a$ and $b$ are relatively prime if $\operatorname{gcd}(a, b)$ is a unit. For a point $z$ in $\mathbb{C}^{n}$, let $\mathcal{O}_{n, z}$ be the ring of germs of holomorphic functions at $z$, which is naturally isomorphic with $\mathcal{O}_{n}$. Using Theorem 3.5 , we can also prove that if $f$ and $g$ are relatively prime in $\mathcal{O}_{n}$, then they are relatively prime in $\mathcal{O}_{n, z}$ for all $z$ sufficiently close to 0 .

We say that a ring $R$ is a Noetherian ring if every ideal in $R$ has a finite number of generators, namely, if $I$ is an ideal in $R$, there exist a finite number of elements $a_{1}, \ldots, a_{r}$ in $I$ such that every element $a$ in $I$ is written as $a=\sum_{i=1}^{r} x_{i} a_{i}$ with $x_{i} \in R$. It is known that if $R$ is Noetherian, so is $R[X]$ (Hilbert basis theorem).

Theorem 3.7. The ring $\mathcal{O}_{n}$ is a Noetherian ring.
The following is a consequence of the "Riemann extension theorem", which is proved using the Weierstrass preparation theorem.

Theorem 3.8. Let $D$ be an open set in $\mathbb{C}^{n}$ and $f$ a function holomorphic and not identically 0 in $D$. We set $V=\{z \in D \mid f(z)=0\}$. If $D$ is connected, then $D \backslash V$ is also connected.

## 4. Complex manifolds and analytic varieties

References for this section will be [GH] and [Ko]. The notion of complex manifold is obtained by replacing $C^{\infty}$ maps by holomorphic maps in the definition of a $C^{\infty}$ manifold;

Definition 4.1. Let $M$ be a Hausdorff topological space with countable basis. We say that $M$ is a complex manifold if it admits an open covering $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in I}$ with the following properties :
(1) for each $\alpha$, there is a homeomorphism $\varphi_{\alpha}$ from $U_{\alpha}$ onto an open set $D_{\alpha}$ in $\mathbb{C}^{n}$, for some $n$,
(2) for each pair $(\alpha, \beta)$, the map $\varphi_{\alpha} \circ \varphi_{\beta}^{-1}$ is biholomorphic from $\varphi_{\beta}\left(U_{\alpha} \cap U_{\beta}\right)$ onto $\varphi_{\alpha}\left(U_{\alpha} \cap U_{\beta}\right)$.

The natural number $n$, which is uniquely determined on each connected component of $M$, is called the (complex) dimension of the component. If all the components have dimension $n$, we say the dimension of $M$ is $n$.

Let $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in I}$ be an open covering as above. We call $\left(U_{\alpha}, \varphi_{\alpha}\right)$ a (holomorphic) local coordinate system on $M$. For a point $p$ in $U_{\alpha}$, we call $U_{\alpha}$ a coordinate neighborhood of $p$ and

$$
\varphi_{\alpha}(p)=\left(z_{1}^{\alpha}(p), \ldots, z_{n}^{\alpha}(p)\right)
$$

the local coordinates of $p$ (with respect to $\varphi_{\alpha}$ ). Sometimes we identify $U_{\alpha}$ with $D_{\alpha}$ by the homeomorphism $\varphi_{\alpha}$ and identify $p$ with the point $\left(z_{1}^{\alpha}(p), \ldots, z_{n}^{\alpha}(p)\right)$ in $D_{\alpha} \subset \mathbb{C}^{n}$. In this case we call $\left(z_{1}^{\alpha}, \ldots, z_{n}^{\alpha}\right)$ a coordinate system on $U_{\alpha}$. The collection $\left\{\left(U_{\alpha}, \varphi_{\alpha}\right)\right\}_{\alpha \in I}$ of pairs $\left(U_{\alpha}, \varphi_{\alpha}\right)$ as above is called a system of (holomorphic) coordinate neighborhoods on $M$.

Examples 4.2. 1. A (non-empty) open subset in $\mathbb{C}^{n}$ is an $n$ dimensional complex manifold.
2. The complex projective space $\mathbb{C P}^{n}$. We introduce a relation $\sim$ in $\mathbb{C}^{n+1} \backslash\{0\}$ by setting, for $\zeta=\left(\zeta_{0}, \ldots, \zeta_{n}\right)$ and $\zeta^{\prime}=\left(\zeta_{0}^{\prime}, \ldots, \zeta_{n}^{\prime}\right)$ in $\mathbb{C}^{n+1} \backslash\{0\}, \zeta \sim \zeta^{\prime}$ if and only if $\zeta^{\prime}=t \zeta$ for some non-zero complex number $t$. Obviously, $\sim$ is an equivalence relation and the equivalence class of $\left(\zeta_{0}, \ldots, \zeta_{n}\right)$ is denoted by $\left[\zeta_{0}, \ldots, \zeta_{n}\right]$. We may give a complex structure on the quotient set $M=\left(\mathbb{C}^{n+1} \backslash\{0\}\right) / \sim$ as follows. First, we give the quotient topology on $M$. The space $M$ is covered by $n+1$ open sets $U_{i}, i=0,1, \ldots, n$, defined by

$$
U_{i}=\left\{\left[\zeta_{0}, \ldots, \zeta_{n}\right] \in M \mid \zeta_{i} \neq 0\right\}
$$

Then the map $\varphi_{i}: U_{i} \rightarrow \mathbb{C}^{n}$ defined by

$$
\varphi_{i}\left(\left[\zeta_{0}, \ldots, \zeta_{n}\right]\right)=\left(\zeta_{0} / \zeta_{i}, \ldots, \zeta_{i-1} / \zeta_{i}, \zeta_{i+1} / \zeta_{i}, \ldots, \zeta_{n} / \zeta_{i}\right)
$$

is a homeomorphism. Moreover, it is not difficult to check that for each pair $(i, j)$, the map $\varphi_{i} \circ \varphi_{j}^{-1}$ is a biholomorphic map from $\varphi_{j}\left(U_{i} \cap U_{j}\right)$ onto $\varphi_{i}\left(U_{i} \cap U_{j}\right)$. Thus $M$ becomes a (connected) complex manifold of dimension $n$, which we denote by $\mathbb{C P}^{n}$ and call the $n$ dimensional complex projective space. We call $\left[\zeta_{0}, \ldots, \zeta_{n}\right]$ homogeneous coordinates on $\mathbb{C P}^{n}$. Note that $\mathbb{C P}^{1}$ is the Riemann sphere.

From the construction, the projective space $\mathbb{C} \mathbb{P}^{n-1}$ is interpreted as the set of complex lines through 0 (one dimensional subspaces) in $\mathbb{C}^{n}$. Likewise the Grassmannian $G_{p}(n)$ is defined to be the set of $p$ dimensional subspaces of $\mathbb{C}^{n}$. It admits also naturally the structure of a compact complex manifold of dimension $p(n-p)$ (cf. [GH] Ch.1, 5).
3. If $M$ and $M^{\prime}$ are complex manifolds of dimensions $n$ and $n^{\prime}$, respectively, the product $M \times M^{\prime}$ has naturally the structure of a complex manifold of dimension $n+n^{\prime}$.

Exercise 4.3. Let $S^{2 n+1}=\left\{\left.\left(\zeta_{0}, \ldots, \zeta_{n}\right) \in \mathbb{C}^{n+1}| | \zeta_{0}\right|^{2}+\cdots+\left|\zeta_{n}\right|^{2}=1\right\}$ be the $2 n+1$ dimensional unit sphere and $\pi$ the restriction of the canonical surjection $\mathbb{C}^{n+1} \backslash\{0\} \rightarrow \mathbb{C P}^{n}$ to $S^{2 n+1}$. Show that $\pi$ is surjective (thus $\mathbb{C P}^{n}$ is compact) and find the inverse image $\pi^{-1}(p)$ for each point $p$ in $\mathbb{C P}^{n}$.

A complex valued function $f$ on an open set $U$ in a complex manifold $M$ is said to be holomorphic if, for each local coordinate system $\left(U_{\alpha}, \varphi_{\alpha}\right)$, the function $f \circ \varphi_{\alpha}^{-1}$ is holomorphic on $\varphi_{\alpha}\left(U \cap U_{\alpha}\right)$. Also, a map $f: M \rightarrow M^{\prime}$ from a complex manifold $M$ into another $M^{\prime}$ is said to be holomorphic if, for local coordinate systems $\left(U_{\alpha}, \varphi_{\alpha}\right)$ on $M$ and $\left(V_{\lambda}, \psi_{\lambda}\right)$ on $M^{\prime}$, the map $\psi_{\lambda} \circ f \circ \varphi_{\alpha}^{-1}$ is holomorphic on $\varphi_{\alpha}\left(U_{\alpha} \cap f^{-1}\left(V_{\lambda}\right)\right)$. A biholomorphic map is a bijective holomorphic map $f$ such that $f^{-1}$ is also holomorphic.

If $M$ is a complex manifold of dimension $n$, since we may identify $\mathbb{C}^{n}$ with $\mathbb{R}^{2 n}$ and a holomorphic map is of class $C^{\infty}, M$ has the structure of a $C^{\infty}$ manifold of real dimension $2 n$. If $\left(z_{1}, \ldots, z_{n}\right)$ is a coordinate system on a neighborhood $U$ of a point $p$ in $M$, then writing $z_{i}=x_{i}+\sqrt{-1} y_{i}$ with $x_{i}$ and $y_{i}$ the real and the imaginary parts of $z_{i}$, we see that $\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)$ is a $C^{\infty}$ coordinate system on $U$. Let $T_{\mathbb{R}}, p M$ denote the tangent space of $M$ at $p$ as a $C^{\infty}$ manifold. We may think of the vectors

$$
\frac{\partial}{\partial z_{i}}=\frac{1}{2}\left(\frac{\partial}{\partial x_{i}}-\sqrt{-1} \frac{\partial}{\partial y_{i}}\right) \quad \text { and } \quad \frac{\partial}{\partial \bar{z}_{i}}=\frac{1}{2}\left(\frac{\partial}{\partial x_{i}}+\sqrt{-1} \frac{\partial}{\partial y_{i}}\right)
$$

as being in the complexification $T_{\mathbb{R}}^{c}, p M=T_{\mathbb{R}}, p M \otimes_{\mathbb{R}} \mathbb{C}$ of $T_{\mathbb{R}}, p M$. It is not difficult to see that, if we denote by $T_{p} M$ and $\bar{T}_{p} M$ the subspaces of the $\mathbb{C}$-vector space $T_{\mathbb{R}}^{c}, p M$ spanned, respectively, by $\partial / \partial z_{1}, \ldots, \partial / \partial z_{n}$ and $\partial / \partial \bar{z}_{1}, \ldots, \partial / \partial \bar{z}_{n}$, then they do not depend on the choice of the coordinates $\left(z_{1}, \ldots, z_{n}\right)$. Thus we have:

Proposition 4.4. For a complex manifold $M$ we have a decomposition

$$
T_{\mathbb{R}, p}^{c} M=T_{p} M \oplus \bar{T}_{p} M
$$

We call $T_{p} M$ and $\bar{T}_{p} M$, respectively, the holomorphic and antiholomorphic parts of $T_{\mathbb{R}}^{c},{ }_{p} M$.

There is an important class of subsets in a complex manifold, namely, analytic varieties.

Definition 4.5. Let $D$ be an open subset of a complex manifold $M$ and $V$ a subset of $D$. We say that $V$ is an (analytic) variety in $D$ if, for any point $p$ in $D$, there exist a neighborhood $U$ of $p$ and a finite number of holomorphic functions $f_{1}, \ldots, f_{r}$ on $U$ such that

$$
V \cap U=\left\{q \in U \mid f_{1}(q)=\cdots=f_{r}(q)=0\right\}
$$

We call $\left(f_{1}, \ldots, f_{r}\right)$ a system of local defining functions of $V$ and $f_{1}=\cdots=f_{r}=0$ local equations for $V$ near $p$.

A variety in $D$ is sometimes called a subvariety of $D$. Note that a variety in $D$ is a closed subset of $D$. If $V$ is a closed subset of $D$, it is a variety in $D$ if (and only if) each point $p_{0}$ in $V$ admits a neighborhood $U$ with the properties in Definition 4.5. A non-empty variety which is locally defined by a single (not identically zero) holomorphic function is called a hypersurface (cf. Theorem 5.11 below).

The first part of the following is obvious from the uniqueness of analytic continuation and the second part follows from Theorem 3.8.

Theorem 4.6. Let $V$ be a variety in a connected open set $D$. If it is a proper subset of $D$, it does not have interior points. Moreover, $D \backslash V$ is connected.
Definition 4.7. Let $V$ be a variety. A point $p$ in $V$ is called a regular point of $V$ if there is a system of local defining functions $\left(f_{1}, \ldots, f_{r}\right)$ of $V$ in a neighborhood of $p$ such that $p$ is a regular point of the map $f=\left(f_{1}, \ldots, f_{r}\right)$. We say $p$ is a singular point of $V$ if it is not a regular point.

Note that if $p$ is a regular point of $V$, by the inverse mapping theorem, we may assume without loss of generality that $r \leq n$ in the above.
Exercises 4.8. In what follows, let $p$ be a regular point of a variety $V$.
(1) Show that, if $\left(f_{1}, \ldots, f_{r}\right)$ is a system as in 4.7 , then there is a neighborhood $U$ of $p$ such that $V \cap U$ has the structure of a complex manifold of dimension $n-r$ so that the inclusion map $\iota: V \cap U \rightarrow U$ is holomorphic.
(2) Show that, in this situation, the differential $\iota_{*}: T_{p} V \rightarrow T_{p} U=T_{p} M$ is injective. Thus we may identify $T_{p} V$ with a subspace of $T_{p} M$. We call the quotient space $T_{p} M / T_{p} V$ the (holomorphic) normal space of $V$ in $M$ at $p$.
(3) Let $\left(z_{1}, \ldots, z_{n}\right)$ be a coordinate system in a neighborhood of $p$ in $M$. We identify $T_{p} M$ with $\mathbb{C}^{n}=\left\{\left(\zeta_{1}, \ldots, \zeta_{n}\right)\right\}$ by taking $\left(\partial / \partial z_{1}, \ldots, \partial / \partial z_{n}\right)$ as its basis. Show that, in $\mathbb{C}^{n}, T_{p} V$ is given by

$$
\sum_{j=1}^{n} \frac{\partial f_{i}}{\partial z_{j}}(p) \cdot \zeta_{j}=0, \quad i=1, \ldots, r
$$

For a variety $V$, we denote by $\operatorname{Reg}(V)$ and $\operatorname{Sing}(V)$, respectively, the sets of regular and singular points of $V$. $\operatorname{By} 4.8, \operatorname{Reg}(V)$ is a complex manifold. It is shown that $\operatorname{Sing}(V)$ is again an analytic variety (cf. Ch.III, Proposition 5.3 and Remark 5.4). Hence $\operatorname{Sing}(V)$ is a closed set in $V$ and $\operatorname{Reg}(V)$ is an open set in $V$. An analytic set $V$ in $D$ is said to be a (closed) submanifold of $D$ if $V=\operatorname{Reg}(V)$. In this case, it is a locally closed submanifold of $M$.

Examples 4.9. 1 . Let $M$ be $\mathbb{C}^{2}$ with coordinates $\left(z_{1}, z_{2}\right)$. We set $f\left(z_{1}, z_{2}\right)=z_{1} z_{2}$ and $V=\left\{\left(z_{1}, z_{2}\right) \mid f\left(z_{1}, z_{2}\right)=0\right\}$. Thus $V$ consists of two "complex lines" $\left(z_{1}\right.$ and $z_{2}$ "axes") intersecting in $\mathbb{C}^{2}$ at one point (the origin 0). By definition we see that $V \backslash\{0\} \subset \operatorname{Reg}(V)$, while by looking at the neighborhood structure of 0 , we see that 0 is a singular point of $V$ (cf. Exercise 4.10, (1) below). This can be also checked by studying the behavior of the tangent spaces of the regular part. See also Ch.III, Proposition 5.3. Thus $\operatorname{Reg}(V)=V \backslash\{0\}$, which has two connected components each being a one dimensional complex manifold biholomorphic to $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$.
2. Again let $M$ be $\mathbb{C}^{2}$. We set $f\left(z_{1}, z_{2}\right)=z_{1}^{3}-z_{2}^{2}$ and let $V$ be the variety defined by $f$. By definition we see that $V \backslash\{0\} \subset \operatorname{Reg}(V)$, while 0 is a singular point of $V$ (cf. Exercise 4.10, (2)). Thus $\operatorname{Reg}(V)=V \backslash\{0\}$, which has one component biholomorphic to $\mathbb{C}^{*}$. Note that $V$ is homeomorphic to $\mathbb{C}$.
3. Let $M$ be $\mathbb{C}^{3}$ with coordinates $\left(z_{1}, z_{2}, z_{3}\right)$. We set $f\left(z_{1}, z_{2}, z_{3}\right)=z_{1} z_{2}^{2}-z_{3}^{2}$ and let $V$ be the variety defined by $f$. Then $\operatorname{Reg}(V)$ is a two dimensional complex manifold and $\operatorname{Sing}(V)$ is the $z_{1}$-axis. The set $V$ is called the Whitney umbrella.
4. Let $M$ be $\mathbb{C}^{3}$. We set $f\left(z_{1}, z_{2}, z_{3}\right)=z_{2}^{2}-z_{1}^{2} z_{3}^{2}-z_{1}^{3}$ and let $V$ be the variety defined by $f$. Then $\operatorname{Reg}(V)$ is a two dimensional complex manifold and $\operatorname{Sing}(V)$ is the $z_{3}$-axis.

Exercises 4.10. (1) Let $S^{3}=\left\{\left.\left(z_{1}, z_{2}\right)| | z_{1}\right|^{2}+\left|z_{2}\right|^{2}=1\right\}$ be the three dimensional unit sphere in $\mathbb{C}^{2}=\mathbb{R}^{4}$. Show that, in Example 4.9, 1, the intersection $K=V \cap S^{3}$ consists of two circles which are unknotted but link with each other.
(2) Show that, in Example 4.9, 2, $K=V \cap S^{3}$ is the "torus knot of type $(2,3)$ ".
(3) In Example 4.9, 2, find an explicit (holomorphic) homeomorphism from $\mathbb{C}$ onto $V$.
(4) Let $V$ be the variety in $\mathbb{C}^{4}=\left\{\left(z_{1}, z_{2}, z_{3}, z_{4}\right)\right\}$ defined by the three equations:

$$
z_{1} z_{4}-z_{2} z_{3}=0, \quad z_{2}^{2}-z_{1} z_{3}=0 \quad \text { and } \quad z_{3}^{2}-z_{2} z_{4}=0 .
$$

Find $\operatorname{Reg}(V)$ and $\operatorname{Sing}(V)$. What is the dimension of each connected component of $\operatorname{Reg}(V)$ ?

Consider the $n$ dimensional complex projective space $\mathbb{C P}^{n}$ with homogeneous coordinates $\left[\zeta_{0}, \ldots, \zeta_{n}\right]$ and let, for each $j=1, \ldots, r, P_{j}\left(\zeta_{0}, \ldots, \zeta_{n}\right)$ be a homogeneous polynomial in $\left(\zeta_{0}, \ldots, \zeta_{n}\right)$ of degree $d_{j}$. Then the set

$$
V=\left\{\left[\zeta_{0}, \ldots, \zeta_{n}\right] \in \mathbb{C P}^{n} \mid P_{j}\left(\zeta_{0}, \ldots, \zeta_{n}\right)=0, j=1, \ldots, r\right\}
$$

is a well-defined subset of $\mathbb{C P}^{n}$ and is, moreover, a variety in $\mathbb{C P}^{n}$. In fact, in each open set $U_{i}=\left\{\zeta_{i} \neq 0\right\}, V$ is defined by the holomorphic functions $f_{j}=$ $P_{j}\left(\zeta_{0}, \ldots, \zeta_{n}\right) / \zeta_{i}^{d_{j}}, j=1, \ldots, r$. Such a variety is called a (projective) algebraic variety. It is known that every variety in $\mathbb{C P}^{n}$ is algebraic (Chow's theorem). In particular, the "hyperplane" defined by $\zeta_{0}=0$ is an $n-1$ dimensional submanifold of $\mathbb{C P}^{n}$ which may be identified with $\mathbb{C P}^{n-1}$. Thus we may express $\mathbb{C P}^{n}$ as a disjoint union $\mathbb{C P}^{n}=\mathbb{C}^{n} \sqcup \mathbb{C P}^{n-1}$, which leads to a cellular decomposition of $\mathbb{C P}^{n}$ ; $\mathbb{C P}^{n}=\mathbb{C}^{n} \sqcup \mathbb{C}^{n-1} \sqcup \cdots \sqcup \mathbb{C}^{0}$. Using this we may compute the homology of $\mathbb{C P}^{n}$;

$$
H_{p}\left(\mathbb{C P}^{n} ; \mathbb{Z}\right)= \begin{cases}\mathbb{Z}, & \text { for } p=0,2, \ldots, 2 n  \tag{4.11}\\ 0, & \text { otherwise }\end{cases}
$$

Exercise 4.12. For complex numbers $\alpha, \beta$ and $\gamma$, let $V_{\alpha, \beta, \gamma}$ be the variety in $\mathbb{C P}^{2}$ defined by

$$
V_{\alpha, \beta, \gamma}=\left\{\left[\zeta_{0}, \zeta_{1}, \zeta_{2}\right] \in \mathbb{C P}^{2} \mid \zeta_{0} \zeta_{2}^{2}-\left(\zeta_{1}-\alpha \zeta_{0}\right)\left(\zeta_{1}-\beta \zeta_{0}\right)\left(\zeta_{1}-\gamma \zeta_{0}\right)=0\right\}
$$

(1) Show that, if $\alpha, \beta$ and $\gamma$ are mutually distinct, $V_{\alpha, \beta, \gamma}$ has no singular points.
(2) Show that, if $\gamma \neq 0, V_{0,0, \gamma}$ has only one singular point at $p=[1,0,0]$, which is equivalent to the one in Example 4.9, 1.
(3) Show that $V_{0,0,0}$ has only one singular point at $p=[1,0,0]$, which is equivalent to the one in Example 4.9, 2.

## 5. Germs of varieties

In this section, we consider the germs of varieties and the relation between these germs and the ideals in $\mathcal{O}_{n}$. See, e.g, [Har] for the corresponding theory in Algebraic Geometry.

We first introduce a relation $\sim$ in the set of subsets of $\mathbb{C}^{n}$. Let $A$ and $B$ be two subsets of $\mathbb{C}^{n}$. We define $A \sim B$ if there is a neighborhood $U$ of 0 such that
$A \cap U=B \cap U$. It is easily checked that this is an equivalence relation. We call the equivalence class of $A$ the germ of $A$ at 0 and we denote it also by $A$ unless it is necessary to distinguish the two. Usual operations of sets induce those of germs. Thus for two germs $A$ and $B$ at $0, A \cap B, A \cup B$ and $A \backslash B$ are well-defined. The relation $A \subset B$ is also well-defined.

Let $f_{1}, \ldots, f_{r}$ be germs in $\mathcal{O}_{n}$. We choose a neighborhood $U$ of 0 such that these germs are represented by holomorphic functions on $U$, which we also denote by $f_{1}, \ldots, f_{r}$. We set

$$
V\left(f_{1}, \ldots, f_{r}\right)=\text { the germ at } 0 \text { of }\left\{z \in U \mid f_{1}(z)=\cdots=f_{r}(z)=0\right\}
$$

and call it the germ of the variety defined by $f_{1}, \ldots, f_{r}$. More generally, let $I$ be an ideal in $\mathcal{O}_{n}$. By the Noetherian property of $\mathcal{O}_{n}$ (Theorem 3.7), there exist a finite number of germs $f_{1}, \ldots, f_{r}$ such that $I=\left(f_{1}, \ldots, f_{r}\right)$ (the ideal generated by $\left.f_{1}, \ldots, f_{r}\right)$. We set $V(I)=V\left(f_{1}, \ldots, f_{r}\right)$ and call it the germ of the variety defined by $I$. It is easily checked that it does not depend on the choice of generators of $I$. Thus each ideal in $\mathcal{O}_{n}$ defines a germ of variety at 0 . Conversely suppose we are given a germ $V$ of variety at 0 . We choose a neighborhood $U$ of 0 such that the germ is represented by a variety in $U$, which we also denote by $V$. We set

$$
I(V)=\left\{f \in \mathcal{O}_{n} \mid f(z)=0 \text { for all } z \text { in } V \text { and near } 0\right\}
$$

It is easily checked that this is an ideal in $\mathcal{O}_{n}$. For an ideal $I$ in $\mathcal{O}_{n}$, we set

$$
\sqrt{I}=\left\{f \in \mathcal{O}_{n} \mid f^{k} \in I \text { for some positive integer } k\right\}
$$

and call it the radical of $I$. This is again an ideal in $\mathcal{O}_{n}$ and it contains $I$.
Exercise 5.1. For $k=1, \ldots, n$, we consider the "coordinate functions" $z_{1}, \ldots, z_{k}$ as germs in $\mathcal{O}_{n}$. Show that

$$
I\left(V\left(z_{1}, \ldots, z_{k}\right)\right)=\left(z_{1}, \ldots, z_{k}\right)
$$

There are various relations between germs of varieties and ideals, most of which follow rather straightforward from definition. The most important and deep fact will be the following theorem. We refer to [GR], for example, for the proof.

Theorem 5.2 (Hilbert Nullstellensatz). For any ideal I in $\mathcal{O}_{n}$,

$$
I(V(I))=\sqrt{I}
$$

Exercise 5.3. Show that, for an ideal $I\left(\neq \mathcal{O}_{n}\right)$ in $\mathcal{O}_{n}$, the complex vector space $\mathcal{O}_{n} / I$ is finite dimensional if and only if $V(I)=\{0\}$.

In general, let $R$ be a commutative ring with identity. For an ideal $I$ in $R$, its radical $\sqrt{I}$ is defined similarly as for the ones in $\mathcal{O}_{n}$. An ideal $\mathfrak{p}$ in $R$ is said to be prime if $R / \mathfrak{p}$ is an integral domain, i.e., $\mathfrak{p} \neq R$ and $a b \in \mathfrak{p}$ implies $a \in \mathfrak{p}$ or $b \in \mathfrak{p}$. If $\mathfrak{p}$ is prime, then $\sqrt{\mathfrak{p}}=\mathfrak{p}$.

Definition 5.4. Let $V$ be a germ of variety at 0 . We say that $V$ is irreducible if $V \neq \emptyset$ and if $V=V_{1} \cup V_{2}$ implies $V_{1}=V$ or $V_{2}=V$.

Theorem 5.5. A germ of variety $V$ is irreducible if and only if the ideal $I(V)$ is prime.

Corollary 5.6. For a germ $f$, which is not 0 or a unit, in $\mathcal{O}_{n}$, the following are equivalent :
(i) $\quad V(f)$ is irreducible.
(ii) $I(V(f))(=\sqrt{(f)})$ is a prime ideal.
(iii) There is an irreducible element $p$ in $\mathcal{O}_{n}$ such that $f=p^{m}$ for some positive integer $m$.

The following is a consequence of the "primary decomposition theorem":
Theorem 5.7. Any (non-empty) germ $V$ of variety can be written as

$$
V=V_{1} \cup \cdots \cup V_{r},
$$

where $V_{1}, \ldots, V_{r}$ are germs of varieties such that each $V_{i}$ is irreducible and that $V_{i} \not \subset V_{j}$, if $i \neq j$. Moreover, $V_{1}, \ldots, V_{r}$ are uniquely determined by $V$ up to order.

The proof of the following is not difficult.
Theorem 5.8. Let $f$ be a germ, which is not 0 or a unit, in $\mathcal{O}_{n}$. If $f=p_{1}^{m_{1}} \cdots p_{r}^{m_{r}}$ is the irreducible decomposition of $f$, then

$$
V(f)=V\left(p_{1}\right) \cup \cdots \cup V\left(p_{r}\right)
$$

is the irreducible decomposition of $V(f)$.
Let $f$ be a germ in $\mathcal{O}_{n}$, which is not 0 or a unit. We say that $f$ is reduced if the irreducible decomposition of $f$ has no multiple factors, i.e., in the irreducible decomposition $f=p_{1}^{m_{1}} \cdots p_{r}^{m_{r}}$, we have $m_{i}=1$ for all $i$. We represent $f$ by a holomorphic function $f$ in a neighborhood of 0 . Then, it can be proved that, if $f$ is reduced at 0 , the germ $f_{z}$ in $\mathcal{O}_{n, z}$ is reduced for all $z$ sufficiently close to 0 . Note that, on the other hand, even if $f$ is irreducible at $0, f_{z}$ may not be irreducible. For example, consider the "Whitney umbrella" (Example 4.9, 3).

Exercise 5.9. Show that $f$ is reduced if and only if $I(V(f))=(f)$.

We define the dimension of a variety on the basis of the following theorem. For the proof we refer to [GR].

Theorem 5.10. Let $V$ be an irreducible germ of variety. We may find a representative $V$ of $V$ such that $\operatorname{Reg}(V)$ is connected and dense in $V$.

For a germ of variety $V$ at 0 , we define its dimension (at 0 ), denoted by $\operatorname{dim} V$, as follows. If $V$ is irreducible, then we $\operatorname{define} \operatorname{dim} V$ to be the dimension of the complex manifold $\operatorname{Reg}(V)$. In general, if $V=V_{1} \cup \cdots \cup V_{r}$ is the irreducible decomposition of $V$, we set $\operatorname{dim} V=\max _{1 \leq i \leq r} \operatorname{dim} V_{i}$. We also define the codimension (denoted by codim $V$ ) by $\operatorname{codim} V=n-\operatorname{dim} V$. Note that in this case we have the corresponding decomposition $\operatorname{Reg}(V)=C_{1} \cup \cdots \cup C_{r}$ of $\operatorname{Reg}(V)$ into its connected components $C_{i}$. Each $C_{i}$ is a complex manifold whose closure coincides with $V_{i}$. However, in general, $C_{i}$ does not coincide with $\operatorname{Reg}\left(V_{i}\right)$. We say that $V$ is pure dimensional if all the components $V_{i}$ have the same dimension.

The "if" part of the following theorem follows from Theorem 5.8. For the "only if" part, we refer to [GR].
Theorem 5.11. A germ $V$ of variety is pure $n-1$ dimensional if and only if there is a germ $f$ in $\mathcal{O}_{n}$, not 0 or a unit, such that $I(V)=(f)$.

Let $D$ be an open set in a complex manifold $M$. A variety $V$ in $D$ is said to be (globally) irreducible if it cannot be expressed as the union of two varieties $V_{1}$ and $V_{2}$ in $D$ with $V_{1}, V_{2} \neq V$. This notion should be distinguished from the "local" irreducibility (Definition 5.4). For example the variety $V_{0,0, \gamma}$ of Exercise 4.12, (2) is globally irreducible, but locally not irreducible at $p$. Note that every variety is written as a union of irreducible varieties. Note also that $V$ is irreducible if and only if the regular part $\operatorname{Reg}(V)$ is connected. Hence, for an irreducible variety $V$ and a point $p$ in $V$, the dimension of $V$ at $p$ remains constant. We call it the dimension of $V$. In general, we say that $V$ is pure dimensional, if all the irreducible components of $V$ have the same dimension.

## Chapter II. Differential forms and Čech-de Rham cohomology

## 1. Vector bundles

In what follows, we denote by $\mathbb{K}$ either $\mathbb{R}$ or $\mathbb{C}$ and $M_{r}(\mathbb{K})$ the sets of $r \times r$ matrices with entries in $\mathbb{K}$. It is naturally identified with $\mathbb{K}^{r^{2}}$. Also we set

$$
G L(r, \mathbb{K})=\left\{A \in M_{r}(\mathbb{K}) \mid \operatorname{det} A \neq 0\right\} .
$$

It has the structure of a real or complex Lie group. Namely, it is a group with respect to the multiplication of matrices and, moreover, it is a $C^{\infty}$ or a complex manifold according as $\mathbb{K}$ is $\mathbb{R}$ or $\mathbb{C}$, since it is an open set of $M_{r}(\mathbb{K})$, and the group operation is $C^{\infty}$ or holomorphic.
Definition 1.1. Let $M$ be a $C^{\infty}$ manifold. A $\left(C^{\infty}\right)$ vector bundle of rank $r$ over $M$ is a topological space $E$ together with a continuous map $\pi: E \rightarrow M$ such that there exists an open covering $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in I}$ of $M$ with the following properties :
(1) for each $\alpha$, there is a homeomorphism

$$
\psi_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \xrightarrow{\sim} U_{\alpha} \times \mathbb{K}^{r}
$$

with $\varpi \circ \psi_{\alpha}=\pi$, where $\varpi$ denotes the projection $U_{\alpha} \times \mathbb{K}^{r} \rightarrow U_{\alpha}$,
(2) for each pair $(\alpha, \beta)$, there is a $C^{\infty}$ map

$$
h^{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow G L(r, \mathbb{K})
$$

with

$$
\psi_{\alpha} \circ \psi_{\beta}^{-1}(p, \zeta)=\left(p, h^{\alpha \beta}(p) \zeta\right) \quad \text { for } \quad(p, \zeta) \in U_{\alpha} \cap U_{\beta} \times \mathbb{K}^{r}
$$

We say that $E$ is a real or complex vector bundle according as $\mathbb{K}$ is $\mathbb{R}$ or $\mathbb{C}$.
Thus if $\pi: E \rightarrow M$ is a vector bundle of rank $r$ over a $C^{\infty}$ manifold $M$ of dimension $m$, then $E$ has the structure of a $C^{\infty}$ manifold of dimension $m+r$ or $m+2 r$, according as $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$, so that $\pi$ is a $C^{\infty}$ surjective submersion (surmersion) and each fiber $E_{p}=\pi^{-1}(p), p \in M$, has the structure of a vector space of dimension $r$ over $\mathbb{K}$. We call $\psi_{\alpha}$ a trivialization of $E$ on $U_{\alpha}$. We also call $h^{\alpha \beta}$ the transition matrix of $E$ on $U_{\alpha} \cap U_{\beta}$ and the collection $\left\{h^{\alpha \beta}\right\}$ the system of transition matrices of $E$. For each point $p$ in $U_{\alpha} \cap U_{\beta} \cap U_{\gamma}$, we have the identity

$$
\begin{equation*}
h^{\alpha \beta}(p) h^{\beta \gamma}(p)=h^{\alpha \gamma}(p) . \tag{1.2}
\end{equation*}
$$

Thus, in particular, $h^{\alpha \alpha}(p)=I$ (the identity matrix) and $h^{\beta \alpha}(p)=\left(h^{\alpha \beta}(p)\right)^{-1}$. We may think of the system $\left\{\left(U_{\alpha}, \psi_{\alpha}, h^{\alpha \beta}\right)\right\}$ as defining a vector bundle structure on $E$.

If we are given an open covering $\left\{U_{\alpha}\right\}$ of $M$ and a collection $\left\{h^{\alpha \beta}\right\}$ of $C^{\infty}$ maps

$$
h^{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow G L(r, \mathbb{K})
$$

satisfying (1.2) for $p$ in $U_{\alpha} \cap U_{\beta} \cap U_{\gamma}$, we may construct a vector bundle as follows. For $\left(p_{\alpha}, \zeta_{\alpha}\right)$ in $U_{\alpha} \times \mathbb{K}^{r}$ and $\left(p_{\beta}, \zeta_{\beta}\right)$ in $U_{\beta} \times \mathbb{K}^{r}$, we define $\left(p_{\alpha}, \zeta_{\alpha}\right) \sim\left(p_{\beta}, \zeta_{\beta}\right)$ if and only if

$$
\left\{\begin{array}{l}
p_{\alpha}=p_{\beta}(=p) \\
\zeta^{\alpha}=h^{\alpha \beta}(p) \zeta^{\beta}
\end{array}\right.
$$

Then it is easy to see that this is an equivalence relation in the disjoint union $\bigsqcup_{\alpha}\left(U_{\alpha} \times \mathbb{K}^{r}\right)$. Let $E$ be the quotient space. Then, since

$$
\left(U_{\alpha} \times \mathbb{K}^{r}\right) / \sim=U_{\alpha} \times \mathbb{K}^{r},
$$

$E$ has a vector bundle structure with $\left\{h^{\alpha \beta}\right\}$ as a system of transition matrices.
Let $E$ and $F$ be two vector bundles on $M$. A $C^{\infty} \operatorname{map} \varphi: E \rightarrow F$ is said to be a vector bundle homomorphism if it commutes with the projections and if the induced map $\varphi_{p}: E_{p} \rightarrow F_{p}$ on each fiber is $\mathbb{K}$-linear. We say that $\varphi$ is an isomorphism if it is a $C^{\infty}$ diffeomorphism. In this case $\varphi$ induces a $\mathbb{K}$-isomorphism on each fiber. We also say that $E$ and $F$ are isomorphic (or $E$ is isomorphic to $F$ ), and write $E \simeq F$, if there is an isomorphism of $E$ onto $F$. A vector bundle is called trivial if it is isomorphic to the product $M \times \mathbb{K}^{r}$.

Exercise 1.3. Let $E$ and $F$ be two vector bundles on $M$ with systems of transition matrices $\left\{h^{\alpha \beta}\right\}$ and $\left\{g^{\alpha \beta}\right\}$, respectively, on an open covering $\left\{U_{\alpha}\right\}$. Show that $E$ and $F$ are isomorphic if and only if there exists a $C^{\infty} \operatorname{map} h^{\alpha}: U_{\alpha} \rightarrow G L(r, \mathbb{K})$, for each $\alpha$, such that

$$
h^{\alpha \beta}(p)=h^{\alpha}(p)^{-1} g^{\alpha \beta}(p) h^{\beta}(p),
$$

for $p$ in $U_{\alpha} \cap U_{\beta}$.
We say that a sequence of vector bundle homomorphisms

$$
E \xrightarrow{\varphi} F \xrightarrow{\psi} G
$$

is exact if, for each $p$ in $M$, the induced sequence $E_{p} \xrightarrow{\varphi_{p}} F_{p} \xrightarrow{\psi_{p}} G_{p}$ is exact, i.e., $\operatorname{Ker} \psi_{p}=\operatorname{Im} \varphi_{p}$.

Let $\pi: E \rightarrow M$ be a vector bundle of rank $r$. A subset $E^{\prime}$ of $E$ is said to be a subbundle of $E$, if there is a system $\left\{\left(U_{\alpha}, \psi_{\alpha}, h^{\alpha \beta}\right)\right\}$ as in Definition 1.1 such that each $\psi_{\alpha}$ maps $\pi^{\prime-1}\left(U_{\alpha}\right)$ onto $U_{\alpha} \times \mathbb{K}^{r^{\prime}}$, where $\pi^{\prime}$ denotes the restriction of $\pi$ to $E^{\prime}$ and $\mathbb{K}^{r^{\prime}}$ is identified with the subspace of $\mathbb{K}^{r}$ consisting of (column) vectors
$\zeta={ }^{t}\left(\zeta_{1}, \ldots, \zeta_{r}\right)$ (the transposed of $\left.\left(\zeta_{1}, \ldots, \zeta_{r}\right)\right)$ with $\zeta_{r^{\prime}+1}=\cdots=\zeta_{r}=0$. In this case, each $h^{\alpha \beta}$ is of the form

$$
h^{\alpha \beta}=\left(\begin{array}{cc}
h^{\prime \alpha \beta} & *  \tag{1.4}\\
0 & h^{\prime \prime \alpha \beta}
\end{array}\right),
$$

where $h^{\prime \alpha \beta}$ and $h^{\prime \prime \alpha \beta}$ are $C^{\infty}$ maps from $U_{\alpha} \cap U_{\beta}$ into $G L\left(r^{\prime}, \mathbb{K}\right)$ and $G L\left(r^{\prime \prime}, \mathbb{K}\right)$, $r^{\prime \prime}=r-r^{\prime}$, respectively. Note that each of the systems $\left\{h^{\prime \alpha \beta}\right\}$ and $\left\{h^{\prime \prime \alpha \beta}\right\}$ satisfies (1.2). Thus $E^{\prime}$ has the structure of a vector bundle of rank $r^{\prime}$ with $\left\{h^{\prime \alpha \beta}\right\}$ as a system of transition matrices. The vector bundle of rank $r^{\prime \prime}$ defined by the system $\left\{h^{\prime \prime \alpha \beta}\right\}$ is called the quotient bundle of $E$ by $E^{\prime}$ and is denoted by $E / E^{\prime}$. Note that there is a surjective vector bundle homomorphism $\varphi: E \rightarrow E / E^{\prime}$ so that the sequence

$$
0 \rightarrow E^{\prime} \xrightarrow{\iota} E \xrightarrow{\varphi} E / E^{\prime} \rightarrow 0
$$

is exact, where $\iota$ denotes the inclusion.
In general, if we may choose a system $\left\{h^{\alpha \beta}\right\}$ of transition matrices of a vector bundle $E$ so that each $h^{\alpha \beta}$ is of the form (1.4), then $E$ admits a subbundle with $\left\{h^{\prime \alpha \beta}\right\}$ as a system of transition matrices.
Exercise 1.5. Let $\varphi: E \rightarrow F$ be a homomorphism of vector bundles. Show that, if the rank of the restriction $\varphi_{p}$ of $\varphi$ to each fiber $E_{p}, p \in M$, is constant, then the kernel $\operatorname{Ker} \varphi=\bigsqcup_{p \in M} \operatorname{Ker} \varphi_{p}$ and the image $\operatorname{Im} \varphi=\bigsqcup_{p \in M} \operatorname{Im} \varphi_{p}$ of $\varphi$ are subbundles of $E$ and $F$, respectively. Show also that the quotient bundle $E / \operatorname{Ker} \varphi$ is isomorphic to $\operatorname{Im} \varphi$. The quotient $F / \operatorname{Im} \varphi$ is called the cokernel of $\varphi$ and is denoted by Coker $\varphi$.

If $f: M^{\prime} \rightarrow M$ is a $C^{\infty}$ map of $C^{\infty}$ manifolds and if $\pi: E \rightarrow M$ is a vector bundle over $M$, we define the pull-back $f^{*} E$ of $E$ by $f$ by

$$
f^{*} E=\left\{(p, e) \in M^{\prime} \times E \mid f(p)=\pi(e)\right\}
$$

It is a vector bundle over $M^{\prime}$ with projection the restriction of the projection onto the first factor. Note that $\left(f^{*} E\right)_{p}=E_{f(p)}$. In particular, if $V$ is a submanifold of $M$ with inclusion map $i$ and if $E$ is a vector bundle on $M$, the pull-back $i^{*} E$ is called the restriction of $E$ to $V$ and is denoted by $\left.E\right|_{V}$.

A complex vector bundle over a complex manifold $M$ is said to be holomorphic if $E$ admits a system of transition matrices $\left\{h^{\alpha \beta}\right\}$ such that each $h^{\alpha \beta}$ is holomorphic. Note that in this case, $E$ has the structure of a complex manifold so that the projection $E \rightarrow M$ is a holomorphic submersion.

Let $\pi: E \rightarrow M$ be a vector bundle of rank $r$ and $U$ an open set in $M$. A $\left(C^{\infty}\right)$ section of $E$ on $U$ is a $C^{\infty}$ map $s: U \rightarrow E$ such that $\pi \circ s=1_{U}$, the identity map of $U$. A vector bundle $E$ always admits the "zero section", i.e., the
map $M \rightarrow E$ which assigns to each point $p$ in $M$ the zero of the vector space $E_{p}$. The set of $C^{\infty}$ sections of $E$ on $U$ is denoted by $C^{\infty}(U, E)$. This has a natural structure of vector space by the operations defined by $\left(s_{1}+s_{2}\right)(p)=s_{1}(p)+s_{2}(p)$ and $(c s)(p)=c s(p)$ for $s_{1}, s_{2}$ and $s$ in $C^{\infty}(U, E), c$ in $\mathbb{K}$ and $p$ in $U$. If $E$ is a holomorphic vector bundle over a complex manifold $M$, a section over $U$ is said to be holomorphic if it is a holomorphic map from $U$ into $E$. The set of holomorphic sections of $E$ over $U$ is denoted by $\Gamma(U, E)$. This has the structure of a complex vector space.

A section $s$ on $U$ can be described as follows. We fix a system of transition matrices $\left\{h^{\alpha \beta}\right\}$ of $E$ on an open covering $\left\{U_{\alpha}\right\}$. Using the $C^{\infty}$ diffeomorphism $\psi_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \xrightarrow{\sim} U_{\alpha} \times \mathbb{K}^{r}$, we may write

$$
\psi_{\alpha}(s(p))=\left(p, s^{\alpha}(p)\right) \text { for } p \in U \cap U_{\alpha}
$$

where $s^{\alpha}$ is a $C^{\infty}$ map from $U \cap U_{\alpha}$ into $\mathbb{K}^{r}$. For each point $p$ in $U \cap U_{\alpha} \cap U_{\beta}$, we have

$$
\begin{equation*}
s^{\alpha}(p)=h^{\alpha \beta}(p) s^{\beta}(p) \tag{1.6}
\end{equation*}
$$

Conversely suppose we have a system $\left\{s^{\alpha}\right\}$ of $C^{\infty}$ maps satisfying (1.6). Then by setting $s(p)=\psi_{\alpha}^{-1}\left(p, s^{\alpha}(p)\right)$ for $p$ in $U \cap U_{\alpha}$, we have a section $s$ over $U$.

For $k=1, \ldots, r$, a $k$-frame of $E$ on an open set $U$ in $M$ is a collection $\mathbf{s}=\left(s_{1}, \ldots, s_{k}\right)$ of $k$ sections $s_{i}$ of $E$ on $U$ linearly independent at each point in $U$. An $r$-frame is simply called a frame. Note that a frame of $E$ on $U$ determines a trivialization of $E$ over $U$.

Example 1.7. Let $M$ be a $C^{\infty}$ manifold of dimension $m$. We may give naturally a vector bundle structure on the (disjoint) union $T_{\mathbb{R}} M=\bigsqcup_{p \in M} T_{\mathbb{R}}, p M$ of the tangent spaces of $M$. First, define $\pi: T_{\mathbb{R}} M \rightarrow M$ by assigning to each tangent vector its base point. Then let $\left\{U_{\alpha}\right\}$ be a covering of $M$ by coordinate neighborhoods $U_{\alpha}$ with coordinates $\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)$. By taking $\left(\partial / \partial x_{1}^{\alpha}, \ldots, \partial / \partial x_{m}^{\alpha}\right)$ as a basis of $T_{\mathbb{R}}, p$ $M$ for each $p$ in $U_{\alpha}$, we have a bijection $\psi_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{m}$. Since we have the relation

$$
\frac{\partial}{\partial x_{j}^{\beta}}=\sum_{i=1}^{m} \frac{\partial x_{i}^{\alpha}}{\partial x_{j}^{\beta}}(p) \frac{\partial}{\partial x_{i}^{\alpha}}, \quad j=1, \ldots, m,
$$

for $p$ in $U_{\alpha} \cap U_{\beta}$, we see that $\psi_{\alpha} \circ \psi_{\beta}^{-1}(p, \xi)=\left(p, t^{\alpha \beta}(p) \xi\right)$ for $(p, \xi) \in\left(U_{\alpha} \cap U_{\beta}\right) \times \mathbb{R}^{m}$, where

$$
t^{\alpha \beta}=\frac{\partial\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)}{\partial\left(x_{1}^{\beta}, \ldots, x_{m}^{\beta}\right)} .
$$

Hence we see that $T_{\mathbb{R}} M$ admits the structure of a real vector bundle of rank $m$ with $\left\{t^{\alpha \beta}\right\}$ as a system of transition matrices. We call it the (real) tangent bundle of
M. A $\left(C^{\infty}\right)$ vector field $v$ on an open set $U$ is a $\left(C^{\infty}\right)$ section of $T_{\mathbb{R}} M$. Thus it is expressed as, on each $U \cap U_{\alpha}$,

$$
v=\sum_{i=1}^{m} f_{i}^{\alpha}\left(x^{\alpha}\right) \frac{\partial}{\partial x_{i}^{\alpha}},
$$

where the $f_{i}^{\alpha}$ 's are $\left(C^{\infty}\right)$ functions on $U_{\alpha} \cap U . \operatorname{In} U \cap U_{\alpha} \cap U_{\beta}$, we have $f^{\alpha}=t^{\alpha \beta} f^{\beta}$, $f^{\alpha}={ }^{t}\left(f_{1}^{\alpha}, \ldots, f_{m}^{\alpha}\right)$. Note that $\left(\partial / \partial x_{1}^{\alpha}, \ldots, \partial / \partial x_{m}^{\alpha}\right)$ is a frame of $T_{\mathbb{R}} M$ on $U_{\alpha}$.

If $V$ is a submanifold of dimension $\ell$ of $M$, then we may cover $V$ with coordinate neighborhoods $U_{\alpha}$ on $M$ with coordinates $\left(x_{1}^{\alpha}, \ldots, x_{m}^{\alpha}\right)$ such that

$$
V \cap U_{\alpha}=\left\{p \in U_{\alpha} \mid x_{\ell+1}^{\alpha}(p)=\cdots=x_{m}^{\alpha}(p)=0\right\} .
$$

Then the restriction $\left.t^{\alpha \beta}\right|_{V}$ of $t^{\alpha \beta}$ to $V \cap U_{\alpha} \cap U_{\beta}$ is of the form

$$
\left.t^{\alpha \beta}\right|_{V}=\left(\begin{array}{cc}
t^{\prime \alpha \beta} & * \\
0 & t^{\prime \prime \alpha \beta}
\end{array}\right)
$$

where $t^{\prime \alpha \beta}$ and $t^{\prime \prime \alpha \beta}$ denote the Jacobian matrices $\partial\left(x_{1}^{\alpha}, \ldots, x_{\ell}^{\alpha}\right) / \partial\left(x_{1}^{\beta}, \ldots, x_{\ell}^{\beta}\right)$ and $\partial\left(x_{\ell+1}^{\alpha}, \ldots, x_{m}^{\alpha}\right) / \partial\left(x_{\ell+1}^{\beta}, \ldots, x_{m}^{\beta}\right)$, respectively, both restricted to $V$. Since the restriction of $\left(x_{1}^{\alpha}, \ldots, x_{\ell}^{\alpha}\right)$ to $V$ form a coordinate system on $V \cap U_{\alpha}$, we see that $\left.T_{\mathbb{R}} M\right|_{V}$ admits $T_{\mathbb{R}} V$ as a subbundle. We call the quotient bundle the normal bundle of $V$ in $M$ and denote it by $N_{\mathbb{R}, V}$.

It is known that there exist a neighborhood $U$ of $V$ in $M$, a neighborhood $W$ of (the image of) the zero section $Z$ in $N_{\mathbb{R}}, V$ and a diffeomorphism $\psi$ of $U$ onto $W$ such that $\psi(V)=Z$ ([GP] p.76). Such a neighborhood $U$ is called a tubular neighborhood. Usually we take an open disk bundle (or $N_{\mathbb{R}}, V$ itself) as $W$ so that $V$ is deformation retract of $U$ with a $C^{\infty}$ retraction $\rho: U \rightarrow V$.

Example 1.8. Let $M$ be a complex manifold of dimension $n$ and $\left\{U_{\alpha}\right\}$ a covering of $M$ by coordinate neighborhoods $U_{\alpha}$ with complex coordinates $\left(z_{1}^{\alpha}, \ldots, z_{n}^{\alpha}\right)$. Then, as in Example 1.6, the union $T M=\bigsqcup_{p \in M} T_{p} M$ of the holomorphic parts of the complexified tangent spaces of $M$ admits the structure of a complex vector bundle of rank $n$ with $\left\{\tau^{\alpha \beta}\right\}$,

$$
\tau^{\alpha \beta}=\frac{\partial\left(z_{1}^{\alpha}, \ldots, z_{n}^{\alpha}\right)}{\partial\left(z_{1}^{\beta}, \ldots, z_{n}^{\beta}\right)},
$$

as a system of transition matrices. Since, for each pair $(\alpha, \beta), \tau^{\alpha \beta}$ is a holomorphic map from $U_{\alpha} \cap U_{\beta}$ into $G L(n, \mathbb{C}), T M$ is a holomorphic bundle. We call it the holomorphic tangent bundle of $M$. Note that, as a real bundle, $T M$ is isomorphic
to $T_{\mathbb{R}} M$ (see Proposition 2.2 of the following section). A holomorphic section $v$ of $T M$ is called a holomorphic vector field. On $U_{\alpha}$, we may write as

$$
v=\sum_{i=1}^{n} f_{i}^{\alpha}\left(z^{\alpha}\right) \frac{\partial}{\partial z_{i}^{\alpha}},
$$

where the $f_{i}^{\alpha}$ 's are holomorphic functions on $U_{\alpha}$.
If $V$ is a complex submanifold of $M$, then as in $1.6,\left.T M\right|_{V}$ admits $T V$ as a subbundle. We call the quotient the holomorphic normal bundle of $V$ in $M$ and denote it by $N_{V}$ so that we have the exact sequence

$$
\left.0 \rightarrow T V \rightarrow T M\right|_{V} \rightarrow N_{V} \rightarrow 0
$$

For each point $p$ in $V$, we have the situation considered in Ch. I, Exercise 4.8 (2). Note that, again by Proposition 2.2, $N_{V}$ is is isomorphic to $N_{\mathbb{R}}, V$ as a real bundle.

Example 1.9. Let $M$ be a complex manifold of dimension $n$ and $V$ a hypersurface (possibly with singularity) in $M$. We cover $M$ by open sets $U_{\alpha}$ so that in each $U_{\alpha}, V$ is defined by a "reduced equation" $f^{\alpha}=0$, i.e., the germ of $f^{\alpha}$ at each point in $V \cap U_{\alpha}$ is reduced (see Ch.I, section 5). Note that if $V \cap U_{\alpha}=\emptyset$, then we may take a non-zero constant as $f^{\alpha}$. Then, for each pair $(\alpha, \beta), f^{\alpha \beta}=f^{\alpha} / f^{\beta}$ is a non-vanishing holomorphic function on $U_{\alpha} \cap U_{\beta}$ and the system $\left\{f^{\alpha \beta}\right\}$ defines a complex vector bundle of rank one (a line bundle) on $M$. We call this bundle the line bundle defined by $V$ and denote it by $L(V)$. Note that $L(V)$ is a holomorphic bundle and admits a natural holomorphic section whose zero set is exactly $V$, i.e., the section determined by the collection $\left\{f^{\alpha}\right\}$.

In particular, the line bundle on the projective space $\mathbb{C P}^{n}$ defined by the "hyperplane" $\mathbb{C P}^{n-1}$ is called the hyperplane bundle and denoted by $H_{n}$. If we use the notation of Ch.I, Example 4.2, 2, the bundle $H_{n}$ is defined by the system transition functions $\left\{h^{i j}\right\}$ with $h^{i j}=\zeta_{j} / \zeta_{i}$ on the covering $\left\{U_{i}\right\}$.

Exercise 1.10. Show that, if $V$ is a non-singular hypersurface of $M$, then there is a natural isomorphism $\left.L(V)\right|_{V} \simeq N_{V}$.

If we are given some vector bundles, we may construct new ones by algebraic operations. Thus we let $E$ and $F$ be vector bundles on $M$. We may construct the direct sum $E \oplus F$, the homomorphism $\operatorname{Hom}(E, F)$ and the tensor product $E \otimes F$. Note that there is a natural isomorphism

$$
\operatorname{Hom}(E, F) \simeq E^{*} \otimes F
$$

We also have the $k$-th exterior power $\bigwedge^{k} E$. For a complex vector bundle $E$, we have the complex conjugate $\bar{E}$ and for a real vector bundle $E$, the complexification $E^{c}=E \otimes_{\mathbb{R}} \mathbb{C}$.

The complex vector space $\mathbb{C}^{r}$ is naturally considered as a real vector space of dimension $2 r$ and this defines a natural homomorphism

$$
G L(r, \mathbb{C}) \rightarrow G L(2 r, \mathbb{R})
$$

Thus if $E$ is a complex vector bundle of rank $r$, it has the structure of a real vector bundle of rank $2 r$.

## 2. Vector fields and differential forms

We denote by $T M$ the holomorphic tangent bundle of a complex manifold $M$ as in section 1. The following two propositions are consequences of the CauchyRiemann equation.

Proposition 2.1. If $M$ is a complex manifold, there is a natural isomorphism

$$
T_{\mathbb{R}}^{c} M \simeq T M \oplus \bar{T} M
$$

Proposition 2.2. We have $T M \simeq T_{\mathbb{R}} M$ as real bundles.
The following shows how a complex vector field (a section of $T M$ ) and a real vector field (a section of $T_{\mathbb{R}} M$ ) correspond in the above isomorphism, when they are expressed using local coordinates :

$$
\sum_{i=1}^{n} f_{i}(z) \frac{\partial}{\partial z_{i}} \longleftrightarrow \sum_{i=1}^{n} u_{i}(x, y) \frac{\partial}{\partial x_{i}}+\sum_{i=1}^{n} v_{i}(x, y) \frac{\partial}{\partial y_{i}},
$$

where $f_{i}=u_{i}+\sqrt{-1} v_{i}$ with $u_{i}$ and $v_{i}$ real valued functions.
Example 2.3. In $\mathbb{C}=\{z\}$ the complex vector field $z \frac{\partial}{\partial z}$ corresponds to the real vector field $x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}$ and $z^{2} \frac{\partial}{\partial z}$ to $\left(x^{2}-y^{2}\right) \frac{\partial}{\partial x}+2 x y \frac{\partial}{\partial y}$.

Let $M$ be a $C^{\infty}$ manifold of dimension $m$. We call a $C^{\infty}$ section $\omega$ of the bundle $\Lambda^{p}\left(T_{\mathbb{R}}^{c} M\right)^{*}$ on an open set $U$ in $M$ a (complex valued) differential $p$-form of class $C^{\infty}$ (simply, a $C^{\infty} p$-form) on $U$. We denote by $A^{p}(U)$ the set of $C^{\infty} p$-forms on $U$, which has naturally the structure of a $\mathbb{C}$-vector space. The set $A^{0}(U)$ is thought of as the set of $C^{\infty}$ functions on $U$. We have the exterior product

$$
A^{p}(U) \times A^{q}(U) \rightarrow A^{p+q}(U), \quad(\omega, \theta) \mapsto \omega \wedge \theta
$$

It is bilinear in $\omega$ and $\theta$ and satisfies $\omega \wedge \theta=(-1)^{p q} \theta \wedge \omega$.
We also have the exterior derivative

$$
d=d^{p}: A^{p}(U) \rightarrow A^{p+1}(U)
$$

which is a $\mathbb{C}$-linear map satisfying $d^{p+1} \circ d^{p}=0$ and

$$
\begin{equation*}
d(\omega \wedge \theta)=d \omega \wedge \theta+(-1)^{p} \omega \wedge d \theta \tag{2.4}
\end{equation*}
$$

for $\omega \in A^{p}(U)$ and $\theta \in A^{q}(U)$.
For a complex vector bundle $E$ on $M$ and an open set $U$ in $M$, we set $A^{p}(U, E)=C^{\infty}\left(U, \bigwedge^{p}\left(T_{\mathbb{R}}^{c} M\right)^{*} \otimes E\right)$. An element $\sigma$ in $A^{p}(U, E)$, called a differential $p$-form with coefficients in $E$, is expressed locally as a finite sum $\sum \omega_{i} \otimes s_{i}$ with $\omega_{i}$ $p$-forms and $s_{i}$ sections of $E$. The exterior product induces a bilinear map

$$
A^{p}(U) \times A^{q}(U, E) \rightarrow A^{p+q}(U, E)
$$

Now let $M$ be a complex manifold. Recall that the holomorphic cotangent bundle is the vector bundle $T^{*} M$ dual to the holomorphic tangent bundle $T M$. By Proposition 2.1, we have a natural isomorphism

$$
\begin{equation*}
\left(T_{\mathbb{R}}^{c} M\right)^{*} \simeq T^{*} M \oplus \bar{T}^{*} M \tag{2.5}
\end{equation*}
$$

Hence we have an isomorphism

$$
\bigwedge^{r}\left(T_{\mathbb{R}}^{c} M\right)^{*} \simeq \bigoplus_{p+q=r} \bigwedge^{p} T^{*} M \otimes \bigwedge^{q} \bar{T}^{*} M
$$

We call a section of $\bigwedge^{p} T^{*} M \otimes \bigwedge^{q} \bar{T}^{*} M$ a differential form of type $(p, q)$ (simply, a $(p, q)$-form). Thus a differential $r$-form is expressed as a sum of $(p, q)$-forms with $p+q=r$. Suppose that a point $z$ in $M$ is in a coordinate neighborhood $U_{\alpha}$ with coordinates $\left(z_{1}^{\alpha}, \ldots, z_{n}^{\alpha}\right)$. We write $z_{i}^{\alpha}=x_{i}^{\alpha}+\sqrt{-1} y_{i}^{\alpha}$ and identify $T_{z}^{*} M$ and $\bar{T}_{z}^{*} M$ with subspaces of $\left(T_{\mathbb{R}},{ }_{z}^{c} M\right)^{*}$ by the isomorphism (2.5). Then, if we set

$$
d z_{i}^{\alpha}=d x_{i}^{\alpha}+\sqrt{-1} d y_{i}^{\alpha} \quad \text { and } \quad d \bar{z}_{i}^{\alpha}=d x_{i}^{\alpha}-\sqrt{-1} d y_{i}^{\alpha}
$$

a straightforward computation shows that $d z_{1}^{\alpha}, \ldots, d z_{n}^{\alpha}$ are in $T_{z}^{*} M$ and form a basis dual to the basis $\left(\partial / \partial z_{1}^{\alpha}, \ldots, \partial / \partial z_{n}^{\alpha}\right)$ of $T_{z} M$ and that $d \bar{z}_{1}^{\alpha}, \ldots, d \bar{z}_{n}^{\alpha}$ are in $\bar{T}_{z}^{*} M$ and form a basis dual to the basis $\left(\partial / \partial \bar{z}_{1}^{\alpha}, \ldots, \partial / \partial \bar{z}_{n}^{\alpha}\right)$ of $\bar{T}_{z} M$. Since $d z_{i_{1}}^{\alpha} \wedge \cdots \wedge d z_{i_{p}}^{\alpha}$, where $\left(i_{1}, \ldots, i_{p}\right)$ runs through $p$-tuples of integers with $1 \leq i_{1}<\cdots<i_{p} \leq n$, form a basis of $\wedge^{p} T_{x}^{*} M$ and $d \bar{z}_{j_{1}}^{\alpha} \wedge \cdots \wedge d \bar{z}_{j_{q}}^{\alpha}$, where $\left(j_{1}, \ldots, j_{q}\right)$ runs through $q$-tuples of integers with $1 \leq j_{1}<\cdots<j_{q} \leq n$, form that of $\bigwedge^{q} \bar{T}_{x}^{*} M$, a $(p, q)$-form $\omega$ is written as, on $U_{\alpha}$,

$$
\begin{equation*}
\omega=\sum_{\substack{1 \leq i_{1}<\cdots<i_{p} \leq n \\ 1 \leq j_{1}<\cdots<j_{q} \leq n}} f_{i_{1}, \ldots, i_{p}, j_{1}, \ldots, j_{q}}^{\alpha}\left(z^{\alpha}\right) d z_{i_{1}}^{\alpha} \wedge \cdots \wedge d z_{i_{p}}^{\alpha} \wedge d \bar{z}_{j_{1}}^{\alpha} \wedge \cdots \wedge d \bar{z}_{j_{q}}^{\alpha}, \tag{2.6}
\end{equation*}
$$

where $f_{i_{1}, \ldots, i_{p}, j_{1}, \ldots, j_{q}}^{\alpha}$ are $C^{\infty}$ functions on $U_{\alpha}$. By setting $I=\left(i_{1}, \ldots, i_{p}\right)$ and $J=\left(j_{1}, \ldots, j_{q}\right)$ we may write (2.6) simply as

$$
\omega=\sum f_{I J}^{\alpha}(z) d z_{I}^{\alpha} \wedge d \bar{z}_{J}^{\alpha} .
$$

In particular, a $(p, 0)$-form $\omega$ can be written as, on $U_{\alpha}$,

$$
\omega=\sum_{1 \leq i_{1}<\cdots<i_{p} \leq n} f_{i_{1}, \ldots, i_{p}}^{\alpha}\left(z^{\alpha}\right) d z_{i_{1}}^{\alpha} \wedge \cdots \wedge d z_{i_{p}}^{\alpha}
$$

When each $f_{i_{1}, \ldots, i_{p}}^{\alpha}$ is holomorphic, we say that $\omega$ is a holomorphic $p$-form. It is nothing but a holomorphic section of $\bigwedge^{p} T^{*} M$.

We denote by $A^{p, q}(U)$ the set of $(p, q)$-forms on an open set $U$ in $M$. For each $(p, q)$, it is an $A^{0}(U)$-module and we have the decomposition

$$
A^{r}(U)=\bigoplus_{p+q=r} A^{p, q}(U)
$$

Thus we may express the exterior derivative $d$ as a sum $d=\partial+\bar{\partial}$ with

$$
\partial: A^{p, q}(U) \rightarrow A^{p+1, q}(U) \quad \text { and } \quad \bar{\partial}: A^{p, q}(U) \rightarrow A^{p, q+1}(U)
$$

From $d \circ d=0$,

$$
\partial \circ \partial=0, \quad \bar{\partial} \circ \bar{\partial}=0 \quad \text { and } \quad \partial \circ \bar{\partial}+\bar{\partial} \circ \partial=0 .
$$

## 3. Stokes' theorem

Let $M$ be an oriented $C^{\infty}$ manifold of dimension $m$. Recall that, for a $C^{0}$ $m$-form $\omega$ with compact support, we may define the integral $\int_{M} \omega$.

Let $D$ be an open set in $M$ and assume that the boundary $\partial D$ of $D$ is $C^{\infty}$, i.e., for any point $p$ of $\partial D$ there is a coordinate neighborhood $U$ with coordinates $\left(x_{1}, \ldots, x_{m}\right)$ such that

$$
R \cap U=\left\{q \in U \mid x_{1}(q) \leq x_{1}(p)\right\}
$$

where $R=\bar{D}$ (the closure of $D$ in $M$ ). In this case, $\partial R=\partial D$ is an $m-1$ dimensional $C^{\infty}$ submanifold of $M$. In fact if $\left(x_{1}, \ldots, x_{m}\right)$ is a coordinate system as above, then $\left(x_{2}, \ldots, x_{m}\right)$ is a coordinate system on $\partial R \cap U$. Moreover, if $M$ is orientable, so is $\partial R$. If $M$ is oriented so that a coordinate system $\left(x_{1}, \ldots, x_{m}\right)$ as above is positive, we orient $\partial R$ so that $\left(x_{2}, \ldots, x_{m}\right)$ is positive. Suppose $M$ is oriented and $R$ as above is compact. Then we may define, for a $C^{0} m$-form $\omega$ on a neighborhood of $R$, the integral $\int_{R} \omega$.

Theorem 3.1 (Stokes' theorem). Let $D$ be a relatively compact open set in $M$ with $C^{\infty}$ boundary (which may be empty). For a $C^{0}(m-1)$-form $\omega$ in a neighborhood of $R=\bar{D}$,

$$
\int_{R} d \omega=\int_{\partial R} \iota^{*} \omega,
$$

where $\iota: \partial R \hookrightarrow M$ denotes the inclusion.
Note that the above formula makes sense if the boundary $\partial R$ is only piecewise $C^{\infty}$.

More generally, let $\sigma=\sum n_{i} \sigma_{i}$ be a $\left(C^{\infty}\right)$ singular $p$-chain in $M$. Thus each $\sigma_{i}$ is a $C^{\infty}$ map from (a neighborhood of) the standard $p$-simplex $\Delta^{p}$ into $M$. For a $p$-form $\omega$ on $M$, we define

$$
\int_{\sigma} \omega=\sum n_{i} \int_{\Delta^{p}} \sigma_{i}^{*} \omega .
$$

If $M$ is a complex manifold, $M$ is orientable (cf. Ch.I, (2.5)). We orient $M$ so that, if $\left(z_{1}, \ldots, z_{n}\right)$ is a complex coordinate system on $M,\left(x_{1}, y_{1}, \ldots, x_{n}, y_{n}\right)$ is a positive coordinate system, where $z_{i}=x_{i}+\sqrt{-1} y_{i}, i=1, \ldots, n$.

## 4. de Rham cohomology

We list [BT] as a basic reference for this section. Let $M$ be a $C^{\infty}$ manifold of dimension $m$. For an open set $U$ in $M$, we denote by $A^{p}(U)$ the space of complex valued $C^{\infty} p$-forms on $U$.

The exterior derivative $d$ defines the de Rham complex of $M$ :

$$
0 \rightarrow A^{0}(M) \xrightarrow{d^{0}} A^{1}(M) \xrightarrow{d^{1}} \cdots \xrightarrow{d^{m-1}} A^{m}(M) \rightarrow 0 .
$$

The $p$-th de Rham cohomology $H_{d}^{p}(M ; \mathbb{C})$ is the $p$-th cohomology of this complex; $H_{d}^{p}(M ; \mathbb{C})=\operatorname{Ker} d^{p} / \operatorname{Im} d^{p-1}$. For a close $p$-form $\omega$, we denote its class in $H_{d}^{p}(M ; \mathbb{C})$ by $[\omega]$. If $M$ is connected, we easily see that $H_{d}^{0}(M ; \mathbb{C}) \simeq \mathbb{C}$.
Lemma 4.1 (Poincaré lemma). The de Rham complex of $\mathbb{R}^{n}$ is acyclic, i.e.,

$$
H_{d}^{p}\left(\mathbb{R}^{n} ; \mathbb{C}\right)=0 \quad \text { for } \quad p>0
$$

This is a special case of the following de Rham theorem, in fact it is a key ingredient in the proof of the theorem.

Let $H_{p}(M ; \mathbb{C})$ and $H^{p}(M ; \mathbb{C})$ denote the singular (or simplicial) homology and cohomology of $M$. The integration of a $p$-form on a (piecewise $C^{\infty}$ ) singular $p$-chain of $M$ induces a homomorphism

$$
H_{d}^{p}(M ; \mathbb{C}) \rightarrow H^{p}(M ; \mathbb{C})
$$

which is shown to be an isomorphism ;

Theorem 4.2 (de Rham theorem). For a $C^{\infty}$ manifold $M$,

$$
H_{d}^{p}(M ; \mathbb{C}) \simeq H^{p}(M ; \mathbb{C})
$$

Now, by (2.4), the pairing

$$
H_{d}^{p}(M ; \mathbb{C}) \times H_{d}^{q}(M ; \mathbb{C}) \rightarrow H_{d}^{p+q}(M ; \mathbb{C})
$$

given by $([\omega],[\theta]) \mapsto[\omega \wedge \theta]$ is well-defined and it corresponds to the cup product in the isomorphism of Theorem 4.2. We write $[\omega \wedge \theta]=[\omega] \smile[\theta]$. This product makes the direct sum $H_{d}^{*}(M ; \mathbb{C})=\bigoplus_{p} H_{d}^{p}(M ; \mathbb{C})$ a graded ring.

If $M$ is compact, connected and oriented then, by the Stokes theorem, the integration on $M$ induces a linear map

$$
\int_{M}: H_{d}^{m}(M ; \mathbb{C}) \rightarrow \mathbb{C}
$$

Then it is proved that the bilinear form

$$
H_{d}^{p}(M ; \mathbb{C}) \times H_{d}^{m-p}(M ; \mathbb{C}) \xrightarrow{\smile} H_{d}^{m}(M ; \mathbb{C}) \xrightarrow{\int_{M}} \mathbb{C}
$$

is non-degenerate ([BT] Ch.I, §5) :
Theorem 4.3 (Poincaré duality). For a compact, connected and oriented $C^{\infty}$ manifold $M$ of dimension $m$, the above pairing induces an isomorphism

$$
P: H_{d}^{p}(M ; \mathbb{C}) \xrightarrow{\sim} H^{m-p}(M ; \mathbb{C})^{*}=H_{m-p}(M ; \mathbb{C}) .
$$

In the isomorphism of Theorem 4.3, a class $[\omega]$ in $H^{p}(M ; \mathbb{C})$ corresponds to the class of a (piecewise $C^{\infty}$ ) singular $(m-p)$-cycle $C$ in $M$ satisfying

$$
\begin{equation*}
\int_{M} \omega \wedge \theta=\int_{C} \theta \tag{4.4}
\end{equation*}
$$

for all closed $(m-p)$-form $\theta$ on $M$. In particular,

$$
H^{m}(M ; \mathbb{C}) \simeq H_{0}(M ; \mathbb{C}) \simeq \mathbb{C}
$$

and, for the class $[\omega]$ of a closed $m$-form $\omega$, the corresponding homology class may be thought of as a complex number, which is given by $\int_{M} \omega$. Also

$$
H_{m}(M ; \mathbb{C}) \simeq H^{0}(M ; \mathbb{C}) \simeq \mathbb{C}
$$

and the homology class in $H_{m}(M ; \mathbb{C})$ corresponging to the class [1] of the function constantly equal to 1 is represented by an $m$-cycle $C$ such that $\int_{M} \theta=\int_{C} \theta$ for all closed $m$-form $\theta$. Thus this homology class coincides with the class [ $M$ ] of $M$ considered as an $m$-cycle, the fundamental class of the compact oriented manifold $M$. Note that it is the canonical generator of the integral homology $H_{m}(M ; \mathbb{Z}) \simeq \mathbb{Z}$.

Remark 4.5. Let $M$ be a complex manifold and $V$ a compact analytis variety of dimension $\ell$ in $M$. Then we may think of $V$ as a $2 \ell$-cycle, for example, by triangulation, in which case we have the class [ $V$ ] in $H_{2 \ell}(V, \mathbb{Z})$, or by integration of $2 \ell$-forms on $M$ ([GH] Ch.0), in which case we have the class [ $V$ ] in $H_{2 \ell}(M, \mathbb{C})$. Moreover, if $V$ is (globally) irreducible, then $H_{2 \ell}(V, \mathbb{Z}) \simeq \mathbb{Z}$ and [ $V$ ] is the fundamental class (e.g., $[\mathrm{Br}]$ ).

Recall that the Poincaré isomorphism $P$ in Theorem 4.3 is given by the "cap product" with the fundamental class;

$$
P([\omega])=[\omega] \frown[M] .
$$

## 5. Čech-de Rham cohomology

The Čech-de Rham cohomology is defined for arbitrary covering of a manifold $M$, however for simplicity here we only consider coverings of $M$ consisting of only two open sets.

Let $M$ be a $C^{\infty}$ manifold of dimension $m$ and $\mathcal{U}=\left\{U_{0}, U_{1}\right\}$ an open covering of $M$. We set $U_{01}=U_{0} \cap U_{1}$. Define a vector space $A^{p}(\mathcal{U})$ as follows:

$$
A^{p}(\mathcal{U})=A^{p}\left(U_{0}\right) \oplus A^{p}\left(U_{1}\right) \oplus A^{p-1}\left(U_{01}\right)
$$

Therefore an element $\sigma \in A^{p}(\mathcal{U})$ is given by a triple $\sigma=\left(\sigma_{0}, \sigma_{1}, \sigma_{01}\right)$ with $\sigma_{0}$ a $p$-form on $U_{0}, \sigma_{1}$ a $p$-form on $U_{1}$ and $\sigma_{01}$ a $(p-1)$-form on $U_{01}$.

We define the operator $D: A^{p}(\mathcal{U}) \rightarrow A^{p+1}$ by

$$
D \sigma=\left(d \sigma_{0}, d \sigma_{1}, \sigma_{1}-\sigma_{0}-d \sigma_{01}\right)
$$

Then it is not difficult to see that $D \circ D=0$. This allows us to define a cohomological complex, the Čech-de Rham complex:

$$
\cdots \rightarrow A^{p-1}(\mathcal{U}) \xrightarrow{D^{p-1}} A^{p}(\mathcal{U}) \xrightarrow{D^{p}} A^{p+1}(\mathcal{U}) \rightarrow \cdots
$$

Set $Z^{p}(\mathcal{U})=\operatorname{Ker} D^{p}, B^{p}(\mathcal{U})=\operatorname{Im} D^{p-1}$ and

$$
H_{D}^{p}(\mathcal{U})=Z^{p}(\mathcal{U}) / B^{p}(\mathcal{U})
$$

which is called the $p$-th Čech-de Rham cohomology of $\mathcal{U}$. We denote the image of $\sigma$ by the canonical surjection $Z^{p}(\mathcal{U}) \rightarrow H_{D}^{p}(\mathcal{U})$ by $[\sigma]$.

Theorem 5.1. The map $A^{p}(M) \rightarrow A^{p}(\mathcal{U})$ given by $\omega \mapsto(\omega, \omega, 0)$ induces an isomorphism

$$
\alpha: H_{d}^{p}(M) \xrightarrow{\sim} H_{D}^{p}(\mathcal{U}) .
$$

Proof. It is not difficult to show that $\alpha$ is well-defined. To prove that $\alpha$ is surjective, let $\sigma=\left(\sigma_{0}, \sigma_{1}, \sigma_{01}\right)$ be such that $D \sigma=0$. Let $\left\{\rho_{0}, \rho_{1}\right\}$ be a partition of unity subordinated to the covering $\mathcal{U}$. Define $\omega=\rho_{0} \sigma_{0}+\rho_{1} \sigma_{1}-d \rho_{0} \wedge \sigma_{01}$. Then it is easy to see that $d \omega=0$ and $[(\omega, \omega, 0)]=[\sigma]$. The injectivity of $\alpha$ is not difficult to show.

We define the "cup product"

$$
A^{p}(\mathcal{U}) \times A^{q}(\mathcal{U}) \rightarrow A^{p+q}(\mathcal{U})
$$

by assigning to $\sigma$ in $A^{p}(\mathcal{U})$ and $\tau$ in $A^{q}(\mathcal{U})$ the element $\sigma \smile \tau$ in $A^{p+q}(\mathcal{U})$ given by

$$
\begin{equation*}
(\sigma \smile \tau)_{i}=\sigma_{i} \wedge \tau_{i}, i=0,1, \quad(\sigma \smile \tau)_{01}=(-1)^{p} \sigma_{0} \wedge \tau_{01}+\sigma_{01} \wedge \tau_{1} \tag{5.2}
\end{equation*}
$$

Then we have $D(\sigma \smile \tau)=D \sigma \smile \tau+(-1)^{p} \sigma \smile D \tau$. Thus it induces the cup product

$$
H_{D}^{p}(\mathcal{U}) \times H_{D}^{q}(\mathcal{U}) \rightarrow H_{D}^{p+q}(\mathcal{U})
$$

compatible, via the isomorphism of 5.1 , with the cup product in the de Rham cohomology.

Now we recall the integration on the Čech-de Rham cohomology (cf. [Leh]). Suppose that the $m$-dimensional manifold $M$ is oriented and compact and let $\mathcal{U}=\left\{U_{0}, U_{1}\right\}$ be a covering of $M$. Let $R_{0}, R_{1} \subset M$ be two compact manifolds of dimension $m$ with $C^{\infty}$ boundary with the following properties:
(1) $R_{j} \subset U_{j}$ for $j=0,1$,
(2) Int $R_{0} \cap \operatorname{Int} R_{1}=\emptyset$ and
(3) $R_{0} \cup R_{1}=M$.

Let $R_{01}=R_{0} \cap R_{1}$ and give $R_{01}$ the orientation as the boundary of $R_{0}$; $R_{01}=\partial R_{0}$, equivalently give $R_{01}$ the orientation opposite to that of the boundary of $R_{1} ; R_{01}=-\partial R_{1}$. We define the integration

$$
\int_{M}: A^{m}(\mathcal{U}) \rightarrow \mathbb{C} \text { by } \int_{M} \sigma=\int_{R_{0}} \sigma_{0}+\int_{R_{1}} \sigma_{1}+\int_{R_{01}} \sigma_{01}
$$

Then by the Stokes theorem, we see that if $D \sigma=0$ then $\int_{M} \sigma$ is independent of $\left\{R_{0}, R_{1}\right\}$ and that if $\sigma=D \tau$ for some $\tau \in A^{p-1}(\mathcal{U})$ then $\int_{M} \sigma=0$. Thus we may define the integration

$$
\int_{M}: H_{D}^{m}(\mathcal{U}) \rightarrow \mathbb{C}
$$

which is compatible with the integration on the de Rham cohomology via the isomorphism of 5.1.

Next we define the relative Čech-de Rham cohomology and describe the Alexander duality. Let $M$ is an $m$-dimensional oriented manifold (not necessarily compact) and $S$ a compact subset of $M$. Let $U_{0}=M \backslash S$ and let $U_{1}$ be an open neighborhood of $S$. We consider the covering $\mathcal{U}=\left\{U_{0}, U_{1}\right\}$ of $M$. We set

$$
A^{p}\left(\mathcal{U}, U_{0}\right)=\left\{\sigma=\left(\sigma_{0}, \sigma_{1}, \sigma_{01}\right) \in A^{p}(\mathcal{U}) \mid \sigma_{0}=0\right\}
$$

Then we see that if $\sigma$ is in $A^{p}\left(\mathcal{U}, U_{0}\right), D \sigma$ is in $A^{p}\left(\mathcal{U}, U_{0}\right)$. This gives rise to another complex, called the relative Čech-de Rham complex and we may define the $p$-th relative Čech-de Rham cohomology of the pair $\left(\mathcal{U}, U_{0}\right)$ as

$$
H_{D}^{p}\left(\mathcal{U}, U_{0}\right)=\operatorname{Ker} D^{p} / \operatorname{Im} D^{p-1}
$$

By the five lemma, we see that there is a natural isomorphism

$$
H_{D}^{p}\left(\mathcal{U}, U_{0}\right) \simeq H^{p}(M, M \backslash S ; \mathbb{C})
$$

Let $R_{1}$ be a compact manifold of dimension $m$ with $C^{\infty}$ boundary such that $S \subset \operatorname{Int} R_{1} \subset R_{1} \subset U_{1}$. Let $R_{0}=M \backslash \operatorname{Int} R_{1}$. Note that $R_{0} \subset U_{0}$. The integral operator $\int_{M}$ (which is not defined in general for $A^{m}(\mathcal{U})$ unless $M$ is compact) is well defined on $A^{m}\left(\mathcal{U}, U_{0}\right)$ :

$$
\int_{M}: A^{m}\left(\mathcal{U}, U_{0}\right) \rightarrow \mathbb{C}, \quad \int_{M} \sigma=\int_{R_{1}} \sigma_{1}+\int_{R_{01}} \sigma_{01}
$$

and induces an operator $\int_{M}: H_{D}^{m}\left(\mathcal{U}, U_{0}\right) \rightarrow \mathbb{C}$.
In the cup product $A^{p}(\mathcal{U}) \times A^{m-p}(\mathcal{U}) \rightarrow A^{m}(\mathcal{U})$ given as (5.2), we see that if $\sigma_{0}=0$, the right hand side depends only on $\sigma_{1}, \sigma_{01}$ and $\tau_{1}$. Thus we have a pairing $A^{p}\left(\mathcal{U}, U_{0}\right) \times A^{m-p}\left(U_{1}\right) \rightarrow A^{m}\left(\mathcal{U}, U_{0}\right)$, which, followed by the integration, gives a bilinear pairing

$$
A^{p}\left(\mathcal{U}, U_{0}\right) \times A^{m-p}\left(U_{1}\right) \rightarrow \mathbb{C}
$$

If we further assume that $U_{1}$ is a regular neighborhood of $S$, this induces the Alexander duality

$$
\begin{equation*}
A: H^{p}(M, M \backslash S ; \mathbb{C}) \simeq H^{p}\left(A^{\bullet}\left(\mathcal{U}, U_{0}\right)\right) \xrightarrow{\sim} H^{m-p}\left(U_{1}, \mathbb{C}\right)^{*} \simeq H_{m-p}(S, \mathbb{C}) \tag{5.3}
\end{equation*}
$$

Proposition 5.4. If $M$ is compact, we have the commutative diagram

where $i$ and $j$ denote, respectively, the inclusions $S \hookrightarrow M$ and $(M, \emptyset) \hookrightarrow(M, M \backslash S)$.
Example 5.5. Let $M=\mathbb{R}^{m}$ and $S=\{0\}$ with $m \geq 2$. Then $U_{0}=\mathbb{R}^{m} \backslash\{0\}$, which retracts to $S^{m-1}$. Let $U_{1}=\mathbb{R}^{m}$. In this situation, we compute $H_{D}^{p}\left(\mathcal{U}, U_{0}\right)$. For $p=0$, each element $\sigma$ in $A^{0}\left(\mathcal{U}, U_{0}\right)$ can be written as $\sigma=(0, f, 0)$ for some $C^{\infty}$ function $f$ on $U_{1}$. If $D \sigma=0$, we have $f \equiv 0$ and therefore $H_{D}^{0}\left(\mathcal{U}, U_{0}\right)=\{0\}$. Next, an element $\sigma$ in $A^{1}\left(\mathcal{U}, U_{0}\right)$ can be written as $\sigma=\left(0, \sigma_{1}, f\right)$ with $\sigma_{1}$ a 1-form on $U_{1}$ and $f$ a $C^{\infty}$ function on $U_{0} \cap U_{1}$. If $\sigma$ is a cocycle then $d \sigma_{1}=0$ on $U_{1}$ and $d f=\sigma_{1}$ on $U_{0} \cap U_{1}$. By the Poincaré lemma the first condition implies that $\sigma_{1}=d g$ for some $C^{\infty}$ function $g$ on $U_{1}$ and the second condition implies that $f \equiv g+c$ for some $c \in \mathbb{C}$. Therefore $f$ has a $C^{\infty}$ extension, still denoted by $f$, over $\{0\}$ and $\sigma=(0, d f, f)=D(0, f, 0)$. Hence $H_{D}^{1}\left(\mathcal{U}, U_{0}\right)=\{0\}$. For $p \geq 2$ the map

$$
H_{d}^{p-1}\left(U_{0}\right) \rightarrow H_{D}^{p}\left(\mathcal{U}, U_{0}\right) \quad \text { given by } \quad[\omega] \mapsto[(0,0,-\omega)]
$$

can be shown to be an isomorphism (we leave the details to the reader) and we have

$$
H_{D}^{p}\left(\mathcal{U}, U_{0}\right) \simeq H_{d}^{p-1}\left(U_{0}\right) \simeq H^{p-1}\left(S^{m-1}\right)=\left\{\begin{array}{l}
\mathbb{C} \text { for } p=m \\
0 \text { for } p=2, \ldots, m-1
\end{array}\right.
$$

An explicit generator of $H^{m-1}\left(S^{m-1}\right)$ is given as follows ([GH] p.370). For $x=\left(x_{1}, \ldots, x_{m}\right)$ in $\mathbb{R}^{m}$, we set $\Phi(x)=d x_{1} \wedge \cdots \wedge d x_{m}$ and

$$
\Phi_{i}(x)=(-1)^{i-1} x_{i} d x_{1} \wedge \cdots \wedge \widehat{d x_{i}} \wedge \cdots \wedge d x_{m} .
$$

Also, let $C_{m}$ be the constant given by

$$
C_{m}= \begin{cases}\frac{(\ell-1)!}{2 \pi^{\ell}}, & \text { for } m=2 \ell \\ \frac{(2 \ell)!}{2^{2 \ell+1} \pi^{\ell} \ell!}, & \text { for } m=2 \ell+1\end{cases}
$$

Then the form

$$
\psi_{m}=C_{m} \frac{\sum_{i=1}^{m} \Phi_{i}(x)}{\|x\|^{m}}
$$

is a closed $(m-1)$-form on $\mathbb{R}^{m} \backslash 0$ whose integral on the unit sphere $S^{m-1}$ (in fact a sphere of arbitrary radius) is 1 . Now we identify $\mathbb{C}^{n}$ with $\mathbb{R}^{2 n}$, then $\psi_{2 n}=$ $\left(\beta_{n}+\overline{\beta_{n}}\right) / 2$, where

$$
\beta_{n}=C_{n}^{\prime} \frac{\sum_{i=1}^{n} \overline{\Phi_{i}(z)} \wedge \Phi(z)}{\|z\|^{2 n}}, \quad C_{n}^{\prime}=(-1)^{\frac{n(n-1)}{2}} \frac{(n-1)!}{(2 \pi \sqrt{-1})^{n}}
$$

Then $\beta_{n}$ is a closed $(n, n-1)$-form on $\mathbb{C}^{n} \backslash 0$, real on $S^{2 n-1}$ and $\int_{S^{2 n-1}} \beta_{n}=1$. We call $\beta_{n}$ the Bochner-Martinelli kernel on $\mathbb{C}^{n}$. Note that

$$
\beta_{1}=\frac{1}{2 \pi \sqrt{-1}} \frac{d z}{z}
$$

the Cauchy kernel on $\mathbb{C}$.

## Chapter III. Chern-Weil theory of characteristic classes and some more complex analytic geometry

## 1. Chern classes via connections

Let $M$ be a $C^{\infty}$ manifold of dimension $m$. For an open set $U$ in $M$, we denote by $A^{0}(U)$ the $\mathbb{C}$-algebra of $C^{\infty}$ functions on $U$. Also, for a $C^{\infty}$ complex vector bundle $E$ of rank $r$ on $M$, we let $A^{p}(U, E)$ be the vector space of $C^{\infty}$ sections of $\bigwedge^{p}\left(T_{\mathbb{R}}^{c} M\right)^{*} \otimes E$ on $U$. Thus $A^{0}(U, E)$ is the $A^{0}(U)$-module of $C^{\infty}$ sections of $E$.

Definition 1.1. A connection for $E$ is a $\mathbb{C}$-linear map

$$
\nabla: A^{0}(M, E) \rightarrow A^{1}(M, E)
$$

satisfying

$$
\nabla(f s)=d f \otimes s+f \nabla(s) \quad \text { for } \quad f \in A^{0}(M) \text { and } s \in A^{0}(M, E)
$$

Example 1.2. The exterior derivative

$$
d: A^{0}(M) \rightarrow A^{1}(M)
$$

is a connection for the trivial line bundle $M \times \mathbb{C}$.
From the definition we have the following :
Lemma 1.3. A connection $\nabla$ is a local operator, i.e., if a section $s$ is identically 0 on an open set $U$, so is $\nabla(s)$.

Thus the restriction of $\nabla$ to an open set $U$ makes sense and it is a connection for $\left.E\right|_{U}$. From the definition we also have the following lemma.

Lemma 1.4. Let $\nabla_{1}, \ldots, \nabla_{k}$ be connections for $E$ and $f_{1}, \ldots, f_{k} C^{\infty}$ functions on $M$ with $\sum_{i=1}^{k} f_{i} \equiv 1$. Then $\sum_{i=1}^{k} f_{i} \nabla_{i}$ is a connection for $E$.
Exercises 1.5. (1) Prove Lemmas 1.3 and 1.4.
(2) Show that every vector bundle admits a connection.

If $\nabla$ is a connection for $E$, it induces a $\mathbb{C}$-linear map

$$
\nabla: A^{1}(M, E) \rightarrow A^{2}(M, E)
$$

satisfying

$$
\nabla(\omega \otimes s)=d \omega \otimes s-\omega \wedge \nabla(s) \quad \begin{aligned}
& \text { for } \\
& \\
& 32
\end{aligned} \quad \omega \in A^{1}(M) \text { and } s \in A^{0}(M, E) .
$$

The composition

$$
K=\nabla \circ \nabla: A^{0}(M, E) \rightarrow A^{2}(M, E)
$$

is called the curvature of $\nabla$. It is not difficult to see that

$$
K(f s)=f K(s) \quad \text { for } \quad f \in A^{0}(M) \text { and } s \in A^{0}(M, E)
$$

The fact that a connection is a local operator allows us to get local representations of it and its curvature by matrices whose entries are differential forms. Thus suppose that $\nabla$ is a connection for a vector bundle $E$ of rank $r$ and that $E$ is trivial on $U ;\left.E\right|_{U} \simeq U \times \mathbb{C}^{r}$. If $\mathbf{s}=\left(s_{1}, \ldots, s_{r}\right)$ is a frame of $E$ on $U$, then we may write, for $i=1, \ldots, r$,

$$
\nabla\left(s_{i}\right)=\sum_{j=1}^{r} \theta_{i j} \otimes s_{j}, \quad \theta_{i j} \in A^{1}(U)
$$

We call $\theta=\left(\theta_{i j}\right)$ the connection matrix with respect to $\mathbf{s}$. For an arbitrary section $s$ on $U$, we may write $s=\sum_{i=1}^{r} f_{i} s_{i}$ with $f_{i} C^{\infty}$ functions on $U$ and we compute

$$
\nabla(s)=\sum_{i=1}^{r}\left(d f_{i}+\sum_{j=1}^{r} f_{j} \theta_{j i}\right) \otimes s_{i} .
$$

The connection $\nabla$ is trivial with respect to $s$, if and only if $\theta=0$. Thus in this case we have $\nabla(s)=\sum_{i=1}^{r} d f_{i} \otimes s_{i}$. Also, from the definition we compute to get

$$
K\left(s_{i}\right)=\sum_{j=1}^{r} \kappa_{i j} \otimes s_{j}, \quad \kappa_{i j}=d \theta_{i j}-\sum_{k=1}^{r} \theta_{i k} \wedge \theta_{k j}
$$

We call $\kappa=\left(\kappa_{i j}\right)$ the curvature matrix with respect to $\mathbf{s}$. If $\mathbf{s}^{\prime}=\left(s_{1}^{\prime} \ldots, s_{r}^{\prime}\right)$ is another frame of $E$ on $U^{\prime}$, we have $s_{i}^{\prime}=\sum_{j=1}^{r} a_{i j} s_{j}$ for some $C^{\infty}$ functions $a_{i j}$ on $U \cap U^{\prime}$. The matrix $A=\left(a_{i j}\right)$ is non-singular at each point of $U \cap U^{\prime}$. If we denote by $\theta^{\prime}$ and $\kappa^{\prime}$ the connection and curvature matrices of $\nabla$ with respect to $\mathbf{s}^{\prime}$,

$$
\begin{equation*}
\theta^{\prime}=d A \cdot A^{-1}+A \theta A^{-1} \quad \text { and } \quad \kappa^{\prime}=A \kappa A^{-1} \quad \text { in } \quad U \cap U^{\prime} . \tag{1.6}
\end{equation*}
$$

Let $n=[m / 2]$ and, for each $i=1, \ldots, n$, let $\sigma_{i}$ denote the $i$-th elementary symmetric function in $n$ variables $X_{1}, \ldots, X_{n}$, i.e., $\sigma_{i}\left(X_{1}, \ldots, X_{n}\right)$ is a polynomial of degree $i$ defined by

$$
\prod_{i=1}^{n}\left(1+X_{i}\right)=1+\sigma_{1}\left(X_{1}, \ldots, X_{n}\right)+\cdots+\sigma_{n}\left(X_{1}, \ldots, X_{n}\right)
$$

Since differential forms of even degrees commute with one another with respect to the exterior product, we may treat $\kappa$ as an ordinary matrix whose entries are numbers. Thus we define a $2 i$-form $\sigma_{i}(\kappa)$ on $U$ by

$$
\operatorname{det}\left(I_{r}+\kappa\right)=1+\sigma_{1}(\kappa)+\cdots+\sigma_{n}(\kappa)
$$

where $I_{r}$ denotes the identity matrix of rank $r$. Note that $\sigma_{i}(\kappa)=0$ for $i=$ $r+1, \ldots, n$ and, in particular, $\sigma_{1}(\kappa)=\operatorname{tr}(\kappa)$ and $\sigma_{r}(\kappa)=\operatorname{det}(\kappa)$. Although $\sigma_{i}(\kappa)$ depends on the connection $\nabla$, by (1.6), it does not depend on the choice of the frame of $E$ and it defines a global $2 i$-form on $M$, which we denote by $\sigma_{i}(\nabla)$. It is shown that the form is closed ([GH] Ch.3, 3 Lemma, [MS] Appendix C, Fundamental Lemma). We set

$$
c_{i}(\nabla)=\left(\frac{\sqrt{-1}}{2 \pi}\right)^{i} \sigma_{i}(\nabla)
$$

and call it the $i$-th Chern form.
If we have two connections $\nabla$ and $\nabla^{\prime}$ for $E$, there is a $(2 i-1)$-form $c_{i}\left(\nabla, \nabla^{\prime}\right)$ with $c_{i}\left(\nabla, \nabla^{\prime}\right)=-c_{i}\left(\nabla^{\prime}, \nabla\right)$ and satisfying

$$
\begin{equation*}
d c_{i}\left(\nabla, \nabla^{\prime}\right)=c_{i}\left(\nabla^{\prime}\right)-c_{i}(\nabla) \tag{1.7}
\end{equation*}
$$

In fact the form $c_{i}\left(\nabla, \nabla^{\prime}\right)$ is constructed as follows ([Bo] p. 65). We consider the vector bundle $E \times \mathbb{R} \rightarrow M \times \mathbb{R}$ and let $\tilde{\nabla}$ be the connection for it given by

$$
\tilde{\nabla}=(1-t) \nabla+t \nabla^{\prime}
$$

where $t$ denotes a coordinate on $\mathbb{R}$. Denoting by $[0,1]$ the unit interval and by $\pi: M \times[0,1] \rightarrow M$ the projection, we have the integration along the fiber

$$
\pi_{*}: A^{2 i}(M \times[0,1]) \rightarrow A^{2 i-1}(M)
$$

Then we set $c_{i}\left(\nabla, \nabla^{\prime}\right)=\pi_{*}\left(c_{i}(\tilde{\nabla})\right)$.
From the above, we see that the class $\left[c_{i}(\nabla)\right]$ of the closed $2 i$-form $c_{i}(\nabla)$ in the de Rham cohomology $H^{2 i}(M ; \mathbb{C})$ depends only on $E$ and not on the choice of the connection $\nabla$. We denote this class by $c_{i}(E)$ and call it the $i$-th Chern class $c_{i}(E)$ of $E$. We call

$$
c(E)=1+c_{1}(E)+c_{2}(E)+\cdots+c_{r}(E)
$$

the total Chern class of $E$, which is considered as an element in the cohomology ring $H^{*}(M ; \mathbb{C})$. Note that the class $c(E)$ is invertible in $H^{*}(M ; \mathbb{C})$.
Remarks 1.8. $1^{\circ}$. It can be shown that the top Chern class $c_{r}(E)$ is equal to the Euler class $e(E)$ of the underlying real bundle.
$2^{\circ}$. It is known that $c_{i}(E)$ is in the image of the canonical homomorphism

$$
H^{2 i}(M ; \mathbb{Z}) \rightarrow H^{2 i}(M ; \mathbb{C})
$$

In fact it is possible to define $c_{i}(E)$ in $H^{2 i}(M ; \mathbb{Z})$ using the obstruction theory; it is the primary obstruction to constructing $r-i+1$ sections linearly independent everywhere [ St ].
$3^{\circ}$. For the hyperplane bundle $H_{n}$ on $\mathbb{C P}^{n}$ (Ch.II, Example 1.9),

$$
c\left(H_{n}\right)=1+h_{n},
$$

where $h_{n}$ denotes the canonical generator of $H^{2}\left(\mathbb{C} \mathbb{P}^{n} ; \mathbb{C}\right)$ (the Poincare dual of the homology class $\left[\mathbb{C P}^{n-1}\right]$.

More generally, if we have a symmetric polynomial $\varphi$, we may write $\varphi=$ $P\left(\sigma_{1}, \sigma_{2}, \ldots\right)$ for some polynomial $P$. We define, for a connection $\nabla$ for $E$, the characteristic form $\varphi(\nabla)$ for $\varphi$ by $\varphi(\nabla)=P\left(c_{1}(\nabla), c_{2}(\nabla), \ldots\right)$, which is a closed form and defines the characteristic class $\varphi(E)$ of $E$ for $\varphi$ in the de Rham cohomology. We may also define the difference form $\varphi\left(\nabla, \nabla^{\prime}\right)$ by a similar construction.

## 2. Virtual bundles

For simplicity, we consider only virtual bundles involving only two vector bundles.

If we have two complex vector bundles $E$ and $F$, the total Chern class of the "virtual bundle" $F-E$ is defined by

$$
\begin{equation*}
c(F-E)=c(F) / c(E) \tag{2.1}
\end{equation*}
$$

Let $\nabla^{E}$ and $\nabla^{F}$ be connections for $E$ and $F$, respectively. We write the degree $i$ term in the right hand side of (2.1) as

$$
c_{i}(F-E)=\sum_{j} \varphi_{j}^{(i)}(E) \cdot \psi_{j}^{(i)}(F)
$$

with $\varphi_{i}^{(i)}(E)$ and $\psi_{i}^{(i)}(F)$ polynomials in the Chern classes of $E$ and $F$, respectively. Then the $i$-th Chern class of $F-E$ is represented by the differential form

$$
c_{i}\left(\nabla^{\bullet}\right)=\sum_{j} \varphi_{j}^{(i)}\left(\nabla^{E}\right) \wedge \psi_{j}^{(i)}\left(\nabla^{F}\right)
$$

where $\nabla^{\bullet}$ denotes the pair $\left(\nabla^{E}, \nabla^{F}\right)$.

Also, for a polynomial $\varphi$ in the Chern classes of $E$, we may define a closed form $\varphi\left(\nabla^{\bullet}\right)$ which represents the class $\varphi(F-E)$.

If we have two pairs of connections $\nabla_{0}^{\mathbf{\bullet}}, \nabla_{i}^{\mathbf{0}}$ for $E$ and $F$, there is a form $\varphi\left(\nabla_{0}^{\bullet}, \nabla_{\mathbf{1}}^{\mathbf{*}}\right)$ satisfying an identity similar to (1.7).

Now let

$$
\begin{equation*}
0 \rightarrow E \xrightarrow{\varphi} F \xrightarrow{\psi} G \rightarrow 0 \tag{2.2}
\end{equation*}
$$

be a sequence of vector bundles on $M$, and $\nabla^{E}, \nabla^{F}$ and $\nabla^{G}$ connections for $E, F$ and $G$, respectively. We say that the family $\left(\nabla^{E}, \nabla^{F}, \nabla^{G}\right)$ is compatible with the sequence if the following diagram is commutative :


If the above sequence is exact, there is always a family $\left(\nabla^{E}, \nabla^{F}, \nabla^{G}\right)$ of connections compatible with the sequence and for such a family we have ([BB] (4.22) Lemma)

$$
c\left(\nabla^{\bullet}\right)=c\left(\nabla^{E}\right)
$$

## 3. Characteristic classes in the Čech-de Rham cohomology and a vanishing theorem

Let $M$ be a $C^{\infty}$ manifold and $\mathcal{U}=\left\{U_{0}, U_{1}\right\}$ an open covering of $M$. For a vector bundle $E \rightarrow M$, we take a connection $\nabla_{j}$ on $U_{j}, j=0,1$. Then let $c_{i}\left(\nabla_{*}\right)$ be the element of $A^{2 i}(\mathcal{U})$ given by

$$
\begin{equation*}
c_{i}\left(\nabla_{*}\right)=\left(c_{i}\left(\nabla_{0}\right), c_{i}\left(\nabla_{1}\right), c_{i}\left(\nabla_{0}, \nabla_{1}\right)\right) . \tag{3.1}
\end{equation*}
$$

Then we see that $D c_{i}\left(\nabla_{*}\right)=0$ and this defines a class $\left[c_{i}\left(\nabla_{*}\right)\right] \in H_{D}^{2 i}(\mathcal{U})$.
Theorem 3.2. The class $\left[c_{i}\left(\nabla_{*}\right)\right] \in H_{D}^{2 i}(\mathcal{U})$ corresponds to the Chern class $c_{i}(E) \in$ $H_{d}^{2 i}(M)$ under the isomorphism of Ch.II, Theorem 5.1.

By a similar construction, we may define the characteristic class $\varphi(E)$ for a polynomial $\varphi$ in the Chern polynomials in the Čech-de Rham cohomology. It can be done also for virtual bundles.

Let $E$ be a complex vector bundle of rank $r$ on a $C^{\infty}$ manifold $M$. Let $\mathbf{s}=\left(s_{1}, \ldots, s_{\ell}\right)$ be an $\ell$-frame of $E$ on an open set $U$, i.e., $\ell$ sections linearly independent everywhere on $U$. We say that a connection $\nabla$ for $E$ on $U$ is s-trivial, if $\nabla\left(s_{i}\right)=0$ for $i=1, \ldots, \ell$.

Proposition 3.3. If $\nabla$ is s-trivial, then

$$
c_{i}(\nabla) \equiv 0 \quad \text { for } \quad i \geq r-\ell+1
$$

Proof. For simplicity, we prove the proposition when $\ell=1$. Let $U \subset M$ be an open set such that $\left.E\right|_{U} \simeq U \times \mathbb{C}^{r}$. Since $s_{1} \neq 0$ everywhere on $M$, we may take a fram $\mathbf{e}=\left(e_{1}, \ldots, e_{r}\right)$ on $U$ so that $e_{1}=s_{1}$. Then all the entries of the first row of the curvature matrix $\kappa$ of $\nabla$ with respect to $\mathbf{e}$ are zero. Since $c_{r}(\nabla)=\operatorname{det} \kappa$, up to a constant, we have $c_{r}(\nabla)=0$.

## 4. Divisors

Let $M$ be a complex manifold of dimension $n$. A meromorphic function $\varphi$ on $M$ is defined by a data $\left\{\left(U_{\alpha}, f^{\alpha}, g^{\alpha}\right)\right\}$, where $\left\{U_{\alpha}\right\}$ is a covering of $M$, and $f^{\alpha}$ and $g^{\alpha}$ are holomorphic functions on $U_{\alpha}$ such that the germ $g_{z}^{\alpha}$ at $z$ is non-zero for all $z$ in $U_{\alpha}$, the germs $f_{z}^{\alpha}$ and $g_{z}^{\alpha}$ are relatively prime for all $z$ in $U_{\alpha}$ (cf. the phrase after Ch.I, Theorem 3.6) and that $f^{\alpha} g^{\beta}=f^{\beta} g^{\alpha}$ in $U_{\alpha} \cap U_{\beta}$. We write $\varphi=f^{\alpha} / g^{\alpha}$ on $U_{\alpha}$.

A divisor $D$ on $M$ is a finite formal sum $D=\sum_{i=1}^{r} n_{i} V_{i}$, where the $V_{i}$ 's are irreducible hypersurfaces in $M$ and the $n_{i}$ 's are integers. Thus, if we cover $M$ by open sets $\left\{U_{\alpha}\right\}$ so that $V_{i}$ is defined by $f_{i}^{\alpha}$ on $U_{\alpha}$ (cf. Ch.II, Example 1.9), the meromorphic function $\varphi^{\alpha}=\prod_{i=1}^{r}\left(f_{i}^{\alpha}\right)^{n_{i}}$ defines $D$ on $U_{\alpha}$. For each pair $(\alpha, \beta)$, $f^{\alpha \beta}=\varphi^{\alpha} / \varphi^{\beta}$ is a non-vanishing holomorphic function on $U_{\alpha} \cap U_{\beta}$ and the system $\left\{f^{\alpha \beta}\right\}$ defines a line bundle on $M$. We call this bundle the line bundle defined by $D$ and denote it by $L(D)$. We may write $L(D)=\bigotimes_{i=1}^{r} L\left(V_{i}\right)^{n_{i}}$, where $L\left(V_{i}\right)^{n_{i}}$ denotes the tensor product of $n_{i}$ copies of $L\left(V_{i}\right)$, for $n_{i}>0$, and the tensor product of $-n_{i}$ copies of $L\left(V_{i}\right)^{*}$, for $n_{i}<0$. A divisor $D=\sum_{i=1}^{r} n_{i} V_{i}$ is called effective if $n_{i} \geq 0$ for all $i$. Thus an effective divisor is defined locally by a holomorphic function.

If $\varphi$ is a meromorphic function on $M$ given by $\varphi=f^{\alpha} / g^{\alpha}$ on $U_{\alpha}$, taking the irreducible decompositions of $f^{\alpha}$ and $g^{\alpha}$, we may consider a divisor, which we call the divisor of $\varphi$ and denote by $(\varphi)$. We may write $(\varphi)=D_{0}-D_{\infty}$, where $D_{0}$ and $D_{\infty}$ are defined, respectively, by $f^{\alpha}$ and $g^{\alpha}$ on $U_{\alpha}$. Clearly the bundle $L(\varphi)$ is trivial. Conversely, it is shown that, if $L(D)$ is trivial for a divisor $D$, then $D=(\varphi)$ for some meromorphic function $\varphi$ ([GH] Ch.1, 1, [Hi] §15). We say that two divisors $D_{1}$ and $D_{2}$ are linearly equivalent if $D_{1}-D_{2}=(\varphi)$ for some meromorphic function $\varphi$. Thus this is equivalent to saying $L\left(D_{1}\right)=L\left(D_{2}\right)$.

For a divisor $D=\sum_{i=1}^{r} n_{i} V_{i}$, we set $|D|=\bigcup_{i=1}^{r} V_{i}$ and call it the support of $D$. If each $V_{i}$ is compact, the divisor $D$ defines a homology class $[D]=\sum_{i=1}^{r} n_{i}\left[V_{i}\right]$ in $H_{2 n-2}(M ; \mathbb{Z})$ (or in $H_{2 n-2}(|D| ; \mathbb{Z})$ ). It is known that, if $M$ is compact, $[D]$ is the Poincaré dual of $c_{1}(L(D))$ ([GH] Ch.1, 1 Proposition, see [Su3] for more "precise" duality). Thus, if $D_{1}$ and $D_{2}$ are linearly equivalent, then $\left[D_{1}\right]=\left[D_{2}\right]$. Also, for $n$ divisors $D_{1}, \ldots, D_{n}$ the "global" intersection number ( $D_{1} \cdots D_{n}$ ) is
given by $\int_{M} c_{1}\left(L\left(D_{1}\right)\right) \cdots c_{1}\left(L\left(D_{n}\right)\right)$, where the product is the cup product. If the intersection $\bigcap_{i=1}^{n}\left|D_{i}\right|$ consists of isolated points, then this number is the sum of the intersection numbers at the points of intersection. See Example 6.2 below for this "local" intersection number when the divisors are effective.

Example 4.1. Let $V$ be the algebraic variety in $\mathbb{C P}^{n}=\left\{\left[\zeta_{0}, \ldots, \zeta_{n}\right]\right\}$ defined by a homogeneous polynomial $P$ of degree $d$ (Ch.I, 4). The function $\varphi=P / \zeta_{0}^{d}$ is a well-defined meromorphic function on $\mathbb{C P}^{n}$, which is given as the quotient of $P / \zeta_{i}^{d}$ by $\zeta_{0}^{d} / \zeta_{i}^{d}$ on each affine open set $U_{i}=\left\{\zeta_{i} \neq 0\right\}$. Thus, if we denote by $D_{\infty}$ the hyperplane defined by $\zeta_{0}=0$, then $V$ is linearly equivalent to $d D_{\infty}$ and $[V]=$ $d\left[D_{\infty}\right]$. Recall that $\left[D_{\infty}\right]=\left[\mathbb{C P}^{n-1}\right]$ is the generator of $H_{2 n-2}\left(\mathbb{C P}^{n} ; \mathbb{Z}\right) \simeq \mathbb{Z}$. Also, the intersection of $k$ copies of $\left[D_{\infty}\right]$ generates $H_{2 n-2 k}\left(\mathbb{C P}^{n} ; \mathbb{Z}\right) \simeq \mathbb{Z}$, for $k=1, \ldots, n$ (cf. Ch.I, (4.11)).

## 5. Complete intersections and local complete intersections

We start with the local situation. Let $\mathcal{O}_{n+k}$ be the ring of convergent power series in $\left(z_{1}, \ldots, z_{n+k}\right)$.

Definition 5.1. Let $V$ be a germ of variety at 0 of pure dimension $n$ in $\mathbb{C}^{n+k}$. We call $V$ a complete intersection if the ideal $I(V)$ is generated by $k$ germs of holomorphic functions. In particular, if $k=1, V$ is a (germ of) hypersurface.

In general, let $V$ be a germ of variety at 0 in $\mathbb{C}^{n+k}$. Take germs $f_{1}, \ldots, f_{r}$ in $\mathcal{O}_{n+k}$ and set $g_{i}=\sum_{j=1}^{r} a_{i j} f_{j}$ with $a_{i j} \in \mathcal{O}_{n+k}$, for $i=1, \ldots, s$. Then

$$
\operatorname{rank} \frac{\partial\left(g_{1}, \ldots, g_{s}\right)}{\partial\left(z_{1}, \ldots, z_{n+k}\right)}(0) \leq \operatorname{rank} \frac{\partial\left(f_{1}, \ldots, f_{r}\right)}{\partial\left(z_{1}, \ldots, z_{n+k}\right)}(0)
$$

Thus we have
Lemma 5.2. If the germs $f_{1}, \ldots, f_{r}$ generate $I(V)$, then the rank of the Jacobian matrix $\partial\left(f_{1}, \ldots, f_{r}\right) / \partial\left(z_{1}, \ldots, z_{n+k}\right)$ at 0 does not depend on $f_{1}, \ldots, f_{r}$.

Let $V$ be a complete intersection of dimension $n$ and $f_{1}, \ldots, f_{k}$ generators of $I(V)$. We take a neighborhood $U$ of 0 in $\mathbb{C}^{n+k}$ such that the germs $V$ and $f_{1}, \ldots, f_{k}$ have representatives on $U$. We may assume that the germs $f_{1, x}, \ldots, f_{k, x}$ generate $I\left(V_{x}\right)$ for all $x$ in $U$ ("coherence of the ideal sheaf", e.g., [GR]) and hence we may write

$$
V=\left\{x \in U \mid f_{1}(x)=\cdots=f_{k}(x)=0\right\}
$$

We call $f_{1}, \ldots, f_{r}$ as above "reduced defining functions" for $V$. With these functions, we may describe the singular set of $V$ as follows:

Proposition 5.3. If $V$ is a $k$ codimensional complete intersection,

$$
\operatorname{Sing}(V)=\left\{x \in V \left\lvert\, \operatorname{rank} \frac{\partial\left(f_{1}, \ldots, f_{k}\right)}{\partial\left(z_{1}, \ldots, z_{n+k}\right)}(x)<k\right.\right\} .
$$

Remark 5.4. If $V$ is a pure $k$-codimensional subvariety, which may not be a complete intersection, the set $\operatorname{Sing}(V)$ may be expressed similarly as above, replacing $f_{1}, \ldots, f_{k}$ by (arbitrary number of) generators $f_{1}, \ldots, f_{r}$ of $I(V)$ (e.g., [Ok] Ch.I, $\S 1)$. Thus, for an analytic variety $V, \operatorname{Sing}(V)$ is also an analytic variety.

In general, let $V$ be a variety in a neighborhood $U$ of 0 in $\mathbb{C}^{n+k}$ which has 0 as its only singular point. Let $B_{\varepsilon}=\left\{\left.\left(z_{1}, \ldots, z_{n+k}\right)| | z_{1}\right|^{2}+\cdots+\left|z_{n+k}\right|^{2} \leq \varepsilon^{2}\right\}$ be the closed disk of radius $\varepsilon$ and $S_{\varepsilon}$ the $(2(n+k)-1)$-sphere of radius $\varepsilon$, which is the boundary of $B_{\varepsilon}$. It is known that, for sufficiently small $\varepsilon$, the pair $\left(B_{\varepsilon}, B_{\varepsilon} \cap V\right)$ is homeomorphic to the cone over ( $\left.S_{\varepsilon}, S_{\varepsilon} \cap V\right)([\mathrm{Mi}]$ Theorem 2.10, see also [Ok] Ch.I, $\S 1)$. In this case, $S_{\varepsilon}$ and $V$ are transverse and $K=S_{\varepsilon} \cap V$ is a (2n-1) dimensional $C^{\infty}$ manifold, which is called the link of the singularity of $V$ at 0 .

Now let $V$ be a (germ of) complete intersection of dimension $n$ and $f_{1}, \ldots, f_{k}$ generators of $I(V)$. We suppose that these germs have representatives in $U$ and we think of $f=\left(f_{1}, \ldots, f_{k}\right)$ as a holomorphic map from $U$ onto a neighborhood $W$ of 0 in $\mathbb{C}^{k}$. Let $C(f)$ be the set of critical points of $f$. Then, by Proposition 5.3, $\operatorname{Sing}(V)=V \cap C(f)$. Note that, when $k=1, \operatorname{Sing}(V)=C(f)$ (cf. [Lo] Proof of (1.2) Proposition).

We have the following "fibration theorem", which is due to $[\mathrm{Mi}]$ when $k=1$ and to [Ham] for general $k$, see also [HL], [Lê2], [Lo] and [Ok].
Theorem 5.5. Let $V$ be a complete intersection of dimension $n$ with isolated singularity at 0 in $\mathbb{C}^{n+k}$. Then there exist small disks $B_{\varepsilon}$ about 0 in $U$ and $B_{\delta}^{\prime}$ about 0 in $W$ such that $D(f)=B_{\delta}^{\prime} \cap f(C(f))$ is a hypersurface in $B_{\delta}^{\prime}$ and that $f$ induces a fiber bundle structure $B_{\epsilon} \cap f^{-1}\left(B_{\delta}^{\prime} \backslash D(f)\right) \rightarrow B_{\delta}^{\prime} \backslash D(f)$. Moreover, the (typical) fiber $F$ of this bundle has the homotopy type of a bouquet of $n$-spheres.

The fiber $F$ is called the Milnor fiber and the number of spheres appearing in the above is called the Milnor number of $V$ at 0 and is denoted by $\mu(V, 0)$. The number $\mu(V, 0)$ does not depend on the choice of generators of $I(V)$. There is an algebraic formula for this number ([Lê1], [Gr], see also [Lo] ). We set, for $i=1, \ldots, k$,

$$
a_{i}=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n+k} /\left(J\left(f_{1}, \ldots, f_{i}\right), f_{1}, \ldots, f_{i-1}\right)
$$

where the denominator in the right hand side is the ideal generated by the Jacobians $\operatorname{det}\left(\partial\left(f_{1}, \ldots, f_{i}\right) / \partial\left(z_{\nu_{1}}, \ldots, z_{\nu_{i}}\right)\right), 1 \leq \nu_{1}<\cdots<\nu_{i} \leq n+k$, and $f_{1}, \ldots, f_{i-1}$. Then

$$
\mu(V, 0)=\sum_{i=1}^{k}(-1)^{k-i} a_{i}
$$

In particular, when $k=1$,

$$
\begin{equation*}
\mu(V, 0)=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n+1} / J(f) \tag{5.6}
\end{equation*}
$$

where $J(f)=\left(\partial f / \partial z_{1}, \ldots, \partial f / \partial z_{n+1}\right), f=f_{1}$ (cf. [Or]).
Now we consider the global situation. Let $W$ be a complex manifold of dimension $n+k$ and $V$ an analytic variety in $W$. Suppose $V$ is pure $n$ dimensional. We call $V$ a local complete intersection (LCI) if the germ of $V$ at each point of $V$ is a complete intersection. Thus each point of $V$ has a neighborhood, where $V$ admits $k$ reduced defining functions.

In this case, there is a vector bundle $N_{V}$ over $V$ of rank $k$, which extends the normal bundle $N_{V^{\prime}}$ of $V^{\prime}$ in $W$. We have a commutative diagram with an exact row (e.g., [LS] Proposition 1)

$$
\begin{array}{cc}
\left.T W\right|_{V} \xrightarrow{\pi} & N_{V} \\
\uparrow_{\text {incl. }} &  \tag{5.7}\\
& \uparrow_{\text {incl. }} \\
0 \longrightarrow T V_{V^{\prime}} \longrightarrow
\end{array} N_{V^{\prime}} \longrightarrow 0 .
$$

If $f_{1}, \ldots, f_{k}$ are local reduced defining functions of $V$, then there is a frame of $N_{V}$ which extends the frame $\left(\pi\left(\partial / \partial f_{1}\right), \ldots, \pi\left(\partial / \partial f_{k}\right)\right)$ of $N_{V^{\prime}}$. (Note that near a regular point of $f=\left(f_{1}, \ldots, f_{k}\right)$, i.e., a regular point of $V$, we may take $\left(f_{1}, \ldots, f_{k}\right)$ as a part of a local coordinate system on $W$.) We call it the frame of $N_{V}$ associated to $f=\left(f_{1}, \ldots, f_{k}\right)$.

For an LCI $V$ in $W$, we call $\left.T W\right|_{V}-N_{V}$ the virtual tangent bundle of $V$.
Now let $N$ be a holomorphic vector bundle over $W$ of rank $k$ and $s$ a holomorphic section of $N$. We call the zero set $V$ of $s$ in $W$ an LCI defined by $s$ if it is an LCI with local components of $s$ (with respect to some local holomorphic frame of $N$ ) as its reduced defining functions. In this case, we have $N_{V}=\left.N\right|_{V}$.
Examples 5.8. As examples of LCIs defined by a section of a holomorphic vector bundle, we have the following :

1. $V$ a hypersurface in $W(k=1)$. In this case, we may take as $N$ the line bundle $L(V)$ defined by $V$ and as $s$ the natural section described in Ch.II, Example 1.9.
2. $V$ a complete intersection. In this case we may take as $N$ the trivial bundle and as $s$ a system of generators of the ideal of holomorphic functions vanishing on $V$.
3. $V$ a (projective algebraic) complete intersection in the projective space $\mathbb{C P}^{n+k}$. This means that the ideal of homogeneous polynomials vanishing on $V$ is generated by $k$ homogeneous polynomials $P_{1}, \ldots, P_{k}$. Let $d_{i}$ denote the degree of $P_{i}$ for $i=1, \ldots, k$ and $U_{j}$ the affine coordinate $\zeta_{j} \neq 0$ for $j=0, \ldots, n+k$. Then, in $U_{j}, V$ is defined by $f_{1}=\cdots=f_{k}=0, f_{i}=P_{i} / \zeta_{j}^{d_{i}}$. Note that it is only locally a complete intersection. In this case, we may take as $N$ the bundle $H^{d_{1}} \oplus \cdots \oplus H^{d_{k}}$, where $H$ denotes the hyperplane bundle (Ch.II, Example 1.9).

## 6. Grothendieck residues

For details on this subject, we refer to $[\mathrm{GH}]$. Let $\mathcal{O}_{n}$ denote the ring of germs of holomorphic functions at the origin 0 in $\mathbb{C}^{n}$ and $f_{1}, \ldots, f_{n}$ germs in $\mathcal{O}_{n}$ such that $V\left(f_{1}, \ldots, f_{n}\right)=\{0\}$ (Ch.I, 5). For a germ $\omega$ at 0 of holomorphic $n$-form we choose a neighborhood $U$ of 0 in $\mathbb{C}^{n}$ where $f_{1}, \ldots, f_{n}$ and $\omega$ have representatives and let $\Gamma$ be the $n$-cycle in $U$ defined by

$$
\Gamma=\left\{z \in U| | f_{1}(z)\left|=\cdots=\left|f_{n}(z)\right|=\varepsilon\right\}\right.
$$

where, $\varepsilon$ is a small positive number. We orient $\Gamma$ so that the form $d \theta_{1} \wedge \cdots \wedge d \theta_{n}$ is positive, $\theta_{i}=\arg f_{i}$. Then we set

$$
\operatorname{Res}_{0}\left[\begin{array}{c}
\omega \\
f_{1}, \ldots, f_{n}
\end{array}\right]=\frac{1}{(2 \pi \sqrt{-1})^{n}} \int_{\Gamma} \frac{\omega}{f_{1} \cdots f_{n}}
$$

Note that this residue is alternating in $\left(f_{1}, \ldots, f_{n}\right)$.
Example 6.1. When $n=1$, the above residue is the usual Cauchy residue at 0 of the meromorphic 1-form $\omega / f_{1}$.

Example 6.2. If $\omega=d f_{1} \wedge \cdots \wedge d f_{n}$, then

$$
\operatorname{Res}_{0}\left[\begin{array}{c}
d f_{1} \wedge \cdots \wedge d f_{n} \\
f_{1}, \ldots, f_{n}
\end{array}\right]
$$

is a positive integer which is simultaneously equal to
(i) the intersection number $\left(D_{1} \cdots D_{n}\right)_{0}$ at 0 of the divisors $D_{i}$ defined by $f_{i}$ (see section 4 and [GH] Ch.5, 2, [Su3]),
(ii) $\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n} /\left(f_{1}, \ldots, f_{n}\right)$ and
(iii) the (Poincaré-Hopf) index at 0 in $\mathbb{C}^{n}$ of the vector field $v=\sum_{i=1}^{n} f_{i} \cdot \partial / \partial z_{i}$ (the mapping degree of $f=\left(f_{1}, \ldots, f_{n}\right)$ ), see Ch.IV, sections 2 and 3 .

Example 6.3. In particular, if $f_{i}=\partial f / \partial z_{i}$ for some $f$ in $\mathcal{O}_{n}$, then it is the Milnor number $\mu(V, 0)$ of the hypersurface $V$ defined by $f$ at 0 (see section 5 ) :

$$
\operatorname{Res}_{0}\left[\begin{array}{c}
d\left(\frac{\partial f}{\partial z_{1}}\right) \wedge \cdots \wedge d\left(\frac{\partial f}{\partial z_{n}}\right) \\
\frac{\partial f}{\partial z_{1}}, \ldots, \frac{\partial f}{\partial z_{n}}
\end{array}\right]=\mu(V, 0)
$$

We also call this number the multiplicity of $f$ at 0 and denote it by $m(f, 0)$ (cf. Ch.IV, 3 below).

## Chapter IV. Localization of Chern classes and associated residues

## 1. Localization of the top Chern class

Let $\pi: E \rightarrow M$ be a $C^{\infty}$ complex vector bundle of rank $r$ over an oriented $C^{\infty}$ manifold $M$ of dimension $m$. Let $s$ be a non-vanishing section of $E$ on some open set $U$. Recall that a connection $\nabla$ for $E$ on $U$ is $s$-trivial, if $\nabla(s)=0$. If $\nabla$ is an $s$-trivial connection, we have the vanishing (Ch.III, Proposition 3.3)

$$
\begin{equation*}
c_{r}(\nabla)=0 . \tag{1.1}
\end{equation*}
$$

Let $S$ be a closed set in $M$ and suppose we have a $C^{\infty}$ non-vanishing section $s$ of $E$ on $M \backslash S$. Then, from the above fact, we will see that there is a natural lifting $c_{r}(E, s)$ in $H^{2 r}(M, M \backslash S ; \mathbb{C})$ of the top Chern class $c_{r}(E)$ in $H^{2 r}(M, \mathbb{C})$.

Letting $U_{0}=M \backslash S$ and $U_{1}$ a neighborhood of $S$, we consider the covering $\mathcal{U}=\left\{U_{0}, U_{1}\right\}$ of $M$. Recall the Chern class $c_{r}(E)$ is represented by the cocycle $c_{r}\left(\nabla_{*}\right)$ in $A^{2 r}(\mathcal{U})$ given by

$$
c_{r}\left(\nabla_{*}\right)=\left(c_{r}\left(\nabla_{0}\right), c_{r}\left(\nabla_{1}\right), c_{r}\left(\nabla_{0}, \nabla_{1}\right)\right),
$$

where $\nabla_{0}$ and $\nabla_{1}$ denote connections for $E$ on $U_{0}$ and $U_{1}$, respectively. If we take as $\nabla_{0}$ an $s$-trivial connection, then $c_{r}\left(\nabla_{0}\right)=0$ by (1.1) and thus the cocycle is in $A^{2 r}\left(\mathcal{U}, U_{0}\right)$ and it defines a class in the relative cohomology $H^{2 r}(M, M \backslash S ; \mathbb{C})$, which we denote by $c_{r}(E, s)$. It is sent to the class $c_{r}(E)$ by the canonical homomorphism $j^{*}: H^{2 r}(M, M \backslash S ; \mathbb{C}) \rightarrow H^{2 r}(M ; \mathbb{C})$. It does not depend on the choice of the connection $\nabla_{1}$ or on the choice of the $s$-trivial connection $\nabla_{0}$. We call $c_{r}(E, s)$ the localization of $c_{r}(E)$ with respect to the section $s$ at $S$.

In the above situation, suppose that $S$ is a compact set, with a finite number of connected components $\left(S_{\lambda}\right)_{\lambda}$, admitting a regular neighborhood. Then we have the Alexander duality Ch. II (5.3) :

$$
A: H^{2 r}(M, M \backslash S ; \mathbb{C}) \xrightarrow{\sim} H_{m-2 r}(S, \mathbb{C})=\bigoplus_{\lambda} H_{m-2 r}\left(S_{\lambda}, \mathbb{C}\right) .
$$

Thus the class $c_{r}(E, s)$ defines a class in $H_{m-2 r}\left(S_{\lambda} ; \mathbb{C}\right)$, which we call the residue of $c_{r}(E)$ at $S_{\lambda}$ with respect to $s$ and denote by $\operatorname{Res}_{c_{r}}\left(s, E ; S_{\lambda}\right)$. This residue corresponds to what is called the "localized top Chern class" of $E$ with respect to $s$ in [Fu] §14.1.

For each $\lambda$, we choose a neighborhood $U_{\lambda}$ of $S_{\lambda}$ in $U_{1}$, so that the $U_{\lambda}$ 's are mutually disjoint. Let $R_{\lambda}$ be an $m$-dimensional manifold with $C^{\infty}$ boundary in $U_{\lambda}$ containing $S_{\lambda}$ in its interior. We set $R_{0 \lambda}=-\partial R_{\lambda}$. Then the residue $\operatorname{Res}_{c_{r}}\left(s, E ; S_{\lambda}\right)$ is represented by an $(m-2 r)$-cycle $C$ in $S_{\lambda}$ such that

$$
\begin{equation*}
\int_{C} \tau=\int_{R_{\lambda}} c_{r}\left(\nabla_{1}\right) \wedge \tau+\int_{R_{0 \lambda}} c_{r}\left(\nabla_{0}, \nabla_{1}\right) \wedge \tau \tag{1.2}
\end{equation*}
$$

for any closed $(m-2 r)$-form $\tau$ on $U_{\lambda}$. In particular, if $2 r=m$, the residue is a complex number given by

$$
\begin{equation*}
\operatorname{Res}_{c_{r}}\left(s, E ; S_{\lambda}\right)=\int_{R_{\lambda}} c_{r}\left(\nabla_{1}\right)+\int_{R_{0 \lambda}} c_{r}\left(\nabla_{0}, \nabla_{1}\right) . \tag{1.3}
\end{equation*}
$$

By Ch.II, Proposition 5.4, we have the following "residue formula".
Proposition 1.4. In the above situation, if $M$ is compact,

$$
\sum_{\lambda}\left(i_{\lambda}\right)_{*} \operatorname{Res}_{c_{r}}\left(s, E ; S_{\lambda}\right)=c_{r}(E) \frown[M] \quad \text { in } \quad H_{m-2 r}(M ; \mathbb{C})
$$

where $i_{\lambda}$ denotes the inclusion $S_{\lambda} \hookrightarrow M$.

## 2. Residues at an isolated zero

Let $\pi: E \rightarrow M$ be a holomorphic vector bundle of rank $n$ over a complex manifold $M$ of dimension $n$. Suppose we have a section $s$ with an isolated zero at $p$ in $M$. In this situation, we have $\operatorname{Res}_{c_{n}}(s, E ; p)$ in $H_{0}(\{p\} ; \mathbb{C})=\mathbb{C}$. In the following, we give explicit expressions of this residue.

Let $U$ be an open neighborhood of $p$ where the bundle $E$ is trivial with holomorphic frame $\left(e_{1}, \ldots, e_{n}\right)$. We write $s=\sum_{i=1}^{n} f_{i} e_{i}$ with $f_{i}$ holomorphic functions on $U$.

## (I) Analytic expression

Theorem 2.1. In the above situation, we have

$$
\operatorname{Res}_{c_{n}}(s, E ; p)=\operatorname{Res}_{p}\left[\begin{array}{c}
d f_{1} \wedge \cdots \wedge d f_{n} \\
f_{1}, \ldots, f_{n}
\end{array}\right] .
$$

Proof. We indicate the proof for the case $n=1$ (for $n>1$, we use the Cechde Rham cohomology theory for $n$ open sets, see [Su3], [Su5]). Thus $s=f e_{1}$ for some holomorphic function $f$ on $U$. Let $R$ be a closed disk about $p$ in $U$. In the expression (1.3) of the residue, we may take as $\nabla_{1}$ an $e_{1}$-trivial connection on $U$, thus $c_{1}\left(\nabla_{1}\right) \equiv 0$ and

$$
\operatorname{Res}_{p}(s, E, p)=-\int_{\partial R} c_{1}\left(\nabla_{0}, \nabla_{1}\right)
$$

with $\nabla_{0}$ an $s$-trivial connection on $U^{\prime}=U \backslash\{p\}$. Now we recall how the Bott difference form $c_{1}\left(\nabla_{0}, \nabla_{1}\right)$ is defined (Ch.III, 1). Consider the bundle $\tilde{E}=E \times \mathbb{R}$ over $U \times \mathbb{R}$, and let $t$ be a coordinate on $\mathbb{R}$. Define a connection for $\tilde{E}$ on $U^{\prime} \times \mathbb{R}$ by
$\tilde{\nabla}=(1-t) \nabla_{0}+t \nabla_{1}$. Let $\pi: U^{\prime} \times[0,1] \rightarrow U^{\prime}$ be the canonical projection and let $\pi_{*}$ be the integration along the fibers of $\pi$. Then we define $c_{1}\left(\nabla_{0}, \nabla_{1}\right)=\pi_{*} c_{1}(\tilde{\nabla})$.

Let $\theta_{i}$ be the connection matrix of $\nabla_{i}, i=0,1$ with respect to the frame $e_{1}$. Therefore $\theta_{1}=0$. To find $\theta_{0}$, we use Ch.III, (1.6). Since the connection matrix with respect to $s$ is zero, we get

$$
\theta_{0}=-\frac{d f}{f} .
$$

Hence $\tilde{\theta}=(1-t) \theta_{0}=(t-1) \frac{d f}{f}$ and the curvature matrix $\tilde{\kappa}$ is given by

$$
\tilde{\kappa}=d \tilde{\theta}-\tilde{\theta} \wedge \tilde{\theta}=d t \wedge \frac{d f}{f} .
$$

Thus

$$
c_{1}\left(\nabla_{0}, \nabla_{1}\right)=\pi_{*} c_{1}(\tilde{\nabla})=\frac{\sqrt{-1}}{2 \pi} \pi_{*}\left(d t \wedge \frac{d f}{f}\right)=-\frac{1}{2 \pi \sqrt{-1}} \frac{d f}{f},
$$

which proves the theorem (for the case $n=1$ ).
Remark 2.2. For general $n$, if we take suitable connections we see that the difference form is given by

$$
c_{n}\left(\nabla_{0}, \nabla_{1}\right)=-f^{*} \beta_{n},
$$

where $f=\left(f_{1}, \ldots, f_{n}\right)$ and $\beta_{n}$ denotes the Bochner-Martinelli kernel on $\mathbb{C}^{n}$ (Ch.II, $5)$. This gives a direct proof of Theorem 2.4 below. Thus we reprove the fact that the Grothendieck residue in the above theorem is equal to the mapping degree of $f$ (cf. [GH] Ch.5, 1. Lemma).
(II) Algebraic expression

Theorem 2.3. In the above situation, we have

$$
\operatorname{Res}_{c_{n}}(s, E ; p)=\operatorname{dim} \mathcal{O}_{n} /\left(f_{1}, \ldots, f_{n}\right)
$$

This can be proved, for example, by perturbing the sections and using the theory of Cohen-Macaulay rings (e.g., [Su5]).

## (III) Topological expression

Let $S_{\varepsilon}^{2 n-1}$ denote a small $2 n-1$ shere in $U$ with center $p$. Then we have the mapping

$$
\varphi=\frac{f}{\|f\|}: S_{\varepsilon}^{2 n-1} \rightarrow S^{2 n-1}
$$

where $S^{2 n-1}$ denotes the unit shere in $\mathbb{C}^{n}$.
Theorem 2.4. In the above situation, we have

$$
\operatorname{Res}_{c_{n}}(s, E ; p)=\operatorname{deg} \varphi .
$$

This can also be proved by perturbing the sections, see [GH], [Su5].

## 3. Examples I

## (a) Poincaré-Hopf index theorem

Let $M$ be a complex manifold of dimension $n$. We take as $E$ the holomorphic tangent bundle $T M$. Then a section of $T M$ is a (complex) vector field $v$. We define the Poincaré-Hopf index $\mathrm{PH}\left(v, S_{\lambda}\right)$ of $v$ at a connected component $S_{\lambda}$ of its zero set $S$ by

$$
\operatorname{PH}\left(v, S_{\lambda}\right)=\operatorname{Res}_{c_{n}}\left(v, T M ; S_{\lambda}\right)
$$

Then, if $M$ is compact, by Proposition 1.4, we have

$$
\sum_{\lambda} \mathrm{PH}\left(v, S_{\lambda}\right)=\int_{M} c_{n}(M)
$$

where $c_{n}(M)=c_{n}(T M)$ and it is known that the right hand side coincides with the Euler-Poincaré characteristic $\chi(M)$ of $M$ ("Gauss-Bonnet formula"). Thus, by Theorem 2.4, we recover the Poincaré-Hopf theorem in case $v$ is holomorphic and the zeros are isolated.
Exercise 3.1. Find all the holomorphic vector field on the Riemann sphere $\mathbb{C P}^{1}$ and verify the Poincaré-Hopf formula for each of them.

## (b) Multiplicity formula

Let $M$ be a complex manifold of dimension $n$. We take as $E$ the holomorphic cotangent bundle $T^{*} M$. For a holomorphic function $f$ on $M$, its differential $d f$ is a section of $T^{*} M$. The zero set $S$ of $d f$ coincides with the critical set $C(f)$ of $f$. We define the multiplicity $m\left(f, S_{\lambda}\right)$ of $f$ at a connected component $S_{\lambda}$ of $C(f)$ by

$$
m\left(f, S_{\lambda}\right)=\operatorname{Res}_{c_{n}}\left(d f, T^{*} M ; S_{\lambda}\right)
$$

Note that, if $S_{\lambda}$ consists of a point $p$, it coinsides with the multiplicity $m(f, p)$ of $f$ at $p$ described in Example 6.3 of Ch.III.

Now we consider the global situation. Let $f: M \rightarrow C$ be a holomorphic map of $M$ onto a complex curve (Riemann surface) $C$. The differential

$$
d f: T M \rightarrow f^{*} T C
$$

of $f$ determines a section of the bundle $T^{*} M \otimes f^{*} T C$, which is also denoted by $d f$. The set of zeros of $d f$ is the critical set $C(f)$ of $f$. Suppose $C(f)$ is a compact set with a finite number of connected components $\left(S_{\lambda}\right)_{\lambda}$. Then we have the residue $\operatorname{Res}_{c_{n}}\left(d f, T^{*} M \otimes f^{*} T C ; S_{\lambda}\right)$ for each $\lambda$. If $M$ is compact, by Proposition 1.4, we have

$$
\sum_{\lambda} \operatorname{Res}_{c_{n}}\left(d f, T^{*} M \otimes f^{*} T C ; S_{\lambda}\right)=\int_{M} c_{n}\left(T^{*} M \otimes f^{*} T C\right)
$$

We look at the both sides of the above more closely. In the sequel, we set $D(f)=f(C(f))$, the set of critical values. Then, if $M$ is compact, $f$ defines a $C^{\infty}$ fiber bundle structure on $M \backslash C(f) \rightarrow C \backslash D(f)$.

We refer to [IS] for a precise proof of the following

Lemma 3.1. If $M$ is compact, and if $D(f)$ consists of isolated points,

$$
\int_{M} c_{n}\left(T^{*} M \otimes f^{*} T C\right)=(-1)^{n}(\chi(M)-\chi(F) \chi(C)),
$$

where $F$ denotes a general fiber of $f$.
Suppose that $f\left(S_{\lambda}\right)$ is a point. Taking a coordinate on $C$ around $f\left(S_{\lambda}\right)$, we think of $f$ as a holomorphic function near $S_{\lambda}$. Then we may write

$$
\operatorname{Res}_{c_{n}}\left(d f, T^{*} M \otimes f^{*} T C ; S_{\lambda}\right)=\operatorname{Res}_{c_{n}}\left(d f, T^{*} M ; S_{\lambda}\right)=m\left(f, S_{\lambda}\right),
$$

the multiplicity of $f$ at $S_{\lambda}$. Thus we have
Theorem 3.2. Let $f: M \rightarrow C$ be a holomorphic map of a compact complex manifold $M$ of dimension $n$ onto a complex curve $C$. If the critical values $D(f)$ of $f$ consists of only isolated points, then

$$
\sum_{\lambda} m\left(f, S_{\lambda}\right)=(-1)^{n}(\chi(M)-\chi(F) \chi(C))
$$

where the sum is taken over the connected components $S_{\lambda}$ of $C(f)$.
In particular, we have ([I], see also [Fu] Example 14.1.5) :
Corollary 3.3. In the above situation, if the critical set $C(f)$ of $f$ consists of only isolated points,

$$
\sum_{p \in C(f)} m(f, p)=(-1)^{n}(\chi(M)-\chi(F) \chi(C))
$$

## 4. Residues of Chern classes on singular varieties

In this section, we deal with the situation more general than the one we discussed in section 1, in two ways. Namely, we consider Chern classes other than the top ones for vector bundles on possibly singular varieties. We refer to [Su2] and [Su5] for details of the material in this section.

Let $V$ be an analytic variety of pure dimension $n$ in a complex manifold $W$ of dimension $n+k$. We denote by $\operatorname{Sing}(V)$ the singular set of $V$ and set $V^{\prime}=$ $V \backslash \operatorname{Sing}(V)$.

First, suppose $V$ is compact and let $\tilde{U}$ be a regular neighborhood of $V$ in $W$. Then, as in Ch.II, 4, the cup product in $H^{*}(\tilde{U}) \simeq H^{*}(V)$ and the integration

$$
\int_{V}: H^{2 n}(\tilde{U}) \rightarrow \mathbb{C}
$$

induces the "Poincaré homomorphism"

$$
P: H^{p}(V, \mathbb{C}) \rightarrow H_{2 n-p}(V, \mathbb{C})
$$

which is not an isomorphism in general. Note that in $[\mathrm{Br}]$ the above homomorphism $P$, as well as the Alexander homomorphism defined below, are described in a combinatorial way for (co)homology with integral coefficients. The homomorphism $P$ is given by the cap product with the fundamental class [ $V$ ].

Now suppose $V$ may not be compact. Let $S$ be a compact set in $V$. We assume that $S$ has a finite number of connected components, $S \supset \operatorname{Sing}(V)$ and that $S$ admits a regular neighborhood in $W$. Let $\tilde{U}_{1}$ be a regular neighborhood of $S$ in $W$ and $\tilde{U}_{0}$ a tubular neighborhood of $U_{0}=V \backslash S$ in $W$. We consider the covering $\mathcal{U}=\left\{\tilde{U}_{0}, \tilde{U}_{1}\right\}$ of the union $\tilde{U}=\tilde{U}_{0} \cup \tilde{U}_{1}$, which may be assumed to have the same homotopy type as $V$. We define the subcomplex $A^{*}\left(\mathcal{U}, \tilde{U}_{0}\right)$ of $A^{*}(\mathcal{U})$ as in Ch.II, 5. Then we see that

$$
H_{D}^{p}\left(\mathcal{U}, \tilde{U}_{0}\right) \simeq H^{p}(V, V \backslash S ; \mathbb{C})
$$

Again, as in Ch.II, 5, the cup product and the integration induces the "Alexander homomorphism"

$$
A: H^{p}(V, V \backslash S ; \mathbb{C}) \rightarrow H_{2 n-p}(S, \mathbb{C})
$$

which is not an isomorphism in general.
Suppose $V$ is compact. Then the following diagram is commutative :

where $i$ and $j$ denote, respectively, the inclusions $S \hookrightarrow V$ and $(V, \emptyset) \hookrightarrow(V, V \backslash S)$.
For a complex vector bundle $E$ over $\tilde{U}$ of rank $r$, the $i$-th Chern class $c_{i}(E)$ is in $H^{2 i}(\tilde{U}) \simeq H^{2 i}(V)$. The corresponding class in $H^{2 i}(V)$ is denoted by $c_{i}\left(\left.E\right|_{V}\right)$. The class $c_{i}(E)$ is represented by a Cech-de Rham cocycle $c_{i}\left(\nabla_{*}\right)$ on $\mathcal{U}$ given as (3.1) in Ch.III with $\nabla_{0}$ and $\nabla_{1}$ connections for $E$ on $\tilde{U}_{0}$ and $\tilde{U}_{1}$, respectively. Note that it is sufficient if $\nabla_{0}$ is defined only on $U_{0}$, since there is a $C^{\infty}$ retraction of $\tilde{U}_{0}$ onto $U_{0}$. Suppose we have an $\ell$-tuple $\mathbf{s}=\left(s_{1}, \ldots, s_{\ell}\right)$ of $C^{\infty}$ sections linearly independent everywhere on $U_{0}$ and let $\nabla_{0}$ be s-trivial. Then we have the vanishing $c_{i}\left(\nabla_{0}\right)=0$, for $i \geq r-\ell+1$ (Ch.III, Proposition 3.3), and the above cocycle $c_{i}\left(\nabla_{*}\right)$ defines a class $c_{i}\left(\left.E\right|_{V}, \mathbf{s}\right)$ in $H_{D}^{2 i}\left(\mathcal{U}, \tilde{U}_{0}\right) \simeq H^{2 i}(V, V \backslash S ; \mathbb{C})$. It is sent to $c_{i}\left(\left.E\right|_{V}\right)$ by the canonical homomorphism $j^{*}: H^{2 i}(V, V \backslash S ; \mathbb{C}) \rightarrow H^{2 i}(V, \mathbb{C})$.

Let $\left(S_{\lambda}\right)_{\lambda}$ be the connected components of $S$. Then, for each $\lambda, c_{i}\left(\left.E\right|_{V}, \mathbf{s}\right)$ defines the residue $\operatorname{Res}_{c_{i}}\left(\mathbf{s},\left.E\right|_{V} ; S_{\lambda}\right)$ via the Alexander homomorphism

$$
A: H^{2 i}(V, V \backslash S ; \mathbb{C}) \rightarrow H_{2 n-2 i}(S, \mathbb{C})=\bigoplus_{\lambda} H_{2 n-2 i}\left(S_{\lambda}, \mathbb{C}\right) .
$$

For each $\lambda$, we choose a neighborhood $\tilde{U}_{\lambda}$ of $S_{\lambda}$ in $\tilde{U}_{1}$, so that the $\tilde{U}_{\lambda}$ 's are mutually disjoint. Let $\tilde{R}_{\lambda}$ be a real $2(n+k)$-dimensional manifold with $C^{\infty}$ boundary in $\tilde{U}_{\lambda}$ containing $S_{\lambda}$ in its interior such that the boundary $\partial \tilde{R}_{\lambda}$ is transverse to $V$. We set $R_{0 \lambda}=-\partial \tilde{R}_{\lambda} \cap V$. Then the residue $\operatorname{Res}_{c_{i}}\left(\mathrm{~s},\left.E\right|_{V} ; S_{\lambda}\right)$ is represented by a $2(n-i)$-cycle $C$ in $S_{\lambda}$ satisfying the identity as (1.2) for every closed $2(n-i)$-form $\tau$ on $\tilde{U}_{\lambda}$. In particular, if $i=n$, the residue is a number given by a formula as (1.3).

From the commutativity of (4.1), we have the "residue formula" :
Proposition 4.2. In the above situation, if $V$ is compact, we have, for $i \geq r-\ell+1$,

$$
\sum_{\lambda}\left(i_{\lambda}\right)_{*} \operatorname{Res}_{c_{i}}\left(\mathbf{s},\left.E\right|_{V} ; S_{\lambda}\right)=c_{i}(E) \frown[V] \quad \text { in } \quad H_{2 n-2 i}(V, \mathbb{C})
$$

where $i_{\lambda}: S_{\lambda} \hookrightarrow V$ denotes the inclusion.
Note that the $\operatorname{Res}_{c_{i}}\left(\mathbf{s},\left.E\right|_{V} ; S_{\lambda}\right)$ 's are in fact in the integral homology and the above formula holds in the integral homology.

## 5. Residues at an isolated singularity

Let $V$ be a subvariety of dimension $n$ in a complex manifold $W$ of dimension $n+k$, as before. Suppose now that $V$ has at most an isolated singularity at $p$ and let $E$ be a holomorphic vector bundle of rank $r(\geq n)$ on a small coordinate neighborhood $\tilde{U}$ of $p$ in $W$. We may assume that $E$ is trivial and let $\mathbf{e}=\left(e_{1}, \ldots, e_{n}\right)$ be a holomorphic frame of $E$ on $\tilde{U}$. Let $\ell=r-n+1$ and suppose we have an $\ell$-tuple of holomorphic sections $\tilde{\mathbf{s}}$ of $E$ on $\tilde{U}$. Suppose that $S(\tilde{\mathbf{s}}) \cap V=\{p\}$. Then we have $\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.E\right|_{V} ; p\right)$ with $\mathbf{s}=\left.\tilde{\mathbf{s}}\right|_{V}$. In the following, we give various expressions of this number.

We write $\tilde{s}_{i}=\sum_{j=1}^{r} f_{i j} e_{j}, i=1, \ldots, \ell$, with $f_{i j}$ holomorphic functions on $\tilde{U}$. Let $F$ be the $\ell \times r$ matrix whose $(i, j)$-entry is $f_{i j}$. We set

$$
\mathcal{I}=\left\{\left(i_{1}, \ldots, i_{\ell}\right) \mid 1 \leq i_{1}<\cdots<i_{\ell} \leq r\right\}
$$

For an element $I=\left(i_{1}, \ldots, i_{\ell}\right)$ in $\mathcal{I}$, let $F_{I}$ denote the $\ell \times \ell$ matrix consisting of the columns of $F$ corresponding to $I$ and set $\varphi_{I}=\operatorname{det} F_{I}$. If we write $e_{I}=$ $e_{i_{1}} \wedge \cdots \wedge e_{i_{\ell}}$, we have

$$
\tilde{s}_{1} \wedge \cdots \wedge \tilde{s}_{\ell}=\sum_{I \in \mathcal{I}} \varphi_{I} e_{I}
$$

Note that $S(\tilde{\mathbf{s}})$ is the set of common zeros of the $\varphi_{I}$ 's.

## (I) Analytic expression

## First we recall:

## Grothendieck residues relative to a subvariety

Let $\tilde{U}$ be a neighborhood of 0 in $\mathbb{C}^{n+k}$ and $V$ a subvariety of dimension $n$ in $\tilde{U}$ which contains 0 as at most an isolated singular point. Also, let $f_{1}, \ldots, f_{n}$ be holomorphic functions on $\tilde{U}$ and $V\left(f_{1}, \ldots, f_{n}\right)$ the variety defined by them. We assume that $V\left(f_{1}, \ldots, f_{n}\right) \cap V=\{0\}$. For a holomorphic $n$-from $\omega$ on $\tilde{U}$, the Grothendieck residue relative to $V$ is defined by (e.g., [Su2] Ch.IV, 8)

$$
\operatorname{Res}_{0}\left[\begin{array}{c}
\omega \\
f_{1}, \ldots, f_{n}
\end{array}\right]_{V}=\left(\frac{1}{2 \pi \sqrt{-1}}\right)^{n} \int_{\Gamma} \frac{\omega}{f_{1} \cdots f_{n}}
$$

where $\Gamma$ is the $n$-cycle in $V$ given by

$$
\Gamma=\left\{q \in \tilde{U} \cap V| | f_{i}(q) \mid=\varepsilon_{i}, \quad i=1, \ldots, n\right\}
$$

for small positive numbers $\varepsilon_{i}$. It is oriented so that $d \arg \left(f_{1}\right) \wedge \cdots \wedge d \arg \left(f_{n}\right) \geq 0$.
If $k=0$, it reduces to the usual Grothendieck residue (Ch.III, 6), in which case we omit the suffix $V$.

If $V$ is a complete intersection defined by $h_{1}=\cdots=h_{k}=0$ in $\tilde{U}$, we have

$$
\operatorname{Res}_{0}\left[\begin{array}{c}
\omega \\
f_{1}, \ldots, f_{n}
\end{array}\right]_{V}=\operatorname{Res}_{0}\left[\begin{array}{c}
\omega \wedge d h_{1} \wedge \cdots \wedge d h_{k} \\
f_{1}, \ldots, f_{n}, h_{1}, \ldots, h_{k}
\end{array}\right] .
$$

To get the analytic expression, we first note that, from the assumption $S(\tilde{\mathbf{s}}) \cap V=\{p\}$, we have ([Su4] Lemma 5.6) :

Lemma 5.1. We may choose a holomorphic frame $\mathbf{e}=\left(e_{1}, \ldots, e_{r}\right)$ of $E$ so that there exist $n$ elements $I^{(1)}, \ldots, I^{(n)}$ in $\mathcal{I}$ with $V\left(\varphi_{I^{(1)}}, \ldots, \varphi_{I^{(n)}}\right) \cap V=\{p\}$.
Theorem 5.2. We have

$$
\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.E\right|_{V} ; p\right)=\operatorname{Res}_{p}\left[\begin{array}{c}
\sigma_{n}(\Theta) \\
\varphi_{I^{(1)}}, \ldots, \varphi_{I^{(n)}}
\end{array}\right]_{V}
$$

where $\varphi_{I^{(1)}}, \ldots, \varphi_{I^{(n)}}$ are chosen so that they satisfy the conditions in Lemma 5.1 and $\sigma_{n}(\Theta)$ is a holomorphic n-from given in terms of the matrix $F$ (see [Su4] for the precise expression).

Here are some special cases:

1. The case $\ell=1$ and $r=n$. Let $\mathbf{e}=\left(e_{1}, \ldots, e_{n}\right)$ be an arbitrary frame of $E$ and write $s=\sum_{i=1}^{n} f_{i} e_{i}$. Then we may set $\varphi_{I^{(i)}}=f_{i}, i=1, \ldots, n$, and we have $\sigma_{n}(\Theta)=d f_{1} \wedge \cdots \wedge d f_{n}$.
2. The case $n=1$ and $\ell=r$. Let $\mathbf{e}=\left(e_{1}, \ldots, e_{r}\right)$ be an arbitrary frame of $E$ and write $s_{i}=\sum_{j=1}^{r} f_{i j} e_{j}, i=1, \ldots, r$. Let $F=\left(f_{i j}\right)$ and $\operatorname{set} \varphi=\operatorname{det} F$. Then we may set $\varphi_{I^{(1)}}=\varphi$ and we have $\sigma_{n}(\Theta)=d \varphi$.

See [Su4] for more cases where the form $\sigma_{n}(\Theta)$ is computed explicitly.

## (II) Algebraic expression

Let $\mathcal{O}_{\tilde{U}, p}$ denote the ring of germs of holomorphic functions on $\tilde{U}$ at $p$, which is isomorphic to the ring $\mathcal{O}_{n+k}$ of convergent power series in $n+k$ variables. We assume that $V$ is a complete intersection defined by $h_{1}, \ldots, h_{k}$ near $p$ and let $\mathcal{F}(V)_{p}$ denote the ideal in $\mathcal{O}_{\tilde{U}, p}$ generated by (the germs of) the $\varphi_{I}$ 's and $h_{1}, \ldots, h_{k}$.
Theorem 5.3. We have

$$
\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.E\right|_{V} ; p\right)=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{\tilde{U}, p} / \mathcal{F}(V)_{p}
$$

## (III) Topological expression

We again assume that $V$ is a complete intersection in $\tilde{U}$. Let $W_{\ell}\left(\mathbb{C}^{r}\right)$ denote the Stiefel manifold of $\ell$-frames in $\mathbb{C}^{r}$. It is known that the space $W_{\ell}\left(\mathbb{C}^{r}\right)$ is $2(r-\ell)$ connected and $\pi_{2 n-1}\left(W_{\ell}\left(\mathbb{C}^{r}\right)\right) \simeq \mathbb{Z}$ (recall $\left.2 r-2 \ell+1=2 n-1\right)$. Let $L$ denote the link of $(V, p)$. Note that both of $W_{\ell}\left(\mathbb{C}^{r}\right)$ and $L$ have a natural generator for the $(2 n-1)$-st homology. Thus the degree of the map

$$
\varphi=\left.\mathbf{s}\right|_{L}: L \rightarrow W_{\ell}\left(\mathbb{C}^{r}\right)
$$

is well-defined.
Theorem 5.4. We have

$$
\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.E\right|_{V} ; p\right)=\operatorname{deg} \varphi
$$

## 6. Examples II

## (a) Index of a holomorphic 1-form of Ebeling and Gusein-Zade

Let $V$ be a complete intersection in $\tilde{U}$ with an isolated singularity at $p$ and defined by $\left(h_{1}, \ldots, h_{k}\right)$, as before. Also, let $L$ be the link of $(V, p)$. For a holomorphic 1 -form $\theta$ on $\tilde{U}$, we consider the $(k+1)$-tuple $\tilde{\mathbf{s}}=\left(\theta, d h_{1}, \ldots, d h_{k}\right)$ of sections of $T^{*} \tilde{U}$, which is of rank $n+k$. Thus $r-\ell+1=n+k-(k+1)+1=n$. We assume that $S(\tilde{\mathbf{s}}) \cap V=\{p\}$, which means that the pull-back of $\theta$ to $V \backslash\{p\}$ by the inclusion $V \backslash\{p\} \hookrightarrow \tilde{U}$ does not vanish. Let $\mathbf{s}=\left.\tilde{\mathbf{s}}\right|_{V}$, which defines a map of
$V \backslash\{p\}$ to $W_{\ell}\left(\mathbb{C}^{r}\right)$. It should be emphasized that here we take the restrictions of components of $\tilde{\mathbf{s}}$ as sections and not as differential forms.

Following [EG1], [EG2], with different naming and notation, we define the $V$-index $\operatorname{Ind}_{V}(\theta, p)$ of $\theta$ at $p$ by

$$
\operatorname{Ind}_{V}(\theta, p)=\left.\operatorname{deg} \mathbf{s}\right|_{L}
$$

Then by Theorem 5.4, it coincides with $\operatorname{Res}_{c_{n}}\left(s,\left.T^{*} \tilde{U}\right|_{V} ; p\right)$ and by Theorems 5.2 and 5.3 , it has analytic and algebraic expressions. In fact the algebraic one is already given in [EG1], [EG2].
Remark 6.1. For a vector field, there is a similar index, which is called the GSVindex ([GSV], [SS1]). Namely, in the above situation let $v$ be a holomorphic vector field on $\tilde{U}$. Assume that $v$ is tangent to $V \backslash\{p\}$ and non-vanishing there. Set $\tilde{\mathbf{s}}=\left(v, \overline{\operatorname{grad} h_{1}}, \ldots, \overline{\operatorname{grad} h_{k}}\right)$ and $\mathbf{s}=\left.\tilde{\mathbf{s}}\right|_{V}$. Then the GSV-index of $v$ at $p$ is defined by

$$
\operatorname{GSV}(v, p)=\left.\operatorname{deg} \mathbf{s}\right|_{L}
$$

Since s involves anti-holomorphic objects, we cannot directly apply our previous results. Note that it coincides with the "virtual index" of $v$ ([LSS], [SS2]) and that there is an algebraic formula for it as a homological index, when $k=1$ ([Gó]).

## (b) Multiplicity of a function on a local complete intersection

We refer to [IS] for details of this subsection. Let $V$ be a subvariety of dimension $n$ in a complex manifold $W$ of dimension $n+k$. We assume that $V$ is a local complete intersection defined by a section $s$ of a holomorphic vector bundle $N$ of rank $k$ over $W$ (see Ch.III, 5).

Recall that the restriction of $N$ to the non-singular part $V^{\prime}$ coincides with the normal bundle of $V^{\prime}$ in $W$. We denote the virtual bundle $\left.\left(T^{*} W-N^{*}\right)\right|_{V}$ by $\tau_{V}^{*}$ and call it the virtual cotangent bundle of $V$. Let $g$ be a holomorphic function on $W$ and let $f$ and $f^{\prime}$ be its restrictions to $V$ and $V^{\prime}$, respectively. We define the singular set $S(f)$ of $f$ by $S(f)=\operatorname{Sing}(V) \cup C\left(f^{\prime}\right)$. As in the case of vector bundles, we may define the localization of the $n$-th Chern class of $\tau_{V}^{*}$ by $d f$, which in turn defines the residue $\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} ; S\right)$ at each compact connected component $S$ of $S(f)$. We define the virtual multiplicity $\tilde{m}(f, S)$ of $f$ at $S$ by

$$
\begin{equation*}
\tilde{m}(f, S)=\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} ; S\right) \tag{6.2}
\end{equation*}
$$

The multiplicity of $f$ at $S$ is then defined by

$$
\begin{equation*}
m(f, S)=\widetilde{m}(f, S)-\mu(V, S) \tag{6.3}
\end{equation*}
$$

where, $\mu(V, S)$ denotes the (generalized) Milnor number of $V$ at $S$ as defined in [BLSS] (cf. [A], $[\mathrm{P}],[\mathrm{PP}]$ in the case $k=1$ ). Note that if $S$ consists of a point $p$, it is the usual Milnor number $\mu(V, p)$ of the isolated complete intersection singularity ( $V, p$ ) (cf. Ch.III, 5).

Note that, if $S$ is in $V^{\prime}$, we have $\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} ; S\right)=\operatorname{Res}_{c_{n}}\left(d f, T^{*} V^{\prime} ; S\right)$. On the other hand, in this case we have $\mu(V, S)=0$ so that $m(f, S)$ coincides with the one in 3 (b).

Let $g: W \rightarrow C$ be a holomorphic map onto a complex curve $C$ and set $f=\left.g\right|_{V}, f^{\prime}=\left.g\right|_{V^{\prime}}$ and $S(f)=\operatorname{Sing}(V) \cup C\left(f^{\prime}\right)$. We assume that $S(f)$ is compact. We further set $V_{0}=V \backslash S(f)$ and $f_{0}=\left.g\right|_{V_{0}}$. Thus $d f_{0}$ is a non-vanishing section of the bundle $T^{*} V_{0} \otimes f_{0}^{*} T C$, which is of rank $n$. If we look at $c_{n}(\varepsilon), \varepsilon=\tau_{V}^{*} \otimes f^{*} T C$ and we see that there is a canonical localization $c_{n}(\varepsilon, d f)$ in $H^{2 n}(V, V \backslash S ; \mathbb{C})$ of $c_{n}(\varepsilon)$.

Let $\left(S_{\lambda}\right)_{\lambda}$ be the connected components of $S$ and let $\left(R_{\lambda}\right)_{\lambda}$ be as in 4 . Then $c_{n}(\varepsilon, d f)$ defines, for each $\lambda$, the residue $\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} \otimes f^{*} T C ; S_{\lambda}\right)$. If $V$ is compact, by Proposition 4.2, we have

$$
\sum_{\lambda} \operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} \otimes f^{*} T C ; S_{\lambda}\right)=\int_{V} c_{n}\left(\tau_{V}^{*} \otimes f^{*} T C\right)
$$

The both sides in the above are reduced as follows. If $f(S(f))$ consists of isolated points, we may write

$$
\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} \otimes f^{*} T C ; S_{\lambda}\right)=\widetilde{m}\left(f, S_{\lambda}\right)=m\left(f, S_{\lambda}\right)-\mu\left(V, S_{\lambda}\right)
$$

and, if moreover, $V$ is compact, we have

$$
\int_{V} c_{n}\left(\tau_{V}^{*} \otimes f^{*} T C\right)=(-1)^{n}(\chi(V)-\chi(F) \chi(C))+\sum_{\lambda} \mu\left(V, S_{\lambda}\right)
$$

where $F$ is a general fiber of $f$ ([IS] Lemma 5.2). Thus, in the above situation, we have ([IS] Theorem 5.5) :

$$
\sum_{\lambda} m\left(f, S_{\lambda}\right)=(-1)^{n}(\chi(V)-\chi(F) \chi(C))
$$

In particular, if $S(f)$ consists only of isolated points,

$$
\begin{equation*}
\sum_{p \in S(f)} m(f, p)=(-1)^{n}(\chi(V)-\chi(F) \chi(C)) \tag{6.4}
\end{equation*}
$$

which generalizes Corollary 3.3 for a singular variety $V$.

If $S_{\lambda}$ consists of a single point $p$, the residue $\operatorname{Res}_{c_{n}}\left(d f, \tau_{V}^{*} ; p\right)$ is given as follows. Let $\tilde{U}$ be a small neighborhood of $p$ in $W$ so that the bundle $N$ admits a frame $\left(\nu_{1}, \ldots, \nu_{k}\right)$ on $\tilde{U}$. We write $s=\sum_{i=1}^{k} h_{i} \nu_{i}$ with $h_{i}$ holomorphic functions on $\tilde{U}$. Then $V$ is defined by $\left(h_{1}, \ldots, h_{k}\right)$ in $\tilde{U}$. Consider the $(k+1)$-tuple of sections

$$
\tilde{\mathbf{s}}=\left(d g, d h_{1}, \ldots, d h_{k}\right)
$$

of $T^{*} \tilde{U}$. By the assumption, we have $S(\tilde{\mathbf{s}}) \cap V=\{p\}$. Since the rank of $T^{*} \tilde{U}$ is $n+k$, we have the residue $\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.T^{*} \tilde{U}\right|_{V} ; p\right), \mathbf{s}=\left.\tilde{\mathbf{s}}\right|_{V}$. Then we have ([IS] Theorem 4.6)

$$
\begin{equation*}
\widetilde{m}(f, p)=\operatorname{Res}_{c_{n}}\left(\mathbf{s},\left.T^{*} \tilde{U}\right|_{V} ; p\right) \tag{6.5}
\end{equation*}
$$

The virtual multiplicity $\widetilde{m}(f, p)$ was defined as the residue of $d f$ on the virtual bundle $\tau_{V}^{*}$ and this definition led us to a global formula as (6.4). The identity (6.5) shows that it coincides with the residue of $\mathbf{s}=\left(\left.d g\right|_{V},\left.d h_{1}\right|_{V}, \ldots,\left.d h_{k}\right|_{V}\right)$ on the vector bundle $\left.T^{*} \tilde{U}\right|_{V}$. Thus we have various expressions for $\widetilde{m}(f, p)$ as given in the previous sections; by Theorem 5.2 we have a way to compute $\widetilde{m}(f, p)$ explicitly, by Theorem 5.3 we may express

$$
\begin{equation*}
\widetilde{m}(f, p)=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n+k} /\left(J\left(g, h_{1}, \ldots, h_{k}\right), h_{1}, \ldots, h_{k}\right) \tag{6.6}
\end{equation*}
$$

where $J\left(g, h_{1}, \ldots, h_{k}\right)$ denotes the Jacobian ideal of the map $\left(g, h_{1}, \ldots, h_{k}\right)$, i.e., the ideal generated by the $(k+1) \times(k+1)$ minors of the Jacobian matrix $\frac{\partial\left(g, h_{1}, \ldots, h_{k}\right)}{\partial\left(z_{1}, \ldots, z_{n+k}\right)}$, and by Theorem 5.4,

$$
\begin{equation*}
\widetilde{m}(f, p)=\operatorname{Ind}_{V}(d g, p) \tag{6.7}
\end{equation*}
$$

From (6.3), (6.6) and the identity (cf. [Gr], [Lê1])

$$
\mu(V, p)+\mu\left(V_{g}, p\right)=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n+k} /\left(J\left(g, h_{1}, \ldots, h_{k}\right), h_{1}, \ldots, h_{k}\right)
$$

where $V_{g}$ denotes the complete intersection defined by $\left(g, h_{1}, \ldots, h_{k}\right)$, assuming $g(p)=0$, we get

$$
\begin{equation*}
m(f, p)=\mu\left(V_{g}, p\right) \tag{6.8}
\end{equation*}
$$

(c) Some others

Let $V$ be a complete intersection defined by $\left(h_{1}, \ldots, h_{k}\right)$ in $\tilde{U}$ and $p$ an isolated singularity of $V$, as before.

The $n$-the polar multiplicity $m_{n}(V, p)$ of Gaffney ([Ga]) is defined by

$$
m_{n}(V, p)=\operatorname{dim}_{\mathbb{C}} \mathcal{O}_{n+k} /\left(J\left(\ell, h_{1}, \ldots, h_{k}\right), h_{1}, \ldots, h_{k}\right)
$$

where $\ell$ is a general linear function. By (6.6) and (6.7), we may write

$$
m_{n}(V, p)=\operatorname{Ind}_{V}(d \ell, p)=\tilde{m}\left(\left.\ell\right|_{V}, p\right)
$$

Also, in the expression

$$
\operatorname{Eu}(V, p)=1+(-1)^{n+1} \mu\left(V_{\ell}, p\right)
$$

for the Euler obstruction $\operatorname{Eu}(V, p)$ of $V$ at $p$ (cf. [D], [Ka], see also [BLS]), we have by (6.8),

$$
\mu\left(V_{\ell}, p\right)=m\left(\left.\ell\right|_{V}, p\right)
$$

Note that these local invariants appear in the comparison of the SchwartzMacPherson, Mather and Fulton-Johnson classes of a local complete intersection with isolated singularities (cf. [OSY], [Su1]).
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