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1. Introduction

Climate change is a long run global phenomenon. Its impacts are felt over a long time horizon,
with different adverse geographical and sectoral effects. Climate change negatively affects welfare of
present and future generations. It is an uncertain phenomenon and its control is likely to be difficult
and costly. Because no one really believes or is ready to accept that the solution to the climate change
problem is to reduce the pace of economic growth, policy analyses have often focused on changes in

technology that could bring about the long sought de-coupling of economic growth from generation of

polluting emissions. It is indeed widely recognized that without a dras chnological change, in

particular in energy technologies, it will be difficult to control the dy ics of climate change and its

impacts on ecosystems and economic systems.

However, the above is not an easy task. A model.x

'of investments and population, and
ts, effects. The ideal model would

different geographical regions and economic sectors, the dy

the uncertainty pervading the climate chidnge phenomenon

and can be designed s disaggregate the world into different regions and, above all, endogenize

the process of technological progress.

Relative to top-down computable general equilibrium (CGE) models, intertemporal
optimization growth models are usually limited in terms of sectoral breakdown. Relative to bottom-up
techno-economic models they are unable to account for a rich menu of alternative technologies among
which to choose. Therefore, a better understanding of future energy and technological scenarios, of
their compatibility with the objective of stabilizing greenhouse gas concentrations and of their links
with climate policy, calls for the development of hybrid models. Hybrid because both the



technological detail typical of Bottom Up (BU) models and the long run dynamics typical of Top

Down (TD) models are crucially necessary and are explicitly integrated within one another.

In this paper we present a new hybrid model called WITCH, World Induced Technical Change
Hybrid, a top-down neo-classical optimal growth model with a detailed energy input specification
proper of a bottom-up model. The WITCH model is a “hard-link” top-down-based hybrid model.
Traditional hybrid models are in most cases formulated so that the link between the two cores -the
energy and the economy systems- implies stand-alone optimization processes. Examples of such “soft-
link” hybrid models are MESSAGE-MACRO (see Messner and Schrattenholzer, 2000, for a detailed
b math novelty of WITCH is

isions in new technologies

follows.

The bottom-up component includes both electri

technologies for electricity generation and three fo city generation. iIn contrast to

traditional, static bottom-up models, the allocation of install écity émong technologies is defined

as an optimal intertemporal strategy. Th

the twelve regions in which world

basis of geography ‘and/or ; he stru ture of energy demand. More generally, these twelve regions

behave strategi i bles by playing an open-loop Nash game. From a

social” welfare, with climate damages taken into account. This is

stainability which calls for an objective function accounting for the

Following theb re research in climate modelling, WITCH incorporates a description of
endogenous and induced technical change. If effective policies to mitigate CO2 are to be implemented,
technical change is going to play an increasingly crucial role. As such, integrated assessment and
energy modellers, among others Goulder and Mathai (2000), Grubler, Nakicenovic and Victor (1999),
have started endogenizing technical change in order to investigate the potential effect of technological
change on the costs of climate protection. Results are various, but generally point to a reinforce of the

bottom-up vs top-down divide (Clarke and Weyant (2002)).

BU models that are able to include a rich technology representation and account for Learning by

Doing (LbD) effects usually find large effects of endogenous technological change (Manne and



Barreto, 2004). The experience process that is represented through LbD is supported by a large
empirical body of research within several areas, and has received particular attention in the field of
energy technologies." Therefore, it is important to account for the learning effects when studying the
potential causes and impacts of technological change.

On the other hand, TD models have traditionally looked at technical innovation from a wider
perspective, focusing on the connection between climate policy and its macroeconomic effects. By
modelling technical change through energy R&D investments, TD models have considered innovation

as an outcome of deliberate investments and have accounted for its opportunity costs.

We believe both approaches deserve to be integrated, if technolggical change is to be modelled

intensity.

The structure of the paper is as follows. In the next s

of the model and its general features. The
technology, fuel prices and endogenous techi
procedure. Section 4 outlines the main features of our enario. A few concluding remarks are

contained in Section 5.

2. Model Description

truly dynamic model se at each time step forward looking agents decide simultaneously and
strategically with respect to the other decision makers (given the dynamics of the stock variables). At
each time step, WITCH does not simply take as given the stock of assets that result from previous

times, but rather evaluates if the stock is adequate and optimally adjust it, backward and forward. Any

! The IEA (2000) states that “experience curves demonstrate that investment in the deployment of emerging

technologies could drive prices down so as to provide new competitive energy system for CO2 stabilisation”,
age 3.

?Population is currently exogenous in the model. The discount factor follows Nordhaus and Boyer (2000). The

model equations not listed in the text can be found in the Appendix.



event in the future, such as environmental damage or a rise of fossil fuel prices, has immediate
consequences on the present.

Consumption of the single final good is obtained via the economy budget constraint by
subtracting total investment spending from net output. Specifically:

) C(n,t)=Y(n,t)—IC(n,t)—IR&D(n,t)—ZjIj(n,t)—ZjO&Mj(n,t),

where C is consumption, Y is net output and / denotes investment. The indexes » and ¢ denote region n
at time z. There are eight different types of investment: in capital for final good production, /., in R&D
capital, Izsp , and in six electricity generation technologies indexed by j, Jn‘particular, j stands for coal,

oil, gas, hydro, nuclear and renewables. We also model operation ai

: see Figure 2).

gas, whose consumption generates

CO, emissions, computed by applying s

three-boxes climate module (the dynamics

strategically interact through four relevant channels, which are in turn strictly interdependent among
each other. First, at eééh time period, the prices of oil, coal, gas and uranium depend on world
cumulative extraction and on current extraction. Thus, investment decisions, consumption choices and
R&D investment in any country at any time period indirectly affect all other countries choices. Since
prices of fossil fuel have a strong impact on technology adoption and energy use this is a very
important channel of interaction. Consider for example the impact of a massive reduction of oil
consumption in the USA and in Europe alone; thanks to the strategic interaction among regions in

WITCH, we can study the effect of a lower path of oil prices on the demand and technology adoption



in the rest of the world. We thus incorporate rebound effects not only at regional but also at world

level.

Second, at any time period, emissions of CO2 from each region affect the average world
temperature and, through this channel, they impact final output in all other regions. Third, investment
decisions in each electricity generation technology, in each country, at each time, affect other regions
by changing cumulative world installed capacity which in turns affects investment costs via the
Learning by Doing mechanism. Finally, the fourth channel of interaction derives from R&D spillovers
that affect the price of the backstop technology. WITCH uses these four channels of interaction® to
dgy policies.

world regions as a non-

characterise the interdependencies of all countries’ climate, energy and fe

In term of the solution algorithm, we model the interacti

cooperative Nash Game, which is solved recursively and yields ‘: _

behaviour of other players -which in turn derives from, the previpus iteration-
value of all choice variables; then, we store the :::Iev '
optimization. This continues until each region’s behaviour cc;
choice is the best response to all other ::;

characterizing Nash equilibrium. We have

)

where j stands for coal; oil, gas, hydro, nuclear and renewables and z stands for the electric and non-

electric energy sectors. According to the standard three-input Cobb-Douglas production function in

(2), output is produced by combining capital K, labor L, and energy services ES. TFP represents total
factor productivity which evolves exogenously over time. (2 is the damage, that is the feedback of
climate onto output production. In calculating the net output we have to subtract the expenditure for

fossil fuels: we consider it as a net loss for the economy, as if each region was importing fossil fuels

3 A fifth channel will be operational when the model will be used to analyse the effects of some emission trading
schemes. Indeed, when an emission permits market is open, regions interact via this channel which equalizes
marginal abatement costs across regions, with all the necessary consequences of this result on R&D effort and
investment choices.

¢ Unfortunately, this is not the case with Nordhaus and Yang (1996)’s algorithm.



from abroad, thus paying external factors of productions. X;, denotes the total consumption of fuel j in
sector z with price P;. We also model carbon capture and sequestration as a know-how that enables the
economy to reduce emissions of CO, per unit of fossil fuel used in the electricity generation process.
CCS thus stands for the amount of CO, captured from the atmosphere and P.cs is the corresponding
cost that the economy has to pay to the external supplier of CCS know-how.

2.2 The Energy Sector

oil-gas aggre _:he use of coal in non-electric ener roduction is quite small and
gas aggreg gy p q

limited to a few i The oil-gas aggregate in turn combines oil and natural gas sources
according to a CES la is used mostly for transportation, natural gas mostly for heating purposes.

Hence a modest substitutability is allowed between the two sources.

The equations representing the electric sector require a more detailed illustration. In WITCH we
group electricity generation technologies into three big families: (i) fossil fuel-based generation, which
includes thermoelectric plants using coal, oil and natural gas, to which we have added a backstop
technology (FFB); (ii) “traditional non fossil” generation, produced using nuclear and hydroelectric
plants (to which we have added geothermal plants) (7NF), and (iii) new carbon-free technologies,
including wind turbines and photovoltaic panels (ELREN).



In the production of electricity, substitution possibilities are contemplated among the three
aforementioned aggregates, between the use of hydroelectric power (ELHYDRO) and of nuclear
(ELNUKE) power in the generation of TNF, and in the combination of coal (ELCOAL), oil (ELOIL),
and gas (ELGAS) to generate the fossil fuel aggregate (FF). For reasons explained below, we assume
perfect substitutability between the backstop technology (BACKSTOP) and the fossil fuel aggregate
(FF) when obtaining FFB.

For each technology j (renewables, hydroelectric, nuclear, coal, oil and gas), at time  and in

each region n, electricity is obtained by combining in fixed proportions three factors: i) the installed

power generation capacity (K), ii) operation and maintenance equipmern; -and iii) fuel resources

consumption (X), when needed. The Leontief technology is then as

3) EL,(n,t)=minju, K (n,1);7, O&M (nt

¥,

The parameters governing the production function take into account the ical features of

each power production technology. 4 translates pow TW) into electti generation

(i.e. TWh) through the utilization rate (hours per year), w ws us to take into consideration the

fact that some technologies, noticeably rénewables such as power, are less continuous than

others. 7 differentiates operation and maint 0sts among logies, i.e. nuclear power is
(NGCC). Finally, the parameter

ns us the quantity of fuel needed

more expensive to run and maintain than natural gas

¢ measures (the reciprocal of) pewer plants fue ‘efficiencies

to produce a KWh of elee c1ty

generation capacity of type j, which, as we will discuss more in-depth in the next section, is time and

region specific. It is worth noting that the depreciation rates J; are set consistently with the power
plants lifetime, so that again we are able to incorporate the technical specifications of each different

electricity production technology.

A crucial feature of WITCH is that the price of electricity generation is endogenously derived
within the model. Let us explain how. In neoclassical optimal growth models, households supply
labour and own assets of firms; in return they are paid a wage and a rental rate of capital at least equal

to the interest rate that they could receive from bank deposits. Factors are paid their marginal product



and exhaust total gross output’ Households save up to the point at which the marginal utility of
consumption in the present equals the discounted marginal utility of additional consumption made
available by new investments in the future. Once investment decisions are made, efficiency dictates
that they are allocated in such a way as to yield the same marginal product, i.e. the same return, in all
sectors. Thus, the marginal benefit of devoting one more unit of investment to production of electricity
through nuclear power plants must necessarily be equal to the marginal product of investment in final
good capital. Otherwise investment would not occur. Keeping this in mind, it possible to understand
how prices of electricity are endogenously determined if we look at how we have constructed the

energy (EN) input in WITCH.

We have modeled the energy sector as close as possible to: gy balance sheet where at

producing electricit ( ‘ ve, regions considered. An important feature is that while the

on fossil fuels; &M costs, are completely depleted each year, plants cumulate

sources than from gas. odel tends to prefer capital intensive rather than fuel intensive electricity

production ®

> This is true if the production function is homogeneous of degree one in all inputs, which is our case; the
groperty follows directly from the application of Euler’s Theorem.

Things get more complex as capital invested in a technology cumulates and LbD makes investment less
expensive. Even if new plants are physically identical to the old ones, the new investment is more productive, in
terms of electricity generation. As a consequence, the system will allocate more resources to the technologies
with the fastest decreasing investment cost.

7 We refer here to the price calculated as the sum of the internal cost of capital invested in plants, O&M and
fuels.
8 Together with the O&M costs which will follow and the projected life of the power plant.



Let us now look at another interesting feature of investment decisions that directly follows from
the intertemporal optimal growth framework of WITCH. Once a power plant has been built, it works
at full capacity for its entire life and depreciates at a constant rate J;. Since the operations of generating
electricity from a given capacity requires an annual expenditure in O&M costs and in fuels (when
needed) and it cannot be reversed from one technology to the other, investment choices are forward
looking. In particular, given the generally long life of power plants, future evolutions of investment

costs and fossil fuels prices have a strong influence in determining present investment decision.

Four natural resources are employed in electricity generation: coal, crude oil, natural gas and

uranium. They are non-renewable resources whose price responds to the short:term characteristics of

supply and demand and obeys to a long-term trend that reflects tibility. We abstract from

Roberds, 1985). Namely:

(5) C,-(”,t)=qj j.n+7jqj(t)+”j[Qj

nuclear and renewables refers to coal, oil, and

price of fossil fuel.” Thus, wi

cost:

w f of a backstop technology in carbon-free energy production. This
clines as R&D is performed. It enters the carbon-free nest linearly.
Therefore, if its beco "éé lower than the other fossil fuel prices, the backstop technology
substitutes out all othe ces of electricity generation from fossil fuels. Notice that in our model the
backstop technology does not coincide with solar or wind electricity generation nor with advanced
nuclear, since these technologies already have dedicated channels to enter the production function, but
rather with something close to nuclear fusion or to some other major innovation still yet to come. The
price of electricity produced using the backstop technology Pjp evolves according to a rule which we

adapt from Popp (2004b):

? WITCH therefore exhibits a higher degree of realism and transparency than previous optimal growth models
also thanks to a familiar price system of natural resources: USD per barrel of crude oil, USD per metric tonne of
coal, USD per boe (barrel of oil equivalent) of natural gas and USD per Kg of uranium.

10



(O
) Pylt)= - ,
792,, Krep (n’ t)”

Finally, WITCH offers the rare possibility, at lest in optimal growth models, of tracing with
precision consumption of different fossil fuels. Thus, GHGs emissions from combustion of fossil fuels
can easily be derived by applying the appropriate stechiometric coefficients to the total amount of
fossil fuels burnt each year. Even though we presently use a climate module that is reactive only to

CO, emissions, a multi-gas climate module can easily be incorporated in WITCH. In addition, we can

introduce gas-specific emissions ceilings and study how the system reacts/to them. For each region n

CO, emissions are derived as follows:

® CO,(n1)= ZZ Zia)i.COZXi,z (n,1)-CCS(n,1),

where @, ¢, are the stechiometric coefficients and CCS:: tands

f €02 captured and

sequestered from the atmosphere.

2.3 Endogenous Technical Change

In the Introduction we stressed the impor incorporating df)genous technical change,

diff ntly portray it, thus leading to

and we have noticed how bottom-up and top-down appr

framework we resm*md to use world learning curves, where investment costs decline with the world

installed capacity. That we assume perfect technology spillovers and constant learning rates across

countries, which is fairly reasonable considering that any time step in the model corresponds to five

years.

In the learning curves, the cumulative (installed) world capacity is used as a proxy for the

accrual of knowledge that affects the investment cost of a given technology, j:

©) =B,mY. Y K (-1 +¢,

11



where &, is a regional markup and PR is the progress ratio that defines the speed of learning. With
every doubling of cumulative capacity the ratio of the new investment cost to its original value is
constant and equal to PR, until a fixed floor level is reached. The decline in investment cost

subsequently translates into an increase in capital productivity.

By having several electricity production technologies, the model is given the flexibility to
change the power production mix and invest in the more appropriate technology for each given
climate policy, thus creating the conditions to foster the learning by doing effects for the clean but yet

too pricey electricity production techniques. "

Second, we introduce energy R&D as a device for increasing e efficiency. Following Popp

(2004a) technological advances are captured by a stock of knowl

3. Calibration

Model complexity comes at the cost of increased calibration efforts. The high number of regions

and the detailed structure of the energy sector require particular attention in setting all the parameters.

' In a future extension of the model, the learning curves will be extended into two-factor learning curves, in
which both learning by researching and learning by doing are taken into account.

12



To identify their values in the absence of statistical data to perform econometric analyses, we relied on
existing literature (where available) and on expertise otherwise.

We follow Nordhaus and Boyer (2000) to calibrate the general structure of the model and of the
climate module. The model is calibrated on economic and energy data for the base year 2002. All
energy data are obtained from the ENERDATA (2005) and IEA databases. Output and population
assumptions are adapted respectively from the World Bank (2004) and the Common POLES IMAGE
(CPI) baseline (van Vuuren et al. (2004)).

The main production function is a Cobb-Douglas, where we have

he factor share of labour

to 0.7 in accordance to standard literature. The elasticities of substitution of the energy sector are the

most uncertain parameters to be set. Figures are reported in Fi Appendix. Electric and

non-electric energies are aggregated using a moderate el pctty of 0.4 though possibilities of

switching from direct energy to electricity exist in m

is the housing

Sectors —a good exam
heating and cooking systems— lock-in in past inves and large up-front costs

of energy only slightly substitutable.

For electricity production, we use an elasticity of way the electricity produced via

different technologies is assumed to be substitutable, although im ctly. In doing so, we are able to

take into account the different characteristics of tk on technologies (flexibility,

amount of capital, fuels cessary for'electricity production. The Leontief

functions serve this s ed proportions, which are in turn determined by
plants operating hours, fu | effici

are taken from

respective prices. Ag we mentioned above, electricity is ultimately produced by investment in the

energy sector; the price of electricity can thus be derived as the sum of the remuneration of capital

employed in its production. We have assumed that all capital invested in plants for electricity
production has the same productivity (which is equal to say that the cost of all plants using the same
technology is the same, as well as the efficiency and O&M costs) and we have calculated the rental
rate of capital as the sum of the depreciation rate plus the interest rate from bank deposits, which is

assumed to be region specific.

13



Costs for new investments and maintenance in power generation are adopted from NEA/IEA
(1998 and 2005). Investment costs decline with cumulated installed capacity at the rate set by the
learning curve progress ratios. For the technology specification currently represented in the model, we
have assumed that learning occurs in the renewable electricity production only, at the progress ratio of

0.87.

We calibrate energy R&D as in Popp (2004a). Parameters of the CES function between energy
and knowledge and of the innovation possibility frontier are chosen so to be consistent with historical

levels, to reproduce the elasticity of energy R&D with energy prices an

achieve a return 4 times

the one of physical capital, in order to account for the positive externali knowledge creation.

re¢ backstop technology follows

Similarly, the effectiveness of investments in the carbo
closely that in Popp (2004b).
Concerning CCS technologies, we adopt the rule Q_'thum assumption ‘that, costs are quadratic
10 GtC per year as
ISD/tC). “‘Besides, no léakages or auto-

to 3%. Interest rates are 5% for industrialized regions (USA,

‘ NZ) countries and 7% for the others.

We calibrate endogenous extraction cost functions for oil and coal. We set coefficients on
current extraction (y) equal to zero because in the construction of the baseline we were more interested

on long run dynamics of fuels extraction rather than on short term frictions in the markets.

As for oil, we use data on total ultimately recoverable resources of oil from IEA (2004) and we

set them equal to 3345 billion barrels; a on. 18 equal to % of total ultimately recoverable resources.

Q. grows at an exogenous constant rate of 1% per year. By allowing total resources not to be finite

we stabilize prices of oil in the long run. The cumulative extraction component is assumed quadratic.

The marginal extraction cost ¥, is set equal to 14.3 USS$ per barrel, plus a regional markup to take

14



care of transportation and other factors that affect the price of oil. By using a base year international

oil price of 21 US1995$ per barrel we computed the value of 7, .

Coal extraction cost function is calibrated similarly; we compute total ultimately recoverable
resources using data from IEA (2004) and ENERDATA (2005). The cumulative extraction component
is quadratic and scarcity becomes relevant when 3 of resources have been depleted; resources grow at
an exogenous rate of 0.1 % per year. We use a base year international price of 35 US1995$ per tonne

of coal, to which we added regional mark-ups.

Gas prices are derived by applying additive regional mark ups to of oil, thus assuming a

perfect correlation of oil to gas prices. Our choice incorporates the analysis of gas markets contained

in IEA (2004).

advanced nuclear reactors characterised by a fuel ¢}

thus greatly extending the availability of nuclear fuel.

4. WITCH Business as Usual Scenario

0genous variables described above,
world regions. As consequence, the optimal

computed by solving a dynamic open loop

e optimisation runs is 2100. Optimal investments

iables (9), all regions (12), and all periods (20). The algorithm

constitute the str of WIT('H, yield the optimal time path of a large set of endogenous variables,
which include econo

usual (BAU) scenario. |

echnological and climate variables. These time paths define our business-as-

Let us start by describing the macroeconomic features of our BAU scenario. Figure 3 (see the
Appendix) shows the dynamics of GDP in the twelve world regions. World output is 34.6 trillions in
2002 and grows to 74 trillions in 2030 to reach 193 trillions in 2100, almost a six fold increase; the
average annual world output growth rate is 3.5 in 2002, 1.9% in 2030 and 1.2% in 2100. USA,
OLDEURO, CAJANZ have mature economies that grow at a decreasing rate and approach their

1 As previously mentioned, numerical optimisation runs have also been used to calibrate the parameters for
which we could not have statistical information or experts’ judgements.

15



steady state level. Their share of world GDP decreases from 75% at 2002 to 60% in 2030 and finally
reaches 31% in 2100. Fast growth is registered by all developing economies except for Sub Saharan
Africa whose share of world output remains negligible. The reason for this result is that Sub Saharan
Africa economy is still prevalently based on non market activities that are not well accounted for in
the classical optimal growth framework we adopted for WITCH. While output expansion for the first
30 years is in line with projections of other institutions, it is possible that we underestimate market
based output in the very long run due to the difficulties of modelling the structural break that instead

already became visible in other developing economies.

Figure 4 shows the dynamics of total investments (left hand scale) and energy R&D

investments (right hand scale). In the BAU, energy R&D investments are between 0% and 0.3% of

stabilisation target or a permit market).

Another related important informatios
which shows the future amount of electricit;

modelled in WITCH. In our baseli

share of coal will be 5

energy) is also

aforementioned future cost differentials and by two environmental factors: (i) the absence in the BAU

of any climate policy, and (ii) the low impact that future changes in climate impacts have on the
present and discount values of GDP and consumption. Therefore, in our baseline, decision makers

have little incentive to internalise the externalities produced by coal consumption.

Notwithstanding this non environment-friendly projected evolution of the energy-mix, energy
policy in all countries has some positive environmental features. Indeed, investors take into account
the increasing costs of energy sources and therefore reduce the amount of energy per unit of output

over time. Consider, for example, Figure 6 (see the Appendix again), which shows aggregate energy

16



intensity in all world regions. The dynamics of energy intensity clearly suggest a strong future
reduction of energy per unit of output and, most importantly, a convergence of all world regions to

very similar values of energy intensity.

A more detailed information on the energy sector in WITCH is provided by Figure 7 and 8,
which display the regional disaggregation of electricity technologies. The two figures show, among
other things, that gas will no longer be used to produce electricity in developed countries in 2100,
whereas in these countries nuclear energy will expand. In “old” European countries there will be a
considerable effort on renewables that the model does not predict for the other world regions. Coal

will mainly be used in the US, in the developing countries and in the “ne®” Eurepean countries.

Some information on the environmental features of our BA: yvided by Figures 9 and 10.
tal CO2 emissions will

ies above all. The

Here results from WITCH are very similar to those from other model

increase in the next century and the increase will be lar; eveloping

on_increase in

gy-mix, emission increase in the

ce electricity, again in developing

investment costs, the pr

climate policy."” Second

BAU scenario i

we can say that investments in new energy technologies will increase over time and that this increase

is larger in the BAU“é,jc_ nario (BSL in the figure) than in the scenarios in which no endogenous
technical change is considered (in Figure 11, the NO ITC scenario, where no R&D investments and no
LbD are allowed for). Notice that the presence of LbD and of international learning spillovers reduce
the incentives to invest in new energy technologies. This is due to the several channels of interaction
across regions that the model considers and to the free-riding incentives that characterise the game.

Indeed, given that a given player benefits from the other players’ investments in new technologies,

2 | et us recall that we use the cost parameter proposed by Gerlagh and van der Zwaan (2004b).

17



his/her incentives to pay for the investment costs become lower the larger the spillovers and the LbD

effects.

5. Conclusions

This paper has presented the main characteristics and properties of a new model designed to
be used for climate policy analysis. This model, called WITCH (World Induced Technical Change

Hybrid), is a bottom-up energy model integrated with a top-down macro model. The model possesses

some interesting features. It contains a detailed specification of energy jnvestments. These investments
are the outcome of a dynamic open loop Nash game with perfect foresight. Investments depend on the
dynamics of technical change, which is its self endogenous and investment paths as well

as on prices and other economic and climatic variables icy). Investment

decisions in one country depend on those in the o ountries, given the sever ependency

channels specified in the model.

The model has been calibrated using the available tion on the model parameters (taken
parameters, for which no or

hich replicates the expected

fairly stable

production).

Therefore, the BAU produced by WITCH is fairly conservative. The many options that
WITCH allows for to reduce emissions are not switched on in our BAU. Other incentives, and in
particular climate policy, would be necessary. ** It is thus crucial to analyse what would be the impacts
of different climate policies (e.g. stabilisation targets or emission trading) in WITCH. Given the many
channels of transmission of climate policy into the economic system (from forward looking
investments to learning by doing, from energy R&D expenditure to technological spillovers, etc.),

climate policy is likely to have an important impact of the dynamics of the main economic variables in

> Another reason which explains this result is that WITCH, despite the important reduction in energy intensity
inthe BAU, does not over estimate energy saving in the transport sector.
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WITCH. Under what conditions can climate policy achieve the goal of stabilising GHG
concentrations? What are the features of an optimal climate policy? How much would it be
technology-based? All these above are issues and questions that WITCH can easily address and that
will be the subject of future applications of the model.
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Appendix
Model Equations:

In this appendix we reproduce the main equations of the model. The list of variables is reported at the
end of the Appendix. In each region, indexed by n, a social planner maximizes the following utility

function

(A1) W(n) =Y UlCn, D, Lin,n]R®) =Y Lin, tlogle(n, nIR®),

where ¢ are 5-years time spans and the pure time preference discour fa

(A2) RO=[Tlt+p0I”,
v=0

whereas the pure rate of time preference p(v).i umed to decline over "Moreover,

Cn,t)

’

c(n,t)=

is per capita consumption.

Economic module

The budget constraint defin

Yo ATEP (n, 1)K 7 (0, 1) L5 (n,£)ES (1) Y2, 1)
> Pi(n.1)X ; (n,1)= Pees (n,1)CCS (n,1) '

']

(Ad)

TFP(n,t) evolves exogenously with time. Final good capital accumulates as:

(AS) Kont+1l) = K. (n,t)A=06.)+ (I (n,t) — W poplrap (1) ).
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Labour is assumed to be equal to population and evolves exogenously. Energy services is an aggregate

of energy and a stock of knowledge through a CES function:

L/ Pes

(A6) ES(n, 1) = o, HE(n, )% + o1, EN(n, )7 |

The stock of knowledge HE(n,t) derives from energy R&D investments:

(A7) HE(n,t+1) = al gop,(n, )" HE(n,t)° + HE(n, £)(1 - &,

Energy is a combination of electric and non-electric energy:

. Figure 2 shows a graphical

r and Leontief production

how electricity is produced via capital, operation and

maintenance and'resource use ugh a zero-elasticity Leontief aggregate:

(A10) EL; (n,1) #:__mi‘h{,u,,,jKj (n,1); 7, ,0&M | (n1); ;X (n, t)}

Capital for electricity production technology accumulates in the usual way:
I.(nt

@ K e+ =K,mnfi-6 )20

SC;(n,1)

where the new capital investment cost SC(n,t) decrease with the world cumulated installed capacity by

means of learning by doing:
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(A12) SCj(n,t)= Bf(n)[z, Z,. K,- (n’t)]—logz PR, +§n .

Operation and maintenance is treated like an investment that fully depreciates every year. The
resources employed in electricity production are subtracted from output in equation (A4). Their prices
are calculated endogenously using a reduced-form cost function that allows for non-linearity in both

the depletion effect and in the rate of extraction:

@) Pn)=g,,+27,4,0)+xl0,c-1)/g) )",

where ¢ is the extraction rate and Q the cumulative extractig

(A14) 0,(t-1)=0,,+ 33 X (n.s).

Climate Module:

GHGs emissions from combustion of fossi applying the stechiometric

coefficients to the total am¢

(A15) CO,(n,1)

Temperature increases ¢ ugh augmented radiating forcing F{(z):

(A17) T +D)=T@)+0,{F¢+1)-AT@)-0,[T®)-T,, ®]}.
It depends on CO2 concentrations:

@a18)  F@ =nfoglM ., )/ M ™ ]-log2)}+ 0(r),
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caused by emissions from fuel combustion and land use and change:

A19) M, (t+1) = 3 [CO, (n,1)+ LU ,(0)+ M 1 (1) + ¢y M (D),

(A20) M, + 1) =@, M ), (D) + P M 1 () + P, M, (D),

A2 M (1 + 1) = @33 M, o (1) + Py M p (1)

List of variables:

W = welfare

U = instantaneous utility

C = consumption

¢ = per-capita consumption
L = population

R = discount factor

Y = production
L=investment in final good.
L«p=Investment in ener R&D

I=investment in technology

P;=fossil fuel prices
X;= fuel resources

Pccs= price of CCS
CCS=CO02 sequestred
HE=energy knowledge
EN=energy

EL=electric energy

NEL=non-electric energy
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K= stock of capital of technology j
SCj=investment cost

CO2= emissions from combustion of fossil fuels
M 4y = atmospheric CO, concentrations

LU =land-use carbon emissions

Myp = upper oceans/biosphere CO, concentrations

M, = lower oceans CO, concentrations

F =radiative forcing

T = temperature level
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Figures and Tables:

Figure 1: Regions of the WITCH Model

12) KOSAU (KOt@#South Africa, and Australia)
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Figure 2: Energy Technologies

—L— LEONTIEF /<>\ CES "\ LNEAR LN D

fest, aggregation is linear, expressed in energy measure (TWh)

TNF fuel electricity, CES nest, expressed in energy measure (TWh)
FF = 5 nest, expressed in energy measure (TWh)
Backstop = El i produced using the Backstop technology, expressed in energy measure

(TWh)  J
EL,j = Electricity generated with the technology j , expressed in energy measure (T Wh)

O&Mj = Operation and Maintainance costs for production of electricity with technology j,
expressed in 1995 US$Gasz = natural gas used in sector z, expressed in energy measure
(TWh)

Note: REN stand for Renewables; o denotes the elasticity of input substitution
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Figure 3. GDP level by region

Net GDP

200

180F---

T SR - .

160 _______________________ -

i e

| IR EPPR: [

140~ - -

120 - - -4-----

£ (=

——— A m —— e m — — — e — — — f— = — o — — — —|

1

i

!
BOiEs s =R

1

I

|

BOF -~ ~-~~~~~ L

20

2010 2020 2030 2040 2050 2060 2070 2080 2090 2100

A

25

—— | TOT (left axis)|
—m- | BRD (right axis) - - -

T T T T T L T T T T T T

RN "bﬂ/‘b@'b:\‘b‘?/‘bg‘b
ST E S

29



Figure 5. World Electricity Generation Fuel Mix
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Figure 7. Electricity Generation by Technology in Individual WITCH Regions/1
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Figure 9. Carbon emissions (regional disaggregation)
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Figure 11. Learning by Doing in New Technologies
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Table 1. Share of different electricity sources from 2002 to 2102.
COAL OIL GAS NUCLEAR HYDRO RENEWABLES
2002 38.18% 7.31% 19.50% 16.91% 17.82% 0.33%
2082 46.19% 5.37% 17.27% 12.92% 17.26% 1.00%
2102 51.21% | 221% 16.02% 17.99% 7.89% 4.67%
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