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Multiatom resonant photoemission
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We present experimental and theoretical results related to multiatom resonant photoemission, in which the
photoelectron intensity from a core level on one atom is influenced by a core-level absorption resonance on
another. We point out that some prior experimental data has been strongly influenced by detector nonlinearity
and that the effects seen in new corrected data are smaller and of different form. Corrected data are found to
be well described by an extension of resonant photoemission theory to the interatomic case, provided that
interactions beyond the usual second-order Kramers-Heisenberg treatment are included. This microscopic
theory is also found to simplify under certain conditions so as to yield results equivalent to a classical x-ray
optical approach, with the latter providing an alternative, although less detailed and general, physical picture of
these effects. The potential utility of these effects as near-neighbor probes, as well as their implications for
x-ray emission and x-ray scattering experiments, are also discussed.
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I. INTRODUCTION

In several recent papers by our group,1–5 it has been sug-
gested that photoemission associated with a certain core
tronic level of a given atom ‘‘A’’ can be significantly en-
hanced in intensity by tuning the photon energy throu
core-level absorption edges of a near-neighbor a
‘‘ B.’’ The apparent enhancements seen in experimental
for several metal oxides ~e.g., MnO, Fe2O3, and
La0.7Sr0.3MnO3!,

1,2 as well as in a series of Cr/Fe alloys an
bilayers3b were very large, ranging up to 40–100% of th
nonresonant intensity, and they were furthermore obser
to follow closely the x-ray absorption coefficient of atomB
in shape.1–3 The effects observed have been termed mul
tom resonant photoemission~MARPE! to distinguish them
from the better-known intra-atomic single-atom reson
photoemission~SARPE!. Similar effects have also been re
ported in other transition metal compounds6 and in
adsorbates7 by other groups. Analogous and presumed
lated enhancements also appeared to be present in the
ondary decay processes of Auger electron and fluores
x-ray emission, again tracking very closely the x-ray abso
tion coefficient in form.4 A theoretical model based on a
extension of normal SARPE theory has also been prese
to describe these results, and the first comparisons of ca
lations based on it yielded encouraging agreement w
experiment.5 The potential utility of such effects for studyin
near-neighbor atom identities and bonding have also b
pointed out.1–4 Independent of this work oncore-coremul-
tiatom resonant photoemission, other groups have repo
the enhancement ofvalencephotoemission intensities prima
rily associated with emission from a certain atomA upon
tuning the photon energy through the core-level absorp
edges of a nearby atomB, with this work including measure
ments near solid-solid interfaces8,9 and on a free molecule.10

No attempts have as yet been made to theoretically m
0163-1829/2001/63~11!/115119~10!/$15.00 63 1151
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this latter type of valence-core MARPE effect.
In this paper, we first point out that the measurement

the core-core multiatom resonant photoemission effects m
tioned above ~or indeed any resonant-or nonresona
photoemission effect! must be carried out with extreme ca
to avoid nonlinearities in the electron detector response,
illustrate these effects by carrying out corrections on a f
representative data sets for O 1 s emission from MnO in
resonance with the Mn 2p excitations. The corrected resul
are found to show significantly smaller MARPE effects
photoelectron intensities, with shapes now considerably
ferent from the x-ray absorption coefficient. In addition, th
oretical calculations based on the previously discussed
croscopic model,5 and on a simpler classical theory of x-ra
optics11 are presented and found to yield excellent agreem
with the remaining experimental effects, thus clarifying t
physics involved. We also comment on the implications
this work for other recent core-core and valence-c
MARPE measurements,6–10,12,13as well as for x-ray emis-
sion4,14 and x-ray scattering experiments.

II. EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

All photoelectrons were analyzed in energy and detec
with a Scienta ES200 electron spectrometer system,15a as
situated either on a bend-magnet beamline15b ~9.3.2! or an
undulator beamline~4.0.2! at the Berkeley Advanced Ligh
Source. The final multichannel detection system used is
provided as part of the standard equipment by the manu
turer: a microchannel plate multiplier followed by a pho
phor screen at high voltage in a vacuum, and a char
coupled device~CCD! video camera outside of the vacuu
to finally convert light pulses into counts. We have opera
this detector in the ‘‘greyscale’’ or ‘‘analog’’ mode in which
an integrated CCD charge is used for counting, rather tha
the alternate ‘‘black-and-white’’ or ‘‘digital mode,’’ in
©2001 The American Physical Society19-1

fadley
Text Box
Paper 8



a
fa
m
c
th

ot
ed
hit
s
ng
le
io
n

an

im

-
p

io
be

s
i

a
th

of
at
d

ec
th

z
1.

er

nv
g
a
o
c
h

o
ig
n
pi
-
t

n
ou

de-
e
se
a
g

ese
oun-
nu-
a

r,

een

dary
ising
-
the
nce.

. In
ts to
re

r of
to

O
eak
Fig.
as
so-

d
ed

n
ur-
ust
ob-
of

are
ing
10°

-
in-
cor-
l

ith
c-
hs,
ing

ion
rifts

ra-

A. W. KAY et al. PHYSICAL REVIEW B 63 115119
which individual pulses are counted. The detector has in
dition been used as delivered and installed by the manu
turer; thus, the discriminator setting was left at its reco
mended value at setup. This spectrometer and dete
system is furthermore the same as that used by some o
groups attempting to measure multiatom resonant ph
emission effects.6,7 We have in the present study calibrat
our detector system in both analog and black-and-w
modes by using a standard x-ray tube with a continuou
variable emission current at a fixed high voltage, verifyi
initially that the total electron current from the samp
tracked linearly with the emission current: thus, the emiss
current is directly proportional to the x-ray flux incident o
the sample. The general methodology for this calibration
the final correction of spectra is discussed elsewhere,16,17and
in one case, discussed together with previous data for a s
lar electron detection system.16

III. RESULTS AND DISCUSSION

In Fig. 1~a! and its inset, we show the measured~dashed
curve! vs ideal or ‘‘true’’ ~straight line! response of this de
tector as used in analog mode over a countrate range s
ning 0 to 500 Hz in a typicalx-y pixel of the approximately
70 000 pixels in the CCD camera used in normal operat
We have verified that all spatial regions of the detector
have in essentially the same manner,17 so the performance
shown can be applied over the entire active region. The in
makes it clear that there is curvature in the response, w
falloff and incipient saturation being seen as the countr
increases. Although one might then expect linearity for
lowest countrates, the blowup of the 0–20 Hz region~the
maximum used in all of our measurements to avoid fall
and saturation! shown in the main figure makes it clear th
there is still significant nonlinearity, including what is foun
to be a quadratic component as compared to an ideal det
with linear response that we define to be equal to that of
real detector in the limit of zero countrate~solid line of the
unit slope in the figure and inset!. For reference, the 20 H
per pixel rate would correspond to a global countrate of
MHz ~before a ‘‘multiple counting’’ divisor introduced by
the manufacturer’s software is applied! for the entire useable
portion of the detector phosphor and if the phosphor w
evenly illuminated.

Thus, although measured and true rates can be co
niently defined to yield the same unit slope as countrates
to zero, the measured rates deviate significantly from line
ity, showing quadratic overcounting over the full range
our earlier measurements. Almost identical quadratic effe
were also found in the black-and-white mode, although t
mode was not used in our measurements.17 An additional
effect of such quadratic overcounting is the narrowing
broadening of the photoelectron peaks in energy as a h
intensity resonance is passed, depending on which portio
the nonlinear response a given photon energy scan occu
and we have in prior work1–4 also used the additional crite
rion of constant peak width over an energy scan to try
minimize nonlinearities. However, this criterion of consta
peak width proves to be inadequate for avoiding spuri
11511
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effects on peak intensity measurements. Using methods
scribed in detail elsewhere,16,17 the detector response curv
in Fig. 1~a! can be turned into an efficiency, and the inver
of this efficiency then used to correct individual spectra in
point-by-point fashion. Although it is possible that adjustin
the discriminator setting on the detector could reduce th
nonlinearities, several other groups appear to have enc
tered the same type of nonlinearity with the standard ma
facturer’s settings.6,7,18 It has also been suggested that
change in the CCD camera might improve this behavio19

and this is another direction for future investigation.
Both uncorrected~as measured! and corrected~‘‘true’’ !

spectra are shown in Fig. 1~b! for O 1s emission from MnO,
where the photon energies of 637.6 and 640.2 eV have b
chosen to be just below the strong Mn 2p3/2 resonance and
just on this resonance, respectively.1 Because of the signifi-
cantly increased background level associated with secon
decay processes and inelastically scattered electrons ar
from the Mn 2p3/2 absorption, which in turn forces the de
tector countrate further up its nonlinear response curve,
correction procedure acts to a greater degree on resona
Thus, the intensity on resonance is artificially enhanced
fact, in order to decrease these nonlinear correction effec
negligibly low levels, we have found in data not shown he
that the countrates had to be lowered by another orde
magnitude from our prior typical operating points, or
about 2 Hz per pixel.17

In Fig. 1~c!, we now show uncorrected and corrected
1s intensities, measured as areas by fitting analytical p
shapes plus backgrounds to spectra such as those in
1~b!, as a function of photon energy, with curves such
these being discussed previously in terms of multiatom re
nant photoemission.1–4 It is clear that the uncorrecte
MARPE scan follows very closely the previously publish
x-ray absorption curve for MnO in the Mn 2p3/2 region,1–3

which we also show in Fig. 1~c! as derived from the inelastic
electron background under the O 1s spectra,1 with about a
32% enhancement of intensity of the O 1s intensity at the
Mn 2p3/2 peak.1–4 However, the corrected MARPE sca
shows a much smaller effect of about 12% in overall exc
sion, and also of a much different form, being negative j
below the resonance and then going positive. In data
tained at other x-ray incidence angles over the range
5–30°,17 we have also found that these corrected effects
strongly dependent on angle, being largest for more graz
x-ray incidence angles, such as the analogous results for
shown in Fig. 1~c!, which exhibit about 37% overall excur
sion, and quickly decaying in magnitude as this angle is
creased. We estimate our overall systematic error in the
rected spectra as62%, with some channel-to-channe
statistical scatter around this.

As a final point on this correction, it appears that, w
constant UHV conditions of operation, the correction fun
tion does not change significantly over a period of mont
with older data obtained via the same detector setup show
reasonable correctability. However, the correction funct
should in any case be checked frequently to avoid any d
with time.

It is thus clear that detector nonlinearity can have a d
9-2
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FIG. 1. ~a! The measured response function of our multichannel detection system~dashed curves!, as plotted against the linear referen
of an ideal detector~solid lines!. The ordinate is measured counts per energy pixel, and the abscissa is proportional to the ‘‘true cou
expected, which is in turn proportional to the emission current of the x-ray tube and, thus, incident x-ray flux. The inset shows the s
of plot over a much broader countrate range. The solid lines for the ideal detector are chosen to asymptotically agree with the slo
measured curve at the lowest countrates, although the final corrected results in~b!–~d! do not depend on this choice of reference.~b! O 1s
spectra from MnO~001! off resonance~photon energyhn5637.6 eV! and on resonance (hn5640.2 eV) are shown before~dashed curves!
and after~solid curves! applying the correction for detector nonlinearity. The inset shows the experimental geometry, with x-ray inc
for this case atuhn520° and electron exit along the surface normal atue590°. The radiation is linearp-polarized, with the electric field
vectore lying in the plane of the figure.~c! O 1s intensities derived from fitting analytical peak shapes to uncorrected~dashed curve! and
corrected~solid curve! spectra such as those in~b! as a function of photon energy over the Mn 2p3/2 absorption range and still foruhn

520°, ue590°. Also shown in the bottom of the panel is the Mn 2p3/2 absorption coefficient, as measured via the inelastic backgro
underneath the O 1s peak.~d! As ~c!, but for uhn510°, ue590° and extending over the full Mn 2p3/2,1/2 range. The countrates here we
actually higher than in~c!, but spanned a smaller portion of the detector dynamic range, and hence, the corrections are smaller in ma
~e! As ~b!, but with a broader energy range that clearly shows the oscillation associated with scanned-energy photoelectron diffra
s
u-
f
ts,

lope
ell
gth
ent
matic effect on such measurements, with the solid curve
Figs. 1~b!, 1~c!, and 1~d! now representing much more acc
rately any effects beyond a simple one-electron picture o
1s emission from MnO. Without such interatomic effec
11511
in
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one should observe a simple smooth curve of negative s
over this region in energy due to a combination of subsh
cross section and electron inelastic attenuation len
variation,11,20 as perhaps modulated by energy-depend
9-3
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A. W. KAY et al. PHYSICAL REVIEW B 63 115119
photoelectron diffraction~PD!.17,21 The effects of scanned
energy photoelectron diffraction are in fact clearly shown
Fig. 1~e!, which represents a broader energy scan for
same experimental conditions as in Fig. 1~c!. Here, the long-
wavelength oscillation with a maximum at;634 eV has
been verified via theoretical calculations to be due to
effects.17

We also note that, in addition to affecting photoemiss
results, prior measurements of secondary Auger and x
emission effects4 also appear to have been strongly infl
enced by such detector nonlinearities, for the former, jus
for the photoelectron case due to the identical instrume
tion, and for the latter via an x-ray absorption coefficie
necessary for a self-absorption correction that was meas
via secondary electrons in the same electron spectrome

Beyond the particular case of MARPE considered he
we also point out that such detector nonlinearities need to
corrected for and/or minimized in any use of this detec
system for quantitative peak intensity analysis, as any c
parison of intensities obtained over a range of countra
even in a single spectrum, can be significantly altered
these effects.

IV. THEORY AND DISCUSSION

A. Interatomic resonant photoemission model

We now consider several levels of theory in order to e
plain the remaining effects that link the O 1s intensity to the
Mn 2p absorption process as seen in Figs. 1~c! and 1~d!, first
considering these effects via a prior microscopic many-b
theoretical treatment of MARPE based on a resonant ph
emission model,5 and then showing that this approach can
successively simplified for the case at hand to yield res
essentially identical to those from classical x-ray opti
theory. Focusing still on the case of O 1s photoemission
from MnO~001! and the system initially prepared in it
many-body ground stateug&, the contribution of the direct o
unscattered wave function to the photoelectron intensity
be written

I ~k!}ufk
0~r !u2}U(

lm
Ylm~ k̂!i 8hl

~1 !~kr !MElmU2

, ~1!

wherek is the photoelectron wave vector,fk
0(r ) is the wave

function at the detector,Ylm is a spherical harmonic
hl

(1)(kr) is a spherical Hankel function, and

MElm5^Elm,O1suTug& ~2!

is the matrix element describing the transition to the fi
state with a photoelectronuElm& of energyE5\2k2/2m and
an O 1s hole. Final-state photoelectron diffraction effec
can also be incorporated in this model by usingMElm as
input for self-consistent multiple-electron-scattering eq
tions.22

The transition matrixT can be conveniently expanded in
power series with respect to the perturbation of the radia
field V. One then has23

T5V1VG0V1VG0VG0V1•••, ~3!
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whereG0 is the Green function of the unperturbed solid.
we keep only terms up to second order inV, the part of Eq.
~3! that makes a nonzero contribution to Eq.~2! reduces to
the well-known Kramers-Heisenberg formula for resona
photoemission24

T5Vrad
0 1(

j ,m
VAI

j um, j &^m, j u
\v1Eg2Em1 iGm/2

Vrad
j , ~4!

whereVrad
0 is the interaction of the radiation with the emitte

Vrad
j is the interaction with the resonating atomj, VAI

i is the
autoionizing Coulomb interaction between the emitter a
atom j, Eg is the ground state energy, and the sums are o
both Mn atomsj and their intermediate many-body stat
um,j& of energyEm and widthGm . We have here neglecte
exchange-type interactions via two-electron autoionizat
processes likêElm;guVAI

j um, j ;O1 s& that would lead to a
greater overall similarity with the coulomb-plus-exchan
matrix elements describing an interatomic Auger proce
but such processes should be negligible for non-nea
neighbors and small for nearest neighbors due to their s
dependence on nonzero orbital overlap. Such orbital ove
is not required for the Coulombic term we have includ
here,1,5 which is associated with two-electron processes l
^Elm;guVAI

j uO1s;m, j &. A fully general theory of MARPE
should include these exchange effects however. We
point out that the connection between MARPE and an in
atomic Auger electron emission is primarily formal, since t
same sorts of matrix elements are embedded in the exp
sions describing both. However, the overall processes
fundamentally different.

We now note two special points that have been cons
ered previously:5 Retardation effects must be considered
the interaction with the external radiation and in the autoio
ization interaction@see Eq.~4! in Ref. 5#, and the interatomic
autoionization interaction must be generalized to the fu
relativistic Mo” ller formula used previously in the high
energy Auger theory25,26@see Eq.~5! in Ref. 5#. At this level,
the treatment should be capable of describing all ma
electron interactions up to second order in the perturba
via Eq. ~4!, or up to arbitrary order via Eq.~3!, including
those for nearest neighbors with the greatest overlap and
enhanced many-electron interactions with the emitting ato

If we now sacrifice some accuracy in describing neare
neighbor behavior, the autoionization interaction can be c
veniently expanded in multipoles that should be valid
resonator distances from the emitterRj@r 1 ,r 2 , where r 1

andr 2 are electron-nuclear distances and are of the orde
the relevant dimensions of the two core orbitals involv
~here O 1s and Mn 2p!. With these assumptions, and th
further neglect of multipoles higher than dipoles, the effe
tive interaction can be reduced to the following, in whic
several quantities are written out more explicitly than in pr
work5
9-4
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VAI
j 'e2r 1r 2 (

m1m2

Fm1m2

Rj Y1m1
~ r̂1!Y1m2

* ~ r̂2!, ~5!

where

Fm1m2

R 5
24pk3

3
Fdm1m2

2p
h0

~1 !~kR!1h2
~1 !~kR!Y2m22m1

~R̂!

3^Y1m2
uY2m22m1

Y1m1
&G ~6!

and the bracket represents a Gaunt integral with stan
normalization.27 Equations~5! and~6! can also be derived in
a more rigorous way using nonrelativistic quantu
electrodynamics,22,28,29where Eq.~6! is found to be simply
proportional to the Green function of the photon field in t
transverse gauge,28 and the remaining short-range longitud
nal Coulomb coupling is neglected.29

Combining results, we now find, in slightly different no
tation form, but equivalent meaning to that in Ref. 5

ME1m5A^E1ur uO1s&d1,1(
l

«l
eff^Y1muY1luY00&

5A^E1ur uO1s&d1,1«m
eff/A4p, ~7!

whereA is a light-intensity normalization constant,

«l
eff5«l2 (

l8m2

Flm2
am2l8«l8 ~8!

is now the effective polarization vector that includes the
fect of x-ray scattering at the Mn sites, and the magnitude
the resonance is controlled by a product of a structure-fa
type of sum over Mn sites

Flm2
5(

j
Flm2

Rj eikhn•Rj , ~9!

and the Mn21 polarizability tensor,

am2l852
4pe2

3 (
m

^gurY1m2
* um&^murY1l8ug&

\v1Eg2Em1 iGm/2
. ~10!

The form for the polarizability given here makes it clear th
it is directly related to the usual description of resonant p
toemission in Eq.~4! and Ref. 24.

The polarizability has been calculated using a configu
tion interaction scheme for a central Mn21 ion surrounded by
six O22 ions in an octahedral cluster,5,24 with interaction pa-
rameters derived previously from fits to both SARPE a
x-ray absorption data, and an average over orientation
Mn magnetic moments, since the experiments have been
formed above the MnO Ne´el temperature. In addition,am2l8
can be well approximated by a quantity averaged over d
onal elements, asādm2l8 , where ā5(a21211a001a11)/

3.5 The above equations were used in Ref. 5 to calculat
1s intensities. However, all resonant contributions to the
1s intensities@i.e., the second term in Eq.~4!# were incor-
rectly multiplied by an extra factor of24 in the computer
11511
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calculations. Here, we present corrected theoretical res
from this model, as well as results going beyond the ear
approximations used by considering higher-order inter
tions in Eq.~3!, and also compare these two sets of results
a theoretical approach based on more standard x-ray op
theory.

In Fig. 2~a! we compare experimental and theoretical
sults for the O 1s intensity as a function of photon energ
and for light incident at an angle of 10° with respect to t
surface. The connected points represent the corrected ex
mental results from Fig. 1~d! and the thin solid curve the
theoretical results based on Eq.~3! above. The experimenta
data show a steeper negative slope than the theory as en
is increased, that we have verified by measurements and
culations, to be due to a combination of decreasing pho
electric cross sections and strong modulations due to ph
electron diffraction@cf. Fig. 1~e!#,17 both well-understood
effects.20,21 If this difference in slope is allowed for, the
agreement between experiment and theory is qualitativ
good, although the amplitude of the intensity modulations
too small by a factor of 2–3 in theory. Now, going beyon
this level of microscopic theory, we note that the remaini
terms in the series expansion~3! describe processes in whic
an incoming photon is scattered by more than one Mn a
before it reaches the O emitter. In particular, they incorp
rate higher-order Mn-Mn interactions via the Mo” ller
formula.5,25,26 This gives rise to extra terms in the effectiv
polarizability of Eq.~7!, which now becomes

«l
eff5«l2ā(

l8, j

F
ll8

Rj eikhn•Rj«l8

1ā2 (
l8l9, j j 8

F
ll9

Rj F
l8l9

Rj 2Rj 8eikhn•Rj 8«l91•••, ~11!

where the first two terms are the same as in Eq.~8! after
approximating the polarizability by the average scalarā.
This series can be summed up to an infinite order for a s
formed by a finite set of atomic planes,22 and a semi-infinite
medium can be simulated by using a sufficiently large nu
ber of layers. The result obtained in that case for the Os
intensity is shown in Fig. 2~a! as a solid curve. The new
terms in Eq.~11! bring the theoretical result much closer
the experimental one, making it evident that it is essentia
include what is in effect multiple scattering of the incomin
radiation in order to accurately describe such strong s
x-ray resonances. To our knowledge, this point has not b
made before in discussing such resonances.

B. Relationship to an x-ray optical „dielectric… model

We now consider the relationship of this microscop
many-body theory to another related theoretical method
dealing with such effects: an x-ray optical approach based
Maxwell’s and Fresnel’s equations, as described in de
elsewhere.11,30 Equation~11! involves sums over Mn posi
tions in the MnO crystal. However, the details of the atom
structure of the Mn sublattice should be irrelevant in t
limit of long radiation wavelengthslx for which phase shifts
along the scattered paths can be neglected. In this limit,
9-5
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FIG. 2. ~a! O 1s intensity from MnO~001! as a function of
photon energy and foruhn510°, ue590°: experimental data~con-
nected points! are compared to theoretical curves calculated us
Eq. ~8! ~thin solid line, second-order microscopic many-bo
theory5single radiation scattering!, Eq. ~11! ~thick solid line,
infinite-order microscopic theory5multiple radiation scattering!,
and x-ray optical dielectric theory based on Eq.~15! and the experi-
mental constants shown in~b! ~dashed curve!. ~b! The x-ray optical
constantsd and b of MnO over the Mn 2p absorption region, as
derived from microscopic many-body theory~dashed curves! and
from experiment with corrected data for the absorption coeffici
m and Kramers-Kronig analysis.~c! Calculations of the O 1s inten-
sity as a function of photon energy based on the experimental
tical constants in~b! and Eq.~15! from x-ray optical theory. Curves
are shown for various x-ray incidence angles. The inset shows
normalized magnitude of the negative-to-positive excursion in p
cent as a function of x-ray incidence angle, as calculated u
x-ray optical theory~solid points! and as measured in this stud
~large open circles!.
11511
~11! can be shown to reduce to the polarization vector
rived from a macroscopic dielectric description based up
Maxwell’s equations, in which the solid is represented by
local frequency-dependent dielectric function« that is related
to the atomic polarizability as«5114pnMnā, wherenMn is
the density of Mn atoms. This relationship between« and ā
can be derived from the Clausius-Mossotti relationship w
the assumption that«'1, as is reasonable in the soft x-ra
region. More specifically, for the case of the Mn2p reso-
nance in MnO, the ratio of the wavelength to the Mn-M
nearest-neighbor distance is'6.1. Therefore, one would ex
pect reasonable results to come out of the macroscopic
scription. We have here also implicitly assumed that the
atoms contribute only a small amount to the total polariza
ity in the vicinity of the Mn 2p resonances.5,22,30b,31

Thus, an alternative, although more empirically oriente
approach for calculating such effects is to derive the ener
dependent x-ray optical constantsd(hn) and b(hn) in the
index of refractionnr5A«512d1 ib ~Ref. 32! by measur-
ing the absorption coefficientm(hn)54pb(hn)/lx over the
edges in question~here, Mn2p!, matching it in the nonreso
nant region to accurate theoretical and/or experime
data,30b,31 and then using a Kramers-Kronig analysis to d
rive d. These two parameters, as derived experimentally
this study, are shown as a function of photon energy in F
2~b! ~solid curves!, where they are compared also to th
same parameters as derived from the parameterized m
body model~dashed curves!. The measuredb has been fully
corrected for the inelastic attenuation of the outgoing s
ondary electrons used to measure it via a set of meas
ments at varying takeoff angles;17,33 taken together with the
corrections for detector nonlinearity, we thus believe that t
curve, and the associatedd values, are within;1–2% of the
true values. However, such absorption coefficient meas
ments need to be made with care, so that neither the m
surement method~e.g., partial yield, total yield, fluorescenc
collection angle! nor nonlinearity in the detector distorts th
final curves. The agreement between experiment and th
here is very good, with more fine structure in experiment,
expected. Note also that the variation in the experimenta
1s intensity in Fig. 2~a! about a mean value follows ver
closely the behavior ofd, a point to which we return below
Proceeding now via the Fresnel equations to calculate
photoemission intensity as a function of photon energy
can be shown that, forp-polarized radiation incident on a
planar surface from vacuum withn51, and for a conducting
or nonconducting, but nonmagnetic, reflective medium,
ratio of the complex electric field magnitude just below t
surface@E(z501)# to the incident complex field magnitud
just above the surface in vacuum@Evac

inc(z502)# is given
by

t[
E~01 !

Evac
inc~02 !

5
2 sinuhn

sinuhn8 1nr sinuhn

, ~12!

where z is the coordinate perpendicular to the surface a
uhn8 is the complex angle of propagation below the surfa
again measured relative to the surface.uhn8 is further related
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to uhn via Snell’s Law: cosuhn5nr cosuhn8 , with uhn real. The
complex character ofnr also implies thatE attenuates withz
only according to exp@2Im(k8zsinuhn8 )#, where k8 is the
complex propagation wave vector inside the medium a
equal to 2pnr /lx , andlx is the wavelength of the radiation
Normalizing the electric field inside the medium to the in
dent field just above the surface then gives for the elec
field strength at depthz relevant for photoemission

uE~z!u25utu2 exp~2Im$4pnrz sinuhn8 /lx%!. ~13!

The photoemission intensityI (hn) can now be obtained by
introducing the energy-dependent differential photoelect
cross sectionds/dV appropriate to the experimental geom
etry ~which may in general also include the effects of ph
toelectron diffraction!, the energy-dependent inelastic atten
ation length for electronsLe , and integrating overz as

I ~hn!}
ds

dV
*0

`uE~z!u2 expS 2
z

Le sinu Ddz, ~14!

where we have not included factors of atomic density a
solid angle acceptance of the analyzer that will be cons
over an energy scan. Substituting Eq.~13! into Eq. ~14! and
integrating then yields finally

I ~hn!}
ds

dV
~hn!

3
ut~hn!u2

Im$4pnr~hn!sinuhn8~hn!%

lx~hn!
1

1

Le~hn! sinu

,

~15!

which is a completely general formula for photoemissi
intensity from a conducting or nonconduction, nonmagne
semi-infinite substrate, with all dependences on energy
plicitly indicated. Making use of Eq.~15! and the experimen
tal values ford and b in Fig. 2~b!, we arrive at the dashe
curve in Fig. 2~a!, which is in excellent agreement with ex
periment, including all aspects of the fine structure. A sim
degree of agreement is also found for other incidence an
uhn .

This x-ray optical approach furthermore exhibits on
small differences in fine structure with respect to the mic
scopic description based upon Eq.~11!. These differences ar
due to differences ind andb between theory and measur
ment@cf. Fig. 2~b!# and perhaps also to the fact that only t
Mn polarizability has been considered in the microsco
theory, thus neglecting the small contributions from nonre
nant O scattering over this energy range.30b,31In addition, we
find that, if the infinite-order microscopic Eq.~11! is used
together with the experimental x-ray optical constants to
rive the polarizability, the calculated curve is essentially
distinguishable from that of Eq.~15!, thus verifying the ac-
curacy of the microscopic approach and its exact reductio
the x-ray optical model, provided that multiple scattering
fects are included and certain conditions mentioned ab
are met.
11511
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In Fig. 2~c!, we finally show normalized curves of th
multiatom effect on the O 1s intensity as a function of an
x-ray incidence angle, as calculated using the x-ray opt
approach of Eq.~15!. These curves make it clear that th
effects are strongly sensitive to an x-ray incidence ang
being much smaller for angles greater than about 30°,
though very similar in shape for all angles. The calcula
normalized1/2 excursion of the effect as a function of a
incidence angle is further shown in the inset of Fig. 2~c!,
where it is compared to experimental results at four in
dence angles. There is excellent agreement between ex
ment and theory, and theory furthermore predicts
asymptotic value of about 4.5% for the excursion at norm
incidence. These results thus further confirm the accurac
the x-ray optical analysis as compared to experiment,
also imply that such effects should be observable on cros
strong core-level resonances forall angles of x-ray inci-
dence, although with greater difficulty of observation asuhn
goes above about 20–30°.

We also note that recent measurements have found sim
MARPE effects in O 1s emission from CuO with Cu 2p3/2
resonance, and these show a overall excursion of;20% that
is similar to the magnitudes observed here for MnO.13 Here,
the effects have been termed ‘‘anti-resonances’’ to dis
guish them from the all-positive effects reported in previo
uncorrected data@cf. Fig. 1~c!#, but the present paper make
it clear that they are manifestations of the same interato
resonant phenomenon. Although it was not possible in
paper to see similar effects in O 1s emission from NiO,13 we
believe that this could be due to the relatively high x-r
incidence angle of 35° used in this paper, combined with
;62% statistical error in the data as compared to the f
percent effect that might be expected at this incidence an
@cf. inset of Fig. 2~c!#.

It is now useful to compare these theoretical results w
those from prior work by Henke on calculating photoelectr
intensities via x-ray optics.30a We first note that he was in
terested in scanning the incidence angleuhn only, in which
cased, b, lx , andLe all remain constant, and he was thu
able to make certain approximations that we cannot, du
the strong variation of bothd and b over a scan in photon
energy. Nonetheless, ifudu,b!1 over the energy scan
which Fig. 2~b! makes clear is an excellent assumption, o
Eq. ~15! can be simplified to

I ~hn!'
ds

dV
~hn!

3
ut~hn!u2

4pb~hn!sinuhn~hn!

lx~hn!
1

1

Le~hn!sinu

, ~16!

which permits more direct comparison with this prior wor
In particular, our use ofutu2 to represent the strength of th
electric field squared below the surface is inherently m
accurate and versatile in application than the factor@12R#
3@sinuhn /sinuhn8# used by Henke in his prior analysis. A
additional difference in the two approaches is that all qu
tities in the last expression are treated as real by Hen
whereas we have shown that a more accurate expressio
9-7
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lated to this earlier formalism is a factor@ I 2R#@sinuhn /
(Re$nr sinuhn8 %)#, with nr anduhn8 here treated as complex. I
addition, the inverse x-ray attenuation length perpendicu
to the surface in this prior work and appearing here as
first term in the denominator of Eq.~16! was further simpli-
fied by Henke, and finally is different from ours by a fact
of 1/@sinuhn8#

2. In describing scanned-energy resonant d
however, we find it essential to use the form in Eq.~15!, or
with some approximation, that in Eq.~16!.

To gain further insight into the relationship of photoem
sion intensity ofd and b, we can further approximate Eq
~15! to the conditions of the measurements shown here,
which d andb are both much less than unity@cf. Fig. 2~b!#
and the reflectivityR is also small~with a maximum value
for all cases considered here of 0.18 atuhn55°!, and this
finally yields, after suppressing the obvious dependence
photon energy

I ~hn!'
ds

dV

11d

4pb sinuhn

lx
1

1

Le sinu

. ~17!

From this expression, it is clear that the variation of intens
with photon energy as normalized to the values on either
of a resonance should qualitatively followd, just as ob-
served. The magnitude of this variation is also enhanced
the change inb, whose increase over the resonance gener
acts to decrease intensity over the same region. The neg
excursion ofd just before the resonance, together with t
increase inb, thus produces the strong dips in intensity se
at about 639.5 eV in Figs. 2~a! and 2~d!.

Although the numerical results from the microscop
model embodied in Eqs.~1!–~11! can be reduced to a con
tinuum x-ray optical picture, provided we include highe
order effects representing multiple light scattering, it sho
nonetheless permit future calculations of such interato
resonant photoemission effects from first principles, inclu
ing in particular, an allowance for nearest-neighbor ma
body interactions that are only effectively included in t
optical approach. Of course, any microscopic model is i
sense simply calculating the x-ray optical response of
system, but for nearest-neighbor effects, in free molecu
and for small clusters of atoms on the nanometer scale,
not clear that an x-ray optical approach is particularly use
or even appropriate. Beyond this, the excellent numer
agreement between the microscopic and macroscopic
tinuum dielectric descriptions presented above is expecte
break down when the wavelength of the radiation is of
order of, or smaller than, the relevant interatomic distanc
Thus, if the resonating atoms do not form a compact eno
lattice ~as Mn does in MnO!, the continuum dielectric treat
ment is not appropriate. Some possible examples of this
atoms situated inside the cages of fullerites or zeoli
and/or systems subjected to resonant excitation by sho
wavelength radiation. The continuum dielectric model also
not appropriate for calculating such effects in nanome
scale objects or systems with nanometer-scale heteroge
or clustering in which the detailed atomic positions are to
allowed for, even if this model can be extended via meth
11511
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such as the Mie theory so as to apply to special cases suc
small metal clusters of regular shape.34 Neither is the con-
tinuum model appropriate for free molecules, in which co
core interatomic resonance effects appear to have rece
been observed in angular distributions.12

We also comment briefly on an intermediate theoreti
approach that would involve assigning each atom a comp
scattering factor based on some combination of measu
and/or calculated optical constants, somehow partitio
among the different constituents so as to allow for eleme
specific resonance effects, with standard formulas for
appearing elsewhere.30b This method could in principle be
applied to any arbitrary cluster of atoms, and with sufficie
long-range order, would lead to Bragg scattering effects
shorter wavelengths. However, this approach could not
corporate any unique nearest-neighbor effects, nor in its s
dard formulation would it explicity allow for the multiple
scattering effects on resonance that we find to be import

Regardless of the theoretical model that is most appro
ate to use, such interatomic resonance effects~even though
generally smaller and of different form than discussed pre
ously! still represent an experimental probe that should
able, for various situations, to provide information on t
near-neighbor identities and bonding of atomsB that sur-
round a given emitterA, as suggested in prior work.1–4

Finally, we note that both of the theoretical models d
cussed above can be extended to describe fluorescent
emission. For the x-ray optical model, and for the case o
fluorescent energy that is far from any resonance and
fluorescence exit angleuF that is large enough to minimize
refraction and reflection at the surface, this would invol
simply replacingLe sinu with Lx

F sinuF in Eqs. ~15!–~17!,
with Lx

F equal to the fluorescent x-ray attenuation leng
along path length orlx

F/@4pbF# in obvious notation. With
this replacement, Eqs.~15!–~17! thus represent different lev
els of approximation for handling what essentially reduces
the well-known self-absorption effects in x-ray fluorescen
that have been discussed previously in connection w
MARPE.4,14 In fact, viewed in this light, MARPE in x-ray
emission can be seen as having self-absorption as a ke
gredient, but due to near-neighbor effects not the only ing
dient. The microscopic model could also be similarly e
tended to predict fluorescence intensities, but we will n
present these details here.

V. CONCLUSIONS

In summary, we have pointed out that a proper allowan
for detector nonlinearity is essential for accurately measur
multiatom resonant photoemission effects, with the mag
tude and form of the corrected results being significan
different from previous reports.1–4,6,7aA microscopic theoret-
ical model proposed previously for describing these resu5

is found to well describe the observed effects, and confir
via agreement with experiment, that they can be conside
as interatomic resonance phenomenon. For the specific
of O 1s emission from MnO in the vicinity of the Mn2p
resonances treated here, this microscopic model, with
inclusion of higher-order interactions not considered pre
9-8
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ously, is also found to be reducible to a classical x-ray o
cal treatment using experimental optical constants. The x
optical model is furthermore found to well describe the o
served intensity profiles as a function of both photon ene
and x-ray incidence angle. It is thus of interest in futu
studies to explore the degree to which such effects~particu-
larly with the expected enhancement of nearest-neighbo
teractions, for more spatially dispersed resonating atom
as to go beyond the simple x-ray optical picture,
nanometer-scale objects, and/or in free molecules! can pro-
vide an element-specific probe of near-neighbor proper
and many-electron interactions. The experimental and th
retical approaches outlined here should provide a so
framework for such work, both for photoelectron and flu
rescent x-ray emission. The microscopic theoretical mo
outlined here should also be capable of describing such c
core interatomic resonance effects in the intensities and
gular distributions in photoemission from free molecules12

as well as with straightforward generalization the valen
core interatomic resonance effects mentioned previously8–10
S.
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Finally, we point out that the demonstrated importance
multiple scattering of soft x-ray radiation in the vicinity o
strong core-level resonances should be of relevance in
analysis of resonant elastic and inelastic x-ray scattering,
other topics of high current interest.35
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Abstract
Three forms of electron or x-ray holography ‘by contrast’ are discussed:
they all exploit small changes in diffraction conditions to improve image
quality and/or extract additional information. Spin-polarized photoelectron
holography subtracts spin-down from spin-up holograms so as to image the
relative orientations of atomic magnetic moments around an emitter atom.
Differential photoelectron holography subtracts holograms taken at slightly
different energies so as to overcome the forward-scattering problem that
normally degrades the three-dimensional imaging of atoms, particularly for
emitter atoms that are part of a bulk substrate environment. Resonant x-ray
fluorescence holography also subtracts holograms at slightly different energies,
these being chosen above and below an absorption edge of a constituent atom,
thus allowing the selective imaging of that type of atom, or what has been
referred to as imaging ‘in true colour’.

1. Introduction

The holographic reconstruction of atoms in solids, including surfaces, interfaces and
bulk materials, produces real-space images that locate individual atoms in the immediate
neighbourhood of selected ‘source’ atoms [1–14], often to within a fraction of an Ångström.
Here we will consider two types of outgoing waves that produce the holograms: photoelectrons
and fluorescent x-rays, as produced via core-level excitations. Because such holograms and
their associated images are produced by element-specific core processes, a key and well-
recognized advantage of such holographies is that they are source-atom specific. That is, the

6 Present address: California Air Resources Board, Sacramento, CA 95814, USA.

0953-8984/01/4710517+16$30.00 © 2001 IOP Publishing Ltd Printed in the UK 10517

http://stacks.iop.org/cm/13/10517
fadley
Text Box
Paper 11



10518 C S Fadley et al

local environment of each type of atom in a complex system can be determined separately.
However, such imaging does not readily provide the chemical or magnetic nature of the
neighbour atoms. Also, the accuracy of the imaging, particularly with photoelectrons, is
limited by effects such as the anisotropy of atomic scattering factors (with forward scattering
a major obstacle), multiple scattering and truncation of the experimental data.

By contrasting holographic images measured under slightly different conditions, it
is possible to obtain additional information, such as magnetic structure and chemical
differentiation, and also to improve the quality of ‘normal’ holographic images.

This paper describes three methods of such ‘holography by contrast’. In spin-polarized
photoelectron holography (SPPH) [15] holograms measured with spin-up and spin-down
electrons are subtracted from one another to produce a map of the relative orientations of
magnetic moments in the neighbourhood of an atom emitting photoelectrons. In differential
photoelectron holography (DPH) [16], one exploits the fact that the atomic forward-scattering
(FS) peak varies only slowly with energy, such that another difference of holograms, this time
at slightly different energies, is found to largely eliminate disruptive FS effects in imaging
atoms. In resonant x-ray fluorescence holography (RXFH) [17], one uses the rapid change of
the x-ray scattering factors near an absorption edge to selectively image individual chemical
neighbours in a compound material.

Before proceeding to specific examples for each case, we note for clarity that a method
called ‘derivative’ PH has been proposed by Chiang and co-workers [18], and this also is
based on measurements of photoelectron intensity in slightly different conditions (at two
nearby energies). However, the purpose there is to eliminate uncertainties in the experimental
intensities I due to the variation of experimental conditions, by first taking logarithmic
derivatives [∂I/∂k]/I that are then reintegrated into ‘self-normalized’ intensities; after that
step, the holographic reconstruction is ‘normal’.

Various reconstruction algorithms [3, 4, 6] and measurement methods [19] have been
proposed for photoelectron and x-ray fluorescence holography, many of which are represented
by the formula

U(r) =
∣∣∣∣
∫
Wχ(k) exp[−ikr + ik · r] d3k

∣∣∣∣
2

(1)

whereU is the image intensity at position r, χ(k) = (I (k)−I0)/I0 is the normalized hologram
based on intensities measured over three-dimensional k space, I0 is the intensity in the absence
of any scattering, and the function or operator W permits describing the difference between
algorithms, with W = 1 in the original multi-energy formulations [3]. The three methods to
be described in the following will start from this basic formula, and deviate from it in different
ways.

As a general comment, we note that photoelectron holography involves very strong
electron–atom scattering and thus very easily measured modulations in χ(k) that can reach
±30%. This strong scattering is nonetheless not ideal for holography, in that it is also very
anisotropic and at higher energies above about 300 eV also strongly peaked in the forward
direction; it also leads to multiple scattering effects that can distort images or produce artefacts.
Multiple-energy images based on equation (1) can improve the image quality and suppress
multiple scattering effects, but scattering anisotropy and phase shift effects may remain.
X-ray fluorescence holography by contrast involves very weak x-ray-atom scattering and
much more difficult to measure modulations in χ(k) of typically a few tenths of a per cent.
However, the weak nature of the scattering leads to holograms that are much more ideal, and
to correspondingly more accurate atomic images.
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2. Spin-polarized photoelectron holography (SPPH)

There is great interest in studying near-surface magnetism in various types of nanostructures
for which magnetic order may be significantly different from that of the corresponding bulk
materials. Spin-polarized photoelectron diffraction (SPPD) without direct imaging has already
proven capable of detecting changes in short-range magnetic order as a given transition
temperature is crossed for both antiferromagnets [20] and a ferromagnet [21], but adding
three-dimensional imaging to such measurements would render them much more powerful. It
has previously been demonstrated theoretically [15] that it should be possible to image short-
range magnetic structure by means of photoelectron holography in which the electron spin is
resolved.

The method relies on the difference in the scattering of spin-up versus spin-down electrons
by atoms that carry a net spin magnetic moment. The primary interaction involved is thus
exchange between the photoelectron and the unpaired valence electrons on the magnetic
atom, although spin–orbit effects also may have to be considered for the most accurate
description, especially for scattering from heavier atoms. The photoelectron spin can be
resolved simply by exploiting the energy separation between multiplet-split core levels in
transition metal compounds or ferromagnetic metals. This constitutes an internally referenced
source of spin-polarized photoelectrons, giving magnetic moment orientations relative to that
of the source atom. Adding an external spin detector and/or exciting spin–orbit split levels
with circularly polarized radiation [22] provides the further possibility of making externally
referenced measurements, giving absolute magnetic orientations in the laboratory frame.

If we measure separately the two holograms χ↑ (k) and χ↓ (k) for the two different spin
orientations, and ifU↑ (r) andU↓ (r) are their respective reconstructed images using ‘normal’
holographic methods, we can define two separate difference images that focus on just the
spin-dependent aspects of the scattering:

�(r) = U↑ (r)− U↓ (r) (2)

and

�′ (r) =
∣∣∣∣
∫
k

exp (−ikr)
∫ ∫

k̂

exp (ik · r) [χ↑ (k)− χ↓ (k)]k2 dk sin θk dθk dϕk

∣∣∣∣. (3)

The latter is the normal three-dimensional holographic transform of equation (1), but now
applied to the difference of the spin-up and spin-down holograms.

The expectation is that �(r) will show signals of opposite sign at atomic locations with
opposite magnetic moment. It should also show no signal at the locations of non-magnetic
atoms. Because of the overall absolute value, the second image, �′(r), should not show
spin-up versus spin-down sensitivity, but should nonetheless show the location of magnetic
moments, while again suppressing non-magnetic atoms.

The potential of this method is illustrated in figure 1 for a simulated experiment for a small
cluster representing a MnO(001) surface (figure 1(a)) [15,23]. Atomic magnetic moments are
shown in figure 1(a) as cones pointing up or down. Spin-up and spin-down photoelectrons
are emitted from the central Mn2+ atom, and they can side-scatter from both O and Mn atoms
in the same plane so as to yield two different sets of holograms. These holograms have been
calculated with full multiple scattering and spin-dependent potentials [24]7. Spin-up electrons
scatter from spin-down Mn2+ atoms without the normal exchange potential that is included in
the scattering of electrons from same-spin Mn2+ atoms, and therefore, two separate sets of phase
shifts are needed to calculate the electron scattering. The potential is slightly more attractive

7 MSCD photoelectron diffraction program package from http://electron.lbl.gov/mscdpack/mscdpack.html.
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(a)

(b) (c)

(d ) (e)

Figure 1. Theoretical simulation of spin-polarized photoelectron holography (SPPH): (a) a nine-
atom cluster representing the (001) surface of MnO, with an emitter in its centre and eight side-
scattering Mn and O neighbours around it; (b), (c) normal holographic images U↑ (r) and U↓ (r)
generated for the two different photoelectron spins using ten energies between 127 and 278 eV; (d)
spin-sensitive holographic image �(r); according to equation (2). (e) Spin-sensitive holographic
image �′ (r) according to equation (3).

when the spin of the photoelectron and the net spin of the Mn atom are parallel. Holograms were
calculated at ten energies between 127 and 278 eV, so as to be able to take advantage of the well
known image improvements possible with multi-energy imaging [2,6,7]. An important detail
in using the spin-dependent image functions in equations (2) and (3) in the most unambiguous
way is that the calculations were performed at the same final electron energy for spin-up and
spin-down electrons, so that the spatially dependent diffraction conditions remain the same
(i.e. same photoelectron wavelength). In practice, this would require an experiment to shift
the incoming photon energy by an amount corresponding to the difference in the two spin-
resolved photoelectron peaks (e.g., about 6.0 eV for the Mn 3s multiplets in the MnO case
considered here) between the spin-up and spin-down measurements, thus again requiring a
tunable synchrotron radiation photon source.
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Figures 1(b) and (c) show standard multi-energy holographic reconstructions (via
equation (1) with W = 1) and produced with spin-up and spin-down electrons, respectively.
They look much alike, due to the relatively small effect of the exchange potential (5–15% of
the total effective scattering potential), and both image the nine atoms of the cluster. Their
difference image �(r) (equation (2)) is shown in figure 1(d): the Mn2+ atoms are imaged
with opposite contrast, reflecting their opposite magnetic moments, while the oxygen atoms
are effectively suppressed, as expected. Phase variation across the Mn2+ images produces
oscillations in sign, but it is nonetheless clear that the two pairs of Mn scatterers have opposite
orientation. To establish the orientation of the magnetic moments on the scatterers relative to
that on the emitter would require further work, e.g. in comparing experimental and theoretical
images. The second type of difference image �′ (r) (equation (3)) shown in figure 1(e)
also confirms expectations: it images the magnetic moments without being sensitive to their
orientation, and omits the non-magnetic atoms.

Beyond the two simple imaging functions considered here for SPPH, Timmermans
et al have also discussed from a theoretical point of view more detailed vectorial methods,
including spin–orbit contributions to the difference of the spin-up and spin-down photoelectron
fluxes [25]. These methods also show promise for even more precise studies of short-range
magnetic order in future experimental work.

Thus, spin-polarized photoelectron holography represents an intriguing and challenging
experimental possibility for the future, but one well matched to the new synchrotron radiation
sources that are now becoming available. Possible applications would be to some of the strongly
correlated materials and to complex magnetic alloys, for which the interaction between short-
range and long-range magnetic order is thought to play a strong role in producing intriguing
properties.

3. Differential photoelectron holography (DPH)

From the first papers on photoelectron holography, it has been clear that the strong electron–
atom scattering involved was both a blessing in producing large holographic oscillations and
easily measured holograms, and a curse in yielding very anisotropic scattering factors that are
strongly peaked in the forward direction at higher energies above a few hundred eV [2,6,23].
Since the ideal scattering factor for holography would be weak and isotropic, photoelectron
holographic images can often suffer distortions and peak shifts. Some of these aberrations
can be corrected by using a sufficiently large multi-energy data set, but it has still proven
particularly difficult to image bulk-like atoms that are present in the first few layers below a
surface, as recently illustrated for the case of bulk atom emission from W(110) [7].

To overcome the poor imaging quality associated with strong and anisotropic forward
scattering (FS) of electrons, a new approach called ‘differential holography’ has been proposed.
This proceeds simply by replacing χ in equation (1) by its derivative with respect to the
magnitude of the photoelectron wavevector k (or equivalently by setting W = ∂/∂k) or
more conveniently by a numerical difference between two χ at slightly different energies
(δχ = χ(k+δk)−χ(k)). FS effects can be greatly suppressed via this method. This method has
been applied to both experimental and theoretical multi-energy holograms for Cu 3p emission
from Cu(001), and results in images that are improved over prior work in several respects.
Applications of this approach in other electron-based holographies also appear possible.

The principle of DPH is as follows: we consider the single-scattering expression of the
hologram χ for an emitter–scatterer pair spaced by a vector r [26]:

χ (k) = I − I0

I0
≈ 2|f (k, θkr )|

r
cos [kr(1 − cos θkr ) + ϕ(k, θkr )] (4)
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Å Å

ÅÅ

(a)

(b) Figure 2. Comparison of the usual scattering
amplitude |f | and the effective scattering amplitude
of differential holography |feff |, calculated for Cu–
Cu nearest neighbours (r = 2.56 Å) as a function
of scattering angle θk

r for two different sets of k and
δk in taking the differential of χ : (a) k = 4.6 Å−1

(81 eV), δk = 0.2 Å−1 (7 eV) and (b) k = 8.8 Å−1

(295 eV), δk = 1.0 Å−1 (67 eV). The final strong FS
data points of |f | at the right of panel (b) are truncated.
We have confirmed numerically that equation (3) is a
good approximation even in the case of (b), where δk
has a larger fractional value.

where I0 is the intensity that would be observed without atomic scattering andϕ is the scattering
phase. If δk is sufficiently small so that δ|f |/|f | 
 1, where δ|f | is the change in |f |, the
difference of two holograms at k± = k± δk/2 can be written in a form similar to equation (4):

δχ(k) = χ(k+k̂)− χ(k−k̂) ≈ −2|feff |
r

sin
[
kr

(
1 − cos θkr

)
+ ϕ̄

(
k, θkr

)]
(5)

where the direction k̂ is defined by angles θ and φ, the ‘effective’ scattering amplitude is
defined as |feff | = 2|f |sin

[
δkr

(
1 − cosθkr

)
/2 + δϕ/2

]
, and ϕ̄ is the average of the ϕ at k±. In

the FS region (θk
r → 0), |feff | is thus very small, approaching zero in the limit of δϕ → 0. If δk

is also small, |feff | is proportional to r; thus, DPH not only suppresses the FS effects, but also
enhances the imaging of distant atoms. However, ϕ̄ still remains in the sinusoidal holographic
oscillation of equation (5), and this could be the origin of small image position shifts.

In figure 2, |f | and |feff | are plotted as a function of θk
r for Cu–Cu nearest neighbours

(r = 2.56 Å) and two choices of energy and energy difference. For k = 4.6 Å−1 and δk = 0.2
Å−1, | feff | is significant only in the region of θk

r > ∼90◦. Therefore, the imaging of side-
scattering (SS) and back-scattering (BS) atoms is expected, while it will be difficult for this case
to image FS atoms. On the other hand, for k = 8.8 Å−1 and a larger fractional δk = 1.0 Å−1,
|feff | is significant not only in the BS region but also in the range of θk

r ∼ 30–90◦. Since it is
well known that near-neighbour FS diffraction fringes extend out beyond 30◦ [26,27], we might
expect the latter choice to also permit imaging FS atoms. In this way, the relative sensitivity
of DPH to SS and FS atoms can be ‘tuned’ by selecting the range and step width of k scans.

To demonstrate DPH experimentally, we have applied the method to measured
photoelectron holograms [16]. Photoelectron spectra for Cu 3p emission were measured at
25 energies over k = 4.5–9.3 Å−1 (Ek = 77–330 eV) with a constant step of δk = 0.2 Å−1

(corresponding to δEk = 7–14 eV), along 65 different directions over a symmetry-reduced
1/8 of the total solid angle above the specimen, and with a polar angle range from θ = 0◦

(surface normal) to 70◦. A total of 1625 distinct intensities were thus measured.
The photoelectron intensity I (k = k, θ, φ) was fitted by low-order polynomials with three

variables to obtain the smooth background intensity I0 [7,28]. Three kinds of χ were obtained
from this fitting: χA by fitting a scanned-angle pattern Ik (θ, φ) at each fixed k [5], χB by
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fitting a scanned-energy curve Ik̂ (k) at each fixed direction k̂ [6] and χC by fitting to the full
data set of I (k, θ, φ) at once, with the last being the most accurate from an a priori point of
view [7]. The k-differences from χC were also used for DPH in what we will term method D
(i.e. χD = δχC as defined in equation (5)). The proper method of I0 subtraction has been the
origin of some controversy concerning the fidelity of reconstructed images, and so warrants
a little more discussion here [9]. It has been suggested [9] that method B has an advantage
over method A in that low-frequency oscillations due to FS events in Ik̂ (k) are automatically
removed. However, this also means that the I0 from method B inherently deviates from the
true I0 defined as the intensity without scattering, especially in the FS direction. In addition,
since each Ik̂ (k) is independently normalized without considering the continuity of χ in the
whole sampled k space, method B could degrade holographic fringes in Ik (θ, φ). Similarly,
method A could degrade holographic oscillations in Ik̂ (k). In contrast, method C takes into
account the continuity of χ over the whole data set, but the FS peaks remain in χC . Method D
(= DPH with χC) should suppress these forward scattering effects. Thus, a comparison of
methods A–D is of interest in general from the point of view of holographic methodology
and it also provides a critical test for the efficacy of DPH in reducing FS effects. The simple
original transform was used for all four data sets; but to avoid spurious features due to the
abrupt truncation of the integral in equation (1),W was taken to be the product of a Gaussian
function of k and a Hanning function cos2 θ , with an additional multiplication by r to make
atoms at larger distances more visible.

Figure 3 shows cross atomic images reconstructed with the four methods in the vertical
(100) plane of Cu(001), with methods A–D being applied to experimental data in parts (a)–(d),
respectively, and methods C and D being applied to an accurate multiple-scattering simulation
of the experimental results in parts (e) and (f), respectively. First considering methods A–C
which are different approaches to standard photoelectron holography, we see the qualitatively
expected results that method A retains strong FS features, requiring a large enhancement factor
of 46× in the bottom part of the image to display BS atoms of types 1 and 3 (figure 3(a)),
that method B indeed suppresses these features strongly, with enhancement by 5× now being
necessary in the top part of the image to see some SS atoms of type 4 (figure 3(b)); and that
method C is intermediate between A and B in requiring somewhat less enhancement (by 29×
in experiment and 49× in theory) in the lower part of the image to see some BS and SS atoms
(figures 3(c), (e)). Note also that methods A and C also possess strong elongated images of
the FS atoms of type 6, as seen in a prior application of method A to Cu(001) [5].

Turning now to DPH in figures 3(d), (f), we find method D to be the most robust for
imaging both SS and BS atoms (and to some degree also FS atoms of type 6). All of the BS
and SS atoms of types 1, 2, 3 and 4 are seen clearly in these DPH images, with only a small
enhancement factor of 5× being required in the top half of the image (as with method B, but
with superior image quality to it). Comparing the positions of these images in DPH with the
known atomic positions in Cu, there are shifts in position of approximately 0.1 Å for type 1,
0.6 Å for 2, and 0.3 Å for 3. Such peak shifts relative to the true atomic positions, as observed
in all methods, can be attributed to the neglect of corrections for both the scattering phase and
the inner potential, which have not been included here.

For comparison with experiment, we have also performed multiple-scattering simulations
of I (k), using a cluster method [24]. The theoretical I0 was obtained simply as the square of
the zeroth-order wave function without scattering. Images reconstructed from the theoreticalχ
and δχ via methods C and D are shown in figures 3(e) and (f). The main features in figures 3(c)
and (d) are well reproduced by our simulations, although the artefacts between the images of
atoms 3 are much stronger in experiment for method C, and the relative intensity in the region
of FS atom 6 is stronger in experiment for method D.
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Figure 3. Atomic images in the vertical (100) plane of Cu(001) reconstructed from Cu 3p holograms
obtained by normal photoelectron holography (PH, methods A–C) and differential photoelectron
holography (DPH, method D), as described in the text. The emitter and scatterer positions are
indicated by squares and circles, respectively, and various near-neighbour atoms are numbered.
Image intensities above or below zc = −0.5 Å have been rescaled by the factor shown in each
panel, with this factor being determined so as to make the maximum intensities above and below zc
equal. Experimental images: (a) image obtained by method A: normal holography via equation (1)
with I0 determined by fitting its angular variation at each k value. (b) Image obtained by method
B: normal holography with I0 determined by fitting its k variation along each direction. (c) Image
obtained by method C: normal holography with I0 determined by fitting both its angular and k
variations. (d) Image obtained by method D: differential holography with I0 determined by fitting
both its angular and k variations. Theoretical images: (e) as (c) but theoretical. (f) As (d) but
theoretical.

(This figure is in colour only in the electronic version)

Figures 4 and 5 further show three-dimensional representations of the experimental images
in figures 3(a)–(d), with figure 4 first indicating clearly that DPH can effectively image
approximately 20 BS and SS atoms around a given emitter e and up to two planes below
it. In this image, we find in addition to the atoms of types 1–4 and 6 in figure 3, two other
types of near-neighbour BS and SS atoms located in the vertical (110) plane (denoted 2′ and
4′ and situated in the same horizontal layers as 2 and 4, respectively). All of these atoms are
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’

’

’

Figure 4. Three-dimensional Cu(001) atomic image reconstructed from the experimental
holograms by method D—differential holography with a 3D I0 function. Image intensities above
zc = 0.5 Å have been multiplied by a factor of 4, and isosurfaces at 50% of the maximum intensity
are shown together with five slices at z = 0 (the emitter plane), ±1.81 (the first nearest layers) and
±3.62 Å (the second nearest layers). Reconstructed forward-, side- and back-scattering atoms are
numbered, and the corresponding atoms in the crystal model are indicated in the inset. Only the
four features labelled A inside the atomic peaks 3 are weak artefacts that cannot be connected with
a specific atom.

reasonably well imaged, with only a few, such as 2, being significantly shifted in position, but
most within a few tenths of an Å of the correct positions in all directions. Even though four
weaker artefacts (labelled A in figure 4) are observed at radii inside of the positions of atoms
3, the three-dimensional image quality is much higher than any of the previous PH images of
bulk substrate emission [5, 7].

The experimental images in figure 5 permit a direct comparison of methods A–D in three
dimensions, and confirm our earlier comments concerning the relative importance of back,
side, and FS atoms, and the superiority of the DPH image.

In conclusion, DPH provides an effective method for reducing FS artefacts in images and
significantly improves the imaging of back and SS atoms. With an appropriate choice of the
energy difference and k-space sampling used, FS atoms should also be imaged more accurately
by this method. This method should also be helpful in reducing FS artefacts in other types of
electron holography in which energy can be stepped in a controlled way, as e.g. in Kikuchi [9]
or LEED [10] holography.

Finally, we for completeness point out briefly a couple of other promising methods
that have been suggested by other groups for reducing FS effects and improving images in
photoelectron holography.
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(a) PH-I0(θ,φ)-
Expt.

(b) PH-I0(|k|)-
Expt.

(c) PH-I0(k)-
Expt.

(d) DPH-I0(k)-
Expt.

e

Figure 5. As figure 4, but for all
four experimental image cases considered in
figures 3(a)–(d).

• Near-node photoelectron holography. In this method, as suggested by Greber and
Osterwalder [19] and recently demonstrated experimentally by Wider et al [29], the
experimental geometry is chosen so that the polarization vector is nearly perpendicular to
the electron emission direction. Thus, if the photoelectric cross section is roughly p-like
(as is rigorously true for dipolar emission from an s-subshell), the strength of the wave
emitted in the FS direction is reduced, and significant improvement in imaging BS, SS
and FS atoms has been seen in images produced by Al 2s emission from Al(111) [29].
This method requires using a special experimental geometry, and is most effective for
s-subshell emission, although many non-s subshells have roughly p-like cross sections at
higher photon energies.

• Circular dichroism in photoelectron holography. In one method of this type suggested by
Daimon et al [30], advantage is taken of the fact that photoelectron diffraction features
tend to be ‘rotated’ to the left or right if excited by left or right circularly polarized
radiation [31]. The degree of rotation is in first approximation inversely proportional to
the distance to the scatterer producing a given peak, and thus a kind of stereoscopic image
of the near-neighbour environment can be obtained [30]. In another variant of this, it has
been pointed out by Oelsner and Fecher [32] that taking a difference of two holograms
obtained with left and right circularly polarized radiation and using this difference in an
inversion formula analogous to equation (5) can produce accurate single-energy atomic
images, with the theoretical reasons for this being discussed in some detail.

4. Resonant x-ray fluorescence holography (RXFH)

Since Szöke’s original suggestion of x-ray fluorescence holography (XFH) as one of the
possible inner-source holographies [33], the technique has been pursued first via theoretical
feasibility studies [11], and then developed experimentally in both normal [34] and inverse
modes [35]. Review articles discussing the first experiments and some likely future directions
have also appeared [36, 37]. As examples of the current status of XFH, more recent work
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has demonstrated the ability to image up to 100 atoms in a volume of (10 Å)3 surrounding a
given emitter and to see a low-Z atom in the presence of a high-Z atom [38], and to image
the local environment in a quasi-crystal lacking long-range periodicity [39]. It has also been
shown previously that the local environment of a dopant at the ∼0.1% level can be successfully
imaged in a semiconductor lattice [40].

Even though XFH in either of the two original modes thus offers a powerful method to
probe the local atomic structure around a given atom, it still lacked a key ingredient of the
‘ideal’ probe: the technique may be element-specific for the central atom in the structure,
but there was no simple way to determine the near-neighbour atomic identities. Use can be
made of the differences in x-ray scattering strengths between different atoms, but this is only
unambiguous when the atomic numbers are very different. It has thus recently been proposed,
based on theoretical simulations, to perform resonant x-ray fluorescence holography (RXFH)
so as to permit the direct imaging of atoms of a preselected type in solids [17]. This new variant
of XFH thus should provide a unique way to determine chemical order and disorder around
a given type of atom, through spectroscopic ‘true colour’ selection. RXFH thus represents
an important improvement to XFH in the inverse mode (often termed multi-energy x-ray
holography (MEXH) [12]), which should enable the direct discrimination of different atoms in
reconstructed images even for the most difficult cases where the atomic numbers of elements
involved are very close together.

The principle of RXFH is discussed here with the example of a binary compound with close
atomic numbers. As noted above, a considerable amount of experimental work on MEXH has
so far demonstrated that atomic images of this kind of crystal can be obtained with reasonable
accuracy and resolution without special difficulties by using state-of-the-art facilities based on
third-generation synchrotron sources [41]. Thus, it should be technically possible to obtain
additional information on the chemical identities of such atomic images that can lead to more
complete structural characterization of the crystal.

To illustrate the method, we first label the central atom of the reconstructed images to
be of type A: this is the fluorescing atom. The incident photon energy is then tuned across a
strong core absorption resonance of some other atom in the lattice that we label B, so that the
scattering factor of atom B changes rapidly. The anomalous dispersion for element B which
occurs in passing over the absorption resonance is then used to image only atoms of type B. In
RXFH, holograms are thus measured at a few energies in the vicinity of the absorption edge
of element B, EB

abs.
As an example, we consider the compound FeNi3 with A = Fe and B = Ni. Figure 6

shows the real and imaginary parts of the corresponding scattering factors f A (0) and f B (0)
in the FS direction, in the vicinity of the K absorption edge of Ni. A choice of three energies
for RXFH is also indicated, with these spanning a small energy region (�E = 197 eV) around
EB

abs (8333 eV). It is seen that as the energy is swept across EB
abs, the atomic scattering factor

f B (0) of element B changes drastically, while f A (0) remains nearly constant, because EA
abs

is far outside of this energy range (but still close enough to induce Fe Kα radiation sufficient
for realistic experiments).

The portions of an incident x-ray wave scattered by atoms constitute the object waves
in this inverse form of x-ray fluorescence holography, and they interfere with the unscattered
portion of the incident reference-wave to give rise to an interference field at atom A inside
the crystal. Since E > EA

abs (7112 eV), the total strength of the wave field at the atomic
positions of element A can be measured by integrating fluorescent x-rays from A over a large
solid angle. Thus, an x-ray hologram with the central atom A can be obtained at each energy
by recording the intensity I (k, θ, φ) of fluorescent x-rays as a function of the x-ray incident
direction and then normalizing I by the smooth background intensity I0, numerically derived
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Figure 6. X-ray scattering factors in the forward direction for Fe (dotted lines) and Ni (solid
curves) atoms as a function of x-ray energy around theK edge of Ni. The real and imaginary parts
are denoted as f1 and f2, respectively, and the real parts are shifted down by the atomic numbers.
Three energies used for the MEXH and RXFH simulations,E1,E2 andE3, are indicated by vertical
solid lines and correspond to 8235 eV (k = 4.17 Å−1), 8334 eV (k = 4.22 Å−1) and 8433 eV
(k = 4.27 Å−1), respectively.

from I , as χ (k, θ, φ) = (I − I0) /I0. The contribution to the recorded holograms from atoms
of type A can be largely cancelled out by taking the difference of two holograms at energies
close to EB

abs, while such a differential hologram will receive relatively strong contributions
from atoms B resulting from the rapid change in f B.

To more quantitatively develop the holographic transform appropriate for RXFH, the
mathematical expression for the differential x-ray hologram in MEXH [17] is discussed next.
For simplicity, we consider the normalized hologram χ for a scatterer–absorber pair, which is
equivalent to equation (4) but in slightly different form:

χ (k) = f
(
k, θk

R

)
R

exp [ikR − ik · R] + c.c. (6)

where R is the scatterer position, and θk
R is the scattering angle between k and R. The

difference between two holograms at k± = k± δk/2 is given in a form similar to equation (6)
but using an effective scattering factor, just as that discussed for DPH above [16, 27]:

δχ (k) = f eff
(
k, θk

R

)
R

exp [ikR − ik · R] + c.c. (7)

and with a more accurate form for the effective scattering factor due to the possibility now of
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a non-negligible change in f in crossing a resonance:

f eff
(
k, θk

R

) = δf exp

[
i
δk

2

(
R − k̂ · R

)]
+ 2if

(
k−, θk

R

)
sin

[
δk

2

(
R − k̂ · R

)]
. (8)

Equation (8) shows two contributions to δχ . The first is due to the change in the scattering
factor δf , which can appear even for the smallest δk if there is any abrupt change in f , as at
the absorption edge: this term is exploited in RXFH. The second contribution is significant
even when δf is nearly zero as long as δk is finite: as discussed earlier, it is used in DPH. In
fact, f eff = δf in the limit of δk → 0, so that δχ contains structural information about only
the resonant species, as measured relative to the central A atom.

In trying to do element-specific imaging via this approach, we first note that the form of
the x-ray-atom scattering factor is in general

f
(
k, θk

R

) = fAtom × fThomson = [f0
(
θk
R

)
+ f1 − if2] × fThomson(θ

k
ε ) (9)

where fAtom is the atomic scattering factor, fThomson is the polarization-dependent Thomson
scattering factor, θkε is the angle between the scattered x-ray and the light polarization (here
assumed linear), f0 is the tabulated atomic form factor, and f1 and f2 are the real (refractive)
and imaginary (absorptive) parts of the atomic scattering factor, respectively [42]. The terms
f1 and f2 are the only quantities which vary strongly with photon energy. One can thus try to
exploit the change in f1, the change in f2, or both. It is clear from figure 6 that the variations
are more gradual in the real part than in the imaginary part, with f1 showing a broad dip
near the resonance that sets in before the K absorption edge for Ni is actually reached, and
f2 showing an abrupt jump right at the edge. To use the variation in the real part, one could
use the relatively wide energy spacing shown in figure 6, and contrast holograms taken at one
or two off-resonance energies with a hologram taken at the resonance energy. This choice
appears to be better than trying to exploit the variation in the imaginary part. In this latter case,
two energies should be chosen just below and above EB

abs, so that δf A ≈ 0 and δf B ≈ −iδf B
2 ;

while this scheme works in principle, it is found that a very high, but still realistic, signal-to-
noise ratio would be required. Thus, although both approaches should probably work in future
experiments, we will here focus on using the change in the real part, which appears somewhat
easier to achieve in the laboratory.

In the three-energy case shown in figure 6, two differential holograms, δχ1 = χ2 −χ1 and
δχ2 = χ3 −χ2, are obtained from normal holograms at the three energies. The two differential
holograms are then summed for extra signal. However, since the change in the real part of the
scattering factor f B

1 has opposite signs on either side of EB
abs, the differences δχ1 and δχ2 also

tend to change signs and would largely cancel out in the sum. Therefore we include a sign
σ(k − kB

abs) to compensate for this:

U (r) =
∫
k2 dk σ

(
k − kB

abs

) ∫
δχ (k) exp [ik · r] d2k̂ (10)

where σ
(
k − kB

abs

) = +1 for k > kB
abs and σ

(
k − kB

abs

) = −1 for k < kB
abs; here the first

integral generalizes the summation to more energies, if desired. In this case, the changes δf B
2

in the imaginary parts above and below the edge are nearly equal (since E2 is centred on the
edge) so that their contributions nearly cancel out in equation (10). The overall resonant effect
is mostly due to the change in the real part δf B

1 . Furthermore, that difference is comparable in
magnitude to the normal atomic scattering factors of light elements such as C, N and O, with
the last having recently been imaged by MEXH [38, 39]. By comparison, the contributions
from atoms A are greatly reduced; thus, we have reason to believe that such an element-specific
contrasted image should be achievable experimentally. It is also easy to show that if either f
or f eff is real, the real part of U has a negative peak at the atomic position [42]. Therefore, we
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Figure 7. Comparison of multiple-energy x-ray holography (MEXH) and resonant x-ray
fluorescence holography (RXFH) based on single-scattering simulations for the FeNi3 crystal.
(a) Crystal model of FeNi3 corresponding to the reconstructed images in (b) and (c) and including
eight unit cells with the lattice constant of 3.55 Å. The Fe and Ni atoms observed in (b) (marked
as Fe1, Fe2 and Ni1) are shown as thin and thick gray circles, respectively, while the Fe atoms not
observed in (b) are shown as open circles. (b) Three dimensional reconstructed image from MEXH
sliced along six {001} planes. (c) Corresponding image from RXFH. The fluorescing Fe atom is
located at the centre of the cubes in (b) and (c). (d) Enlarged reconstructed image from MEXH in
the (001) plane. (e) Corresponding enlarged image from RXFH. The true atomic positions of Fe
and Ni atoms are shown as circles and squares, respectively, with some key atoms labelled.

have used the negative real part ofU = −Re [U ] for presenting the reconstructed images in the
following, further showing only those parts of this image function that are positive to conform to
theoretical expectations: thus, if Re [U] > 0, image U = 0, and if Re [U] < 0,U = −Re [U].

To quantitatively demonstrate RXFH, x-ray holograms were simulated for the FeNi3 model
crystal, which has the fcc structure with Fe atoms at all corners of the cubic unit cell (see
figure 7(a)). The simulations use a single-scattering cluster model that is suitable for this
application [28]. The spherical cluster has a radius of 30 Å, which includes a fluorescing Fe
atom at the centre and approximately 10 000 scatterers. The lattice constant is that for the
ordered phase of FeNi3 (3.55 Å). The non-resonant scattering factors f0

(
θk
R

)
were calculated

from the standard tables [43]. The anomalous dispersion corrections for Ni were calculated
from the experimental absorption coefficient of Ni [44] by using the computer code developed
by Newville and Cross [45], while the slowly varying values for Fe were taken from another
database [35]. A hologram at each of the three energies shown in figure 6 was calculated over
the full solid angle of 4π steradians with a step width of 3◦ for both polar and azimuthal scans.
Although it is usually impossible to measure a hologram over the full solid angle, in many
cases, a measured hologram can be extended over the full solid angle by using the symmetry
of the crystal (e.g. inversion symmetry, as is the case for FeNi3), thereby improving the image
resolution along the vertical direction. The image resolution and the maximum radius within
which the image is reliable for this k-space sampling are expected to be approximately 0.7 and
18 Å, respectively [28].

Three-dimensional atomic images have been reconstructed from the theoretical holograms
by both the original MEXH algorithm and the RXFH algorithm based on equation (10), and
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are shown in figures 7(b) and (c), respectively. The MEXH image in figure 7(b) yields five Fe
peaks and four Ni peaks at the respective sites of these atoms on each crystal plane. The atomic
peaks for Fe denoted as Fe2 in the figure appear to be split into two parts. Such peak splitting is
often observed in single-energy holography, and since we have used only three energies here,
this could explain this type of image aberration. Nonetheless, all the atomic peaks observed
are fairly well resolved, and their positions are close to the true positions, but of course without
clear distinction between Fe and Ni. On the other hand, in figure 7(c), using the contrasting
mechanism of RXFH, the atomic peaks for Fe are almost completely suppressed, while the
peaks for Ni are clearly visible. In figures 7(d) and (e), a more detailed comparison between
MEXH and RXFH is presented. This shows that RXFH can very effectively discriminate
between two species with close atomic numbers and reveals the chemical order around the
fluorescing atom. The maximum image intensity for Ni in RXFH is approximately 18% of
that in MEXH. This confirms the previous argument, based on the dispersion curve of f1,
that the experimental challenge associated with RXFH can be comparable to that in MEXH
for light elements such as C, N and O, and that RXFH should thus be feasible with current
third-generation synchrotron radiation capabilities.

Thus, the RXFH scheme has been demonstrated theoretically and awaits demonstration
experimentally. To enhance the resonant effects and suppress the contributions from non-
resonant species, the choice of incident x-ray energies is extremely important. From the
experimental point of view, the signal-to-noise ratio of the hologram is the most important
factor. The accuracy in tuning x-ray energies is also critical. Our simulations show that
RXFH should be successful in selectively imaging a single species of atom in a compound.
Therefore, not only the atomic arrangement but also the chemical order around each atom can
be determined by comparing the reconstructed images via MEXH and RXFH. This technique
should be particularly useful for studying such issues as the structural environment of dopant
atoms in compound semiconductors and complex oxides, and the order–disorder transition of
alloys; and it may ultimately find use in studies of active sites in biological molecules.
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Abstract
The nanometre-scale materials and devices that are under ever more intense
study at present often depend for their unique properties on buried interfaces
between two phases. Yet the number of experimental techniques that can
specifically probe such interfaces, particularly with magnetic sensitivity,
is limited. We here report a novel type of non-destructive method for
spectroscopically studying buried nanometre-scale interfaces and other
nanostructures with soft x-ray standing waves. Strong standing waves with
a period of 4.0 nm and approximately 3:1 contrast ratios are created via Bragg
reflection from a synthetic multilayer of form [B4C/W]40. By growing a wedge-
shaped Fe/Cr bilayer on top of this multilayer, the mechanical translation of
the bilayer exposed to a fixed and finely focused synchrotron radiation beam
is converted into a translation of the standing wave through the interface.
Analysing various core photoelectron intensities as a function of angle and beam
position permits derivation of layer thicknesses and interface mixing/roughness
scales. Magnetic circular dichroism in photoemission from the 2p and 3p levels
of Fe and Cr further permits derivation of the positions and widths of regions
with decreased (increased) ferromagnetic alignment for Fe (Cr), showing that
normally antiferromagnetic Cr becomes ferromagnetic just below the centre
of the interface but with antiparallel alignment with respect to Fe, and that
the equal-concentration region in the centre of the interface strongly inhibits
magnetic alignment for both species along the direction of net magnetizations
that is probed. The magnetically altered regions in both metals are only 1–2
atomic layers in thickness. 3s spectra from Fe and Cr further indicate that the
local spin moments on both atoms do not change on crossing the interface. This
standing-wave-plus-wedge method should have a range of applications for the
characterization of nanostructures and their interfaces.

(Some figures in this article are in colour only in the electronic version)
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Many current technological devices consist of layered or sandwich structures, the thickness of
whose composite layers is either already in the nanometre (10 Å) range or in the process
of shrinking into the nanometre range. These devices include transistors in integrated
circuits, solid-state lasers and magnetic elements for storing information and for reading
it out. Such interfaces may exhibit intermixing of the components on either side and/or
roughness, as well as altered chemical states or states of magnetic order, and their exact
nature can affect ultimate properties such as electrical conductivity or magnetic stability in
a profound way. As one example of such nanostructures in magnetism, the phenomenon
of giant magnetoresistance (GMR) is based on the change in resistance in a sandwich
structure consisting of alternating non-magnetic and magnetic layers upon being exposed
to an external magnetic field [1, 2]. GMR is today used routinely in the read heads for
highest-density information storage, where it is usually combined with another interface-
driven effect, exchange biasing [3]. Magnetic tunnel junctions have similar properties and are
promising for magnetic random access memory and terabyte-scale hard disk storage device
applications [4]. Since interfaces are believed to play a pivotal role in the behaviour of all
of these effects, extensive theoretical and experimental work has been carried out in order
to unveil the physical and chemical nature of them [1–4]; nonetheless, many fundamental
questions remain. Numerous other examples of important interfaces are found, for example in
semiconductor science and technology. Beyond this are also various nanometre-scale tubes,
wires and clusters which can have buried or hidden interfaces where they make contact with
some kind of supporting substrate or with themselves.

It is thus of interest to develop new, non-destructive, element-specific, spectroscopic tools
for studying the buried interfaces in such nanostructures. Some of the questions to answer with
such a probe are: What are the positions and thicknesses of the compositional intermixing or
magnetic transition layers across the interface? What is the roughness of the interface, both
chemical and magnetic? What are the chemical and magnetic states of the various atoms
involved as a function of position perpendicular to the interface? How does the valence
electronic structure and density of electronic states vary across the interface? How does both
the short-range and long-range magnetic order depend on position relative to the interface?

Some of these questions can be answered at least partially using currently available
methods, and we briefly mention a few of these. One powerful method is scanning transmission
electron microscopy (STEM) with electron energy loss spectroscopy (EELS) [5], but this
technique requires specialized sample slicing and thinning and thus cannot be considered non-
destructive, and in its most sophisticated element-specific form with EELS still cannot provide
both element specificity and magnetic sensitivity at the sub-nanometre scale. Hard x-rays in the
5–10 keV range can be reflected from buried interfaces and planar multilayer nanostructures
so as to set up standing waves that may permit depth-dependent composition, structure and, via
variable light polarization or magnetization direction, also magnetism near buried interfaces to
be derived [6,7]. But these hard x-ray measurements are limited as to both energy resolution and
spectroscopic characterization, and also may due to their shorter wavelengths (∼1–2 Å) exhibit
interference structures from atomic lattice planes that can be much smaller than the nanometre
scale it is desired to probe. Another method uses total reflection of soft x-rays in the 0.5–1.5 keV
range from a buried interface by tuning the photon energy to a core-level absorption edge [8],
and this can determine both chemical and magnetic roughness by working with both right
and left circularly polarized radiation (RCP and LCP, respectively) and/or flipping the sample
magnetization �M between two orientations 1 and 2 and measuring a magnetic asymmetry in
diffuse reflectivity as �RMCD ∝ RRCP − RLCP or ∝RM1 − RM2. However, this method
does not permit detailed spectroscopic studies (e.g. via photoelectron emission) of the buried
interface. Finally, soft x-ray spectromicroscopy using secondary electrons as the detecting
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medium can achieve some sensitivity to buried interfaces, provided that there are sufficient
chemical fingerprints in the x-ray absorption signal to deconvolve the interface contributions
to images [9]. However, any method using lower-energy electrons to study buried interfaces
is inherently limited by the short inelastic attenuation lengths in the 1–5 nm range, which
strongly attenuate the signals.

We here focus on a novel approach making use of photoelectrons (or in future applications
also fluorescent soft x-rays) excited by strong soft x-ray standing waves that are set up in
Bragg reflection from a synthetic multilayer structure of a few nanometres in periodicity. This
multilayer is in turn used as the substrate and sample preparation surface in the experiment.
Soft x-rays in the 0.5–1.5 keV range have much higher cross sections for exciting outer-shell
photoelectrons or fluorescent x-rays than harder x-rays, and these can in turn be analysed
with resolutions in the 1:103 or 1:104 range via suitable spectrometers. By either varying
the angle of incidence around the Bragg angle or varying the thickness of the sample on top
of the multilayer, the standing wave and the spectroscopy which it excites can effectively
be scanned through the interface, thus providing additional depth sensitivity and a method
for non-destructively probing chemical composition, chemical state, structure and magnetism
through a given interface. Some preliminary aspects of this soft x-ray standing wave approach
involving both photoelectron emission [10] and x-ray absorption [11] have been discussed
recently. In the present work, we add two key elements: a wedge-shaped (tapered) sample to
provide the most unambiguous method of probing the interface, and measurements including
magnetic circular dichroism (MCD) and spin-sensitive core-level spectroscopy.

Our basic approach is illustrated in figure 1(a) for the specific example of an Fe/Cr bilayer
grown on a B4C/W multilayer structure consisting of 40 bilayers of period d = 40.5 Å. A beam
of monochromatized soft x-ray synchrotron radiation at 825.0 eV (wavelength λx = 15.0 Å)
emitted from a high-brightness elliptically polarized undulator at the Advanced Light Source
in Berkeley is focused down to a spot of about 0.2 mm in diameter, and is incident on the
surface of an Fe/Cr bilayer consisting of a wedge-shaped Cr underlayer with thickness varying
from 118 Å at one end to 36 Å at the other end and an Fe overlayer with a constant thickness
of 16.0 Å. Strong Bragg reflection from the planes in the multilayer will occur when the x-ray
incidence angle θhν satisfies nλx ≈ 2d sin θhν , with n = 1, 2, 3, . . . the order of the reflection.
For the strongest reflection at n = 1, the resulting standing wave has a period equal to d (in
our case thus 40.5 Å = 4 nm) and it will extend many nanometres above the surface of the
multilayer.

We have chosen to study the Fe/Cr interface as a first demonstration case because of its
importance in GMR, since multilayers of these two materials exhibit one of the highest values
for magnetoresistance [1]. It is thus a prototype system for this effect, even though it is not used
in actual commercial devices, and its properties have been extensively studied [12–19]. The
Fe/Cr interface also is known from prior spectroscopy [12,13], scanning tunnelling microscopy
(STM) [14, 15], x-ray diffraction [15] and theoretical modelling [16–18] studies to involve a
variable degree of intermixing, depending on exactly how it is grown. It has also been shown
from MCD studies in x-ray absorption and photoelectron emission that Cr, which is normally
antiferromagnetic, becomes ferromagnetically ordered to some degree near the interface, but
anti-parallel to the Fe magnetization, and from this and other work that the Cr magnetic
moment may be significantly increased, at least near free surfaces as an overlayer [12,13,19].
Also, the degree of ferromagnetic order of Fe, or perhaps its local atomic magnetic moment,
is thought to be reduced near the interface [19]. However, much prior work has involved
very thin films [12, 13, 17, 19], starting with a single or partial monolayer of Cr and growing
upward from there; thus, it is still not clear as to what occurs at a truly buried interface.
Our goal here is to directly probe this interface with core-level photoelectron spectroscopy



L410 Letter to the Editor

16.0 Å

118.0 Å

10.8 Å
20.25 Å
20.25 Å

extH
Fe

Cr

B4C
W

B4C
W

Si-wafer

e-

MFe

MCr

C+O+B4C

y
x

z

σ̂
θhν≈ θBragg

hν
RCP/LCP

θe

Scanned sample

36.0 Å

   40
periods

|E|20

Strong soft
x-ray
standing
wave

40.50 Å
period =
standing
wave
period

∼1 cm

∼0.2 mm spot

Scanned standing wave

(a)

Figure 1. (a) Schematic diagram of our experimental geometry, including a wedge-shaped Fe/Cr
bilayer on top of a synthetic multilayer standing wave generator. Note the Cartesian axes, with
magnetization along y and the sample scanned along x. (b) Core-level photoemission intensity
ratios I (Cr 3p)/I (Fe 3p) as a function of x-ray incidence angle θhν and Cr wedge thickness dCr
(lines and symbols), together with best-fit calculations (solid curves). (c) The calculated depth-
dependent electric field strength |E|2 as a function of dCr, together with interdiffusion widths at
various interfaces (2σ ) as derived in this study. The σ for the interface between B4C and W was
determined from hard x-ray reflectometry, while the others were obtained from our analysis of soft
x-ray standing-wave photoemission data (see text). Positions B and C are special in that the crest
(B) and trough (C) of the standing wave are situated on the Fe–Cr interface, respectively.

as excited by a standing wave, and to make use of both Fe and Cr core spectra, as well as
MCD in them, to more quantitatively study the interface compositional mixing/roughness, the
individual magnetic moments on both Fe and Cr through the interface and the type and spatial
distribution of magnetic order in both constituents through the interface.

Prior to evaporation of Cr and Fe, the structural parameters and reflectivities of the
[B4C/W]40 standing-wave generator (SWG) have been measured via standard hard x-ray
reflectometry at 8.05 keV, with a theoretical analysis of these data yielding the period d

of 40.5 Å and a Gaussian interface interdiffusion length between the two components of
σ B4C/W = 4.1 Å. The top surface of the multilayer (which was air exposed before being
inserted into ultrahigh vacuum for Cr and Fe deposition) was also characterized by both STM
and atomic force microscopy (AFM), and found to be very smooth, with an average roughness
of about 3.0 Å and a root-mean-square (RMS) roughness of about 5 Å.

Cr and Fe layers were then deposited on this top surface from Knudsen-type evaporation
cells, at ambient pressures of 1–2 × 10−10 Torr; scanning the sample in the x-direction
during growth produced the desired Cr wedge. All bilayer preparation and measurement
was done in the advanced photoelectron spectrometer/diffractomer [20] situated on undulator
beamline 4.0.2 at the Berkeley Advanced Light Source [21], with the beamline providing
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Figure 1. (Continued.)

high-brightness variable-polarization radiation in the soft x-ray range. The Cr/Fe overlayers
were polycrystalline or amorphous, as verified by the lack of structure in core photoelectron
diffraction patterns. The pressures during subsequent spectroscopic measurements were in the
1 × 10−10 range, with little contamination buildup on the top surface as judged by C 1s and O
1s photoelectron spectra (<2 atomic layers in 24 h). The Fe layer was initially magnetized in
plane along the y direction (cf figure 1(a)) by subjecting it to an external field of about 500 Oe.
The radiation polarization could be varied from linear polarized (LP) to right circular polarized
(RCP) or left circular polarized (LCP) via the undulator involved [21].

As a first measurement procedure, scanning the x-ray incidence angle around the expected
first-order Bragg angle for the bare multilayer or multilayer + wedge, thus tracing out its
‘rocking curve’, and comparing the resulting angular-dependent core-level photoelectron
intensities from each constituent (Fe 2p and 3p, Cr 2p and 3p, B 1s, C 1s and W 4f) with
theoretical calculations based on classical x-ray optics [10] permits determination of the Bragg
angle with high accuracy. For the particular sample studied here, it is 11.05◦ ± 0.10◦, in
excellent agreement with theoretical calculations, and very close to the 10.70◦ calculated
from the simple formula above. The discrepancy of 0.35◦ is due to refraction and phase
shifts in the waves reflected and refracted at each of the interfaces involved, as a result of the
small deviations from unity of the complex optical constants (ni) in each layer [22]. For the
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measurements discussed here, the photon incidence angle and energy were fixed at 11.05◦

and 825 eV, respectively, with this energy also being far away from any Fe, Cr, B, C, W or O
absorption edges.

For these conditions, we have also verified via measurements and theoretical simulations
not shown here that the Bragg angle and the phase of the standing wave with respect to the
top surface of the multilayer are negligibly altered by the presence of the Fe/Cr bilayer, as
judged relative to a native multilayer with no overlayer on top of it [23]. Thus, as our primary
measurement procedure, simply moving the sample back and forth along the axis of the slope
of the wedge (the x axis in figure 1(a)) will scan the focused x-ray beam along the wedge, but
with the net effect also of scanning the fixed-phase standing wave through the buried Fe/Cr
interface. In this mode, the number of unknown parameters in the analysis of the data is
reduced considerably, as compared, for example, with the significant changes in the standing
wave if the rocking curve is instead scanned [11].

As a final characterization step after actual spectroscopic measurements, high-resolution
transmission electron microscopy (HRTEM) at a resolution of about 1.6 Å was carried out at
the National Center for Electron Microscopy on sections of multilayer with an Fe/Cr bilayer
grown on top, with this revealing very smooth interfaces having intermixing and/or roughness
over <5–8 Å.

The theoretical calculations used in analysing our photoemission data make use of a
specially written computer program [23] which includes single and multiple x-ray reflections
at the top surface and all buried interfaces, parametrized compositional intermixing at
the interfaces of linear form, several improvements over prior programs for doing such
calculations [24] and all information relevant to quantitatively calculating the depth-dependent
emission of photoelectrons from the structure (e.g. differential photoelectron cross sections [25]
and inelastic electron attenuation lengths [26]) once the depth-dependent exciting electric field
strength squared ( �E(z)∗ · �E(z) = | �E(z)|2) is determined via x-ray optics.

As one example of the results obtained, we have analysed the core-level photoemission
intensity ratio I(Cr 3p)/I(Fe 3p) as a function of both x-ray incidence angle θhν (a rocking curve)



Letter to the Editor L413

and Cr thickness dCr so as to derive both the layer thicknesses shown in figure 1(a) and an rms
interdiffusion length above the wedge sample of σ Fe/Cr = 3.4 Å. We have assumed here a linear
variation of composition of both species. Measured values for this photoelectron intensity ratio
are shown in figure 1(b), and they are in excellent agreement with theory, finally permitting us
to determine both the Fe and Cr layer thicknesses (cf figure 1(a)) and the intermixing distances
with accuracies of about ±2.0 Å. Further analysing other core intensities yields a σ Cr/C+O+B4C

of 3.8 Å between Cr and a surface-reacted C + O + B4C layer of about 10 Å thickness on top
of the multilayer, and σ C+O+B4C/B4C of 3.1 Å between this reacted layer and the first B4C layer
in the multilayer. The first B4C layer thus expands by about 50% on air exposure, a result
that we have independently confirmed by STEM images (not shown here) [23]. Very accurate
layer thickness and interface mixing measurements are thus possible with the standing-wave
photoemission technique, and the thicknesses and degrees of interface mixing are shown in
figure 1(c). The final calculated standing-wave strengths | �E(z)|2 in this particular multilayer
+ bilayer are also shown in figure 1(c), and they exhibit a very strong modulation from the
maximum to only about one-third of this value for our experimental incidence angle, with
this modulation decreasing somewhat as the Cr layer becomes thicker, but the standing-wave
phase remaining constant. This modulation thus permits selective probing of the interface by
scanning the x-ray spot over the wedge-shaped bilayer. As noted above, the standing wave is
also primarily a property of the multilayer, as verified by both experiment and calculation, and
is negligibly influenced by the growth of the bilayer on top of it, as long as the photon energy
is chosen well away from any core-level absorption resonances in the bilayer or multilayer
constituents. In figure 1(c), we note that the maximum of the electric field intensity lies at the
interface between Fe and Cr for beam position B (dCr = 62 Å) while the minimum of the field
lies at the interface for position C (dCr = 82 Å). The 20 Å thickness difference between the
two positions represents half of the period of the SWG of 40.5 Å.

We now turn to other spectroscopic measurements via the scanning of the standing wave
through the interface, and in figure 2(a), we first show MCD data based on spin–orbit-split
Fe 2p1/2,3/2 and Cr 2p1/2,3/2 photoelectron spectra, with IMCD = IRCP − ILCP , and a minimal
normalization correction of only a few per cent being needed to bring the left and right
background points of IRCP and ILCP to equality. The x positions of the sample were here
chosen to have the maximum (position B) and minimum (position C) of the standing wave
centred on the interface. Both Fe and Cr show reproducible MCD signals, although that for Fe
is much larger, by a factor of about five. The 2p1/2 and 2p3/2 MCD signals for both elements
are also reversed in sign, being roughly mirror images of one another; this is a well known
result for such ferromagnetic metals [27] and confirms the accuracy of our measurements.
Note also that the signs of the two signals are reversed, with for example the Fe 2p3/2MCD
going negative, then positive, as binding energy decreases, and the Cr MCD 2p3/2 MCD going
positive, then negative. Because the MCD measurement has an external spin reference, via
the polarization in the incoming x-ray beam, which is very close to parallel (anti-parallel) with
the Fe layer magnetization direction for RCP(LCP) radiation, we can thus conclude that Cr
shows weak ferromagnetism along the y-direction near the interface, but that the orientation
of its magnetization is opposite to that of Fe, a result consistent with prior studies [12, 13].
From these measurements alone, we do not derive any information on other components of
the magnetization in the two directions x and z perpendicular to the primary Fe magnetization
direction, but with modification of the experimental geometry, scanning in both x and y, and
the addition of magnetic linear dichroism (MLD) measurements [23,28], it should be possible
in future experiments to determine the x-, and perhaps also the z-magnetization.

Further confirmation of these MCD results is also found in analogous MCD data for Fe 3p
and Cr 3p emission (not shown here) [23]. From both the 2p and 3p MCD data, it can also
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Figure 2. (a) 2p spectra for Fe and Cr for both RCP and LCP excitation, respectively, together with
their difference curves (MCD) for the two special x-positions B and C. (b) 3s spectra for Fe and Cr at
the same two x-positions. (c) Fe and Cr 2p and 3p MCD results as a function of dCr (or equivalently
of the position of the standing wave with respect to the interface). The experimental data (lines
and symbols) are compared with theoretical simulations for the best-fit set of parameters z and σ ,
as defined in part (d) (solid curves). Vertical black lines represent estimated errors in the MCD
measurements. The other curves shown represent some choices at the outside of our estimated error
range in determining these parameters. (d) Top panel: model for the variation of composition and
y-component of net magnetic moment (magnetization) around the Fe–Cr interface. In the lower
panels I and II, the electric field strengths (black solid curve) and distribution of the y-component
of ferromagnetic order (blue solid curve: Fe, red solid curve: Cr) are shown as a function of depth
from the surface. The single-hatched regions represent Fe (yellow) and Cr (blue) layers while the
double-hatched indicate the intermixed region of Fe and Cr. In panels III and IV, the photoelectron
intensities from depth z for Fe 2p (blue curves) and Cr 2p (red curves) are shown, and in panels V
and VI, the contribution to MCD intensity from depth z due to the ferromagnetic distributions for
Fe 2p (blue curves) and Cr 2p (red curves) is plotted. The Cr intensities are amplified for enhanced
visibility (compare the left and right ordinates).
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Figure 2. (Continued.)

be clearly seen that the Fe MCD strength in position B is considerably larger than that in
position C, while the Cr MCD shows reverse behaviour. This indicates that any long-range (or
even short-range) ferromagnetic order shows a strong dependence on depth near the interface,
and that the alterations in the y-component magnetizations of Fe and Cr have very different
z-dependence.

We now ask via another spectroscopic fingerprint whether these increases (for Cr) or
decreases (for Fe) in the MCD signal in crossing from the Fe to the Cr side of the interface
can be associated with a reduction in the local atomic spin moment, which is the dominant
contributor to the overall magnetic moment on each atom. In figure 2(b), we show a set of Fe 3s
and Cr 3s photoelectron spectra obtained with RCP excitation for the key sample x-positions
B and C in figure 1(c). Such 3s spectra should not show MCD, as spin–orbit splitting is not
present, but are known to provide a qualitative measure of the local atomic spin moment, with
the doublet spacing being proportional to this moment and caused by the 3s core–valence
exchange interaction [29]. It can be seen that the splitting (∼4.5 eV for Fe and ∼3.5 eV for
Cr) and overall shape of these two spectra are essentially identical, irrespective of position.
Other spectra at much finer steps in position confirm this lack of sensitivity to position [23].
The fact that the curves at different positions do not show any systematic differences from one
position to another thus immediately indicates that the local spin moments of both Fe and Cr are
essentially unchanged on passing into the interface. In particular, the Fe spin moment does not
decrease due to its intermixing with Cr, nor does the Cr moment increase due to its proximity to
ferromagnetic Fe, although both of these effects have been suggested previously based on thin-
film deposition experiments [12,13,19]. Finally, we note that this kind of core measurement has
an implicit internal spin reference [30], and so provides no information on the exact orientation
of these moments in the laboratory reference frame, but simply indicates that the magnitude
of the spin moment does not change through the interface. Adding an external spin detector
to the measurement in future studies would yield information on the moment orientation.
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Figure 2. (Continued.)

Turning back to the externally-referenced MCD data, we show in figure 2(c) the
experimental variation of the integrated MCD signals for Fe 2p and 3p and Cr 2p and 3p (with
a sign change for Cr to permit comparison of relative magnitudes more clearly) as a function
of Cr thickness (or equivalently the position of the standing wave relative to the interface).
Within estimated experimental errors as shown by the black vertical lines in the figure, there is
excellent agreement between the 2p and 3p MCD data for both elements. The positions A, B, C
and D of the standing wave (cf figure 1(c)) are also indicated. It is clear from the experimental
results that Fe and Cr exhibit very different behaviour across the interface, with Cr showing a
maximum in its (negative) dichroism where Fe shows a minimum, and vice versa. Since we
know from figure 2(b) that the local atomic spin moments do not change appreciably across



Letter to the Editor L417

the interface, we can conclude thus far that Cr becomes slightly ferromagnetically ordered on
approaching the interface (thus increasing its MCD signal), while the net iron magnetization
as seen by MCD is reduced along the reference y direction. This reduction could be due to
a random moment alignment, an antiferromagnetic alignment or the existence of a so-called
‘spin-flop’ transition across the interface in which the Fe moments are aligned along directions
to which we are not in this experiment sensitive [31]. Any one of these effects would reduce
the present Fe MCD signal.

As a final step in quantifying these results, we now use the measured variation of the Fe
and Cr MCD signals with standing-wave position to estimate the positions and thicknesses
of the regions over which the Fe shows reduced, and the Cr increased, magnetization. This
analysis requires only predicting the shapes of the two dichroism curves as a function of depth,
rather than their absolute magnitudes. The MCD strengths have been calculated by assuming
Gaussian regions of decreased (increased) ferromagnetism for Fe(Cr) near the interface, with
the position of the Gaussians (zMagn

Fe and z
Magn

Cr , respectively) and their widths (σMagn

Fe and
σ

Magn

Cr , respectively) being adjustable parameters (cf the top panel of figure 2(d)). Thus, the
magnetization of Fe is assumed to have some saturated value well away from the interface
and to reduce to zero at least by the point at which its concentration goes to zero, and the
Cr is assumed to have zero magnetization except for a Gaussian region somewhere near the
interface. The previously measured compositional variation (cf discussion of figure 1(b)) at
the interface is thus also included in the calculations. The composition of each constituent
and the precise form of the standing wave as calculated via x-ray optics are used as combined
weighting factors at each depth for calculating the dichroism signal. We have tried to fit our
MCD data with a variety of magnetization configurations for both Fe and Cr, especially around
the interface at the middle of which the composition of Fe0.50Cr0.50 occurs. The quality of
these fits has been assessed both visually and by calculating a reliability factor (R-factor) as
R = ∑

j |IMCD
expt,j − IMCD

calc,j |2/ ∑
j [IMCD

expt,j ]2. From this analysis, it is found out that our results
cannot be reproduced unless the net y magnetization for both Fe and Cr at the 50:50 intermixing
region is essentially zero. This is at least consistent with recent results from element-specific
MCD in x-ray absorption for a series of Fe–Cr alloys [32], which indicate that neither Fe nor
Cr shows any net magnetization in an Fe0.50Cr0.50 alloy. The final most self-consistent and
reasonable analysis of both the ratio curves for Fe 3p and Cr 3p (cf figure 1(c)) and the MCD
data of figure 2(c) leads to the values of σintermix = 3.4 Å, z

Magn

Fe = 12.5 Å, σ
Magn

Fe = 2.8 Å
and z

Magn

Cr = 21.1, σMagn

Cr = 2.0 Å and to calculated final forms for the MCD curves as shown
by the smooth curves in figure 2(c) (thick black solid curves). There is very good agreement
between experiment and theory, if allowance is made for the estimated uncertainty in each
MCD value quoted above.

In order to more quantitatively see how sensitive these fits are to these parameters, a few
different choices are also illustrated in figure 2(c), in which either the z position or the σ value
is changed from the best fit values: z

Magn

Fe = 16.5 Å, σ
Magn

Fe = 2.8 Å and z
Magn

Cr = 25.1 Å,
σ

Magn

Cr = 2.0 Å (green lines); z
Magn

Fe = 8.5 Å, σ
Magn

Fe = 2.8 Å and z
Magn

Cr = 17.1 Å,
σ

Magn

Cr = 2.0 Å (pink lines); and z
Magn

Fe = 12.5 Å, σ
Magn

Fe = 7.6 Å and z
Magn

Cr = 21.1 Å,
σ

Magn

Cr = 5.8 Å (orange lines). These fits show good sensitivity to intermixing width and the
forms of the ferromagnetic ordered regions, finally indicating that photoemission spectroscopy
via soft x-ray standing-wave excitation can probe buried interfaces with high resolutions in z

of the order of ∼2–3 Å (about one atomic layer) and in σ of ∼4–5 Å (about two atomic layers).
Our final conclusions concerning the variations of both the concentration and

magnetization as projected along the x-direction near this Fe–Cr interface are thus as
summarized in figure 2(d), where we show not only composition and magnetization, but also
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the calculated field strengths and depth-resolved contributions to intensity and MCD for the
two key positions B and C. Our results are in agreement with prior work in that MCD effects
are reduced in Fe–Cr alloys [32] and that the Cr layers nearest to Fe show some ferromagnetic
alignment, but in an antiferromagnetic sense with respect to Fe [12,13]. However, we can also
rule out certain other models and conclusions such as a significant change of the local magnetic
moments on either Fe or Cr on passing through the interface. Instead spin-flops or frustrated
exchange interactions leading to out-of-plane orientations might explain our results because the
MCD measurements pick up the majority of magnetic moments aligned with photon helicity
orientation only. It is also remarkable from our analysis that the regions over which Fe or Cr
show altered magnetic behaviour along the x-direction are only about two atomic layers in
thickness. Although the picture of this interface that emerges is simple in some respects and
complex in others, we believe that future modelling of it must take account of these effects.
The standing-wave-plus-wedge approach has permitted us to delve into its characteristics in a
much more quantitative way.

We have thus demonstrated that the use of synthetic multilayers as generators of
strong soft x-ray standing waves and as substrates on which various types of nanostructure
can be grown represents a promising method for studying buried interfaces. We have
used photoelectrons as the emitted particles, with total intensities, MCD and exchange-split
core binding energies providing depth-resolved information with a resolution in the few
ångstrom range for composition, net magnetization, and local spin moment at the Fe–Cr
interface, respectively. In the future, other experimental geometries, linear dichroism and
external spin detection should provide additional dimensions of magnetic sensitivity. Future
work could also involve chemical shifts in core binding energies (e.g. in tunnel-junctions [4]),
valence-band photoemission spectra (thus probing the bonding electrons and densities of
states directly), as well as the emission of soft x-ray photons of greater depth penetration
and additional symmetry selectivity via dipole selection rules. Due to the greater penetration
depths, looking at soft x-ray emission would have the additonal advantage over photoelectron
emission of yielding depth-resolved intensity profiles corresponding to those in panels III and
IV of figure 2(d) that would much more closely follow the field strengths shown in black in
panels I and II, and thus provide even greater buried interface sensitivity. This technique is
particularly simple in interpretation when the nanostructure can be grown in (or on top of)
a wedge-shaped geometry, thus permitting a fixed standing wave to be scanned through the
interface simply by moving a focused x-ray beam along the wedge. Although the multilayer
must have a high x-ray optical contrast to set up a strong standing wave (as e.g. the B4C/W
system studied here), various other combinations of materials should be possible6. Growing
the multilayer in situ under better controlled conditions (rather than ex situ with subsequent
transfer in air as in our experiments) should also permit achievement of better epitaxy and/or
structural control in the final structure to be studied. The structure to be studied also does not
have to be layered, but might consist of nanoscale ‘wires’ or ‘dots’, in which case the top, side
and bottom interfaces of these features could be selectively studied. Combining a multilayer
+ wedge sample geometry with a spectromicroscope [9] should also lead to enhanced depth
resolution with this type of experiment. One limitation of the method is that higher-temperature
preparation or annealing of the multilayer plus sample will be limited, as going to a sufficiently
high temperature will lead to interdiffusion in the multilayer, with resulting loss of reflection
efficiency and standing-wave strength. Nonetheless, various possible future applications of
this approach to the study of buried interfaces in nanostructures seem possible.

6 Center for X-Ray Optics, Lawrence Berkeley National Laboratory, summary of multilayer data for various systems
at http://www-cxro.lbl.gov/cgi-bin/mldata.pl.
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X.1 Introduction 
 
 Optical effects in photoemission are discussed from a theoretical point of view elsewhere 
in this Handbook (Chapter 16, Section 16.8), but we here focus on the special case of soft x-rays in 
the energy range of approximately 200 eV to 1,500 eV incident on surfaces or other nanostructures 
so as to excite photoelectrons or secondary decay processes such as x-ray emission or x-ray 
inelastic scattering.  The aim will be to consider ways in which these optical effects can be used at 
both non-resonant and resonant energies to more quantitatively probe surfaces, buried interfaces, 
and more complex nanoscale materials.  We will begin with a brief review of the history of such 
studies, and then turn to recent examples of experimental results and theoretical simulations. 
 The theoretical calculations presented here will be mostly at the level of macroscopic 
optics, fundamentally based on the Fresnel equations as applied via a complex dielectric constant.  
However, at another extreme in discussing resonant interactions, a much more general and fully 
quantum mechanical picture will be used, with this one being reduceable to the first one in the limit 
of weak light-atom interaction, as is generally the case for soft x rays, even at resonant energies. 
 We begin by considering non-resonant effects; that is, where the x-ray energy is not close 
to any sort of core-level absorption edge in any of the atoms present in the sample.  Then we 
consider resonant effects. 
 
X.2 Non-Resonant X-Ray Optical Effects in Photoemission 
 
X.2.1 Background and First Applications in the Total Reflection Geometry 
 
 The first discussions of x-ray optical effects on photoemission in the soft x-ray regime 
were by Henke [1].  In this seminal work, he pointed out that the penetration depths of x-rays in the 
1 keV range are reduced to a few tens of Å when the incidence angle is lowered into the total 
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reflection regime.  The complex index of refraction n can be written as n ε 1 δ iβ= = − + [2] ,with 
ε  equal to the dielectric constant and δ and β the small real and imaginary differences of n from 

unity, both assumed in the soft x-ray regime to be <<1 in magnitude.  In this description, the onset 
of significant reflectivity occurs at a critical incidence angle of θ  = c

inc 2δ .  Fig. 1 shows some of 
the results of this first study.  In Fig. 1(a), the penetration depth, which we shall take to be the 
exponential decay length perpendicular to the surface, is shown for three x-ray energies in the soft 
x-ray regime as the incidence angle goes into the total reflection regime.  It is clear that the 
penetration depths decrease to values comparable to, or even smaller than, the x-ray wavelength, 
and to typical photoelectron inelastic attenuation lengths, and this immediately suggests using total 
reflection geometries to enhance surface sensitivity in photoemission or other related 
spectroscopies excited by soft x-rays.  Jumping to the present time, we note that calculations of 
such depths for non-resonant energies can be conveniently carried out with the aid of online 
computer programs [3].  Henke went beyond this to note that the combined effects of reflection and 
refraction at the surface caused an enhancement of photoelectron intensity as one enters the total 
reflection regime, as shown in Fig. 1(b).  This enhancement could be quantitatively predicted from 
optical theory via the Fresnel equations and the experimental curve in fact used to determine the 
optical constants δ and β, as shown in Fig. 1(c). 

This work stimulated immediate interest in using such surface enhancements to 
characterize overlayers, and Fig. 2 summarizes some of these early results due to Mehta and Fadley 
[4,5].  In Fig. 2(a), the sensitivity of the surface enhancement to even the small changes in 
photoelectron inelastic attenuation length from one kinetic energy to another are illustrated via the 
measurement of peak intensity ratios in photoemission from Au as the total reflection regime is 
approached.  In Fig. 2(b), the ability to determine overlayer thicknesses is illustrated for an SiO2 
overlayer grown on a single-crystal Si substrate.  Oscillatory scanned-angle x-ray photoelectron 
diffraction (XPD) effects are also evident in these data, due to photoelectron scattering in the 
substrate. 

This work led sometime later to renewed interest in such effects as an adjunct in surface 
analytical studies, via work by Kawai and co-workers [6,7] and Chester and Jach [8,9].  In these 
studies, it was also pointed out that the concentration of x-ray flux near the surface for low 
incidence angles had the additional beneficial effect of significantly reducing the relative intensity 
of inelastically scattered electrons that underlies all photoelectron spectra.  That is, since 
photoelectrons are preferentially created in a near-surface region of thickness comparable to their 
inelastic mean free paths, they will have less chance to inelastically scatter before escaping the 
surface.  This effect is illustrated in Fig. 3 [10] for the case of a lightly oxidized Si surface.  The 
overall benefits of being able to work in a total reflection geometry in laboratory XPS experiments 
has by now led to the availability of a commercial instrument specifically built for this purpose 
[10].  But beyond this, the inherently collimated nature of soft x-ray beams from any synchrotron 
radiation source and the ease with which most sample manipulators can vary the incidence angle 
through simple polar angle rotation make this type of experiment of obvious utility in many surface 
and interface studies. 
  
X.2.2 Standing Wave Effects for Probing Buried Interfaces and Nanostructures 
 
 It is well known that, as soon as any significant reflectivity occurs at a solid surface, a 
standing wave will be set up as an interference between the incident plane wave and the outgoing 
reflected plane wave.  The fundamental process is illustrated in Fig. 4(a), together with some 
fundamental relationships between incidence angle (= reflected angle) and standing wave period.  
Such standing wave effects have been used for some time in the hard x-ray regime of about 10 keV 
for studying surface structures and overlayers [11,12,13].  Here, the standing wave formed by x-
rays with wavelength of about 1 Å via Bragg reflection from various low-index planes can be 



varied in position by rocking the incidence angle around the Bragg angle, thus yielding atomic 
positions with sub-Å accuracy [11,12], or by going into total reflection, a simple standing wave of 
the type indicated in Fig. 4(a), but of longer wavelength due to the small incidence angle may be 
established and used to determine distances above a surface [13]. 

We will here consider similar experiments with soft x-rays of approximately 10-60 Å (1-6 
nm) in wavelength, as this is the range most relevant to exciting typical photoemission or soft x-ray 
emission/inelastic scattering spectra.  In this case, the use of grazing angles below the critical angle 
is always possible, but the standing wave in this case will have a very long wavelength, since from 
Figs. 1(a) and 4(a) the relationship  yields a standing wave period of roughly 3-10 
times the x-ray wavelength, too large to probe on the nanometer scale that is most attractive.  It has 
thus been  proposed to use a synthetic multilayer mirror of suitable period to Bragg reflect soft x-
rays so as to generate a strong standing wave with λSW  of a few nanometers, and then to utilize the 
standing wave profile above the surface in both photoemission [14,15,16,17] and x-ray absorption 
spectroscopy [18].  This type of reflection is illustrated in Fig. 4(b), from which it is clear that the 
standing wave period in first-order Bragg reflection is simply the periodicity of the multilayer dML.  
Present synthetic methods permit making such mirrors with periods down to about 3 nm, and with 
top-surface rms roughnesses of only 0.5 nm.  Thus, they can be used as substrates of reasonably 
high quality on which to grow various types of samples for study.  The multilayer mirror is in this 
context simply used as a standing wave generator (SWG). 

SW x incλ  =λ /2sinΘ

Note also from Fig. 4(b) that, in the region of space above the surface in which the incident 
and reflected waves overlap and interfere to form the standing wave, the modulation strength of the 
standing wave goes roughly as the square root of the x-ray reflectivity Rx.  Adding the incident and 
reflected waves in a more accurate mathematical way in fact shows that the maximum amplitude of 
the modulations in the standing wave should be x2 R± , or a full normalized modulation around a 
unit incident intensity of x4 .  Thus, even a reflectivity of 5% can give a standing-wave 
modulation of something like 40%, provided the phase shift between incident and scattered waves 
is not too large (as is in fact found in realistic numerical calculations [19]).  With the correct choice 
of materials, in particular one of lower electron density and x-ray scattering power (e.g. B4C) and 
the other of higher density (e.g. W), 1st order Bragg reflection can thus yield x-ray reflectivities Rx 
of 5-30% corresponding to standing wave modulation strengths of roughly 40-100% as measured 
relative to the incident wave, through the reasoning mentioned above. 

R

Before considering some first experimental results of this type in photoemission, we briefly 
introduce the theoretical modeling of such non-resonant x-ray optical processes, as included in a 
computer program written by Yang [19].  The various ingredients necessary are illustrated in Fig. 
5, here shown for a general multilayer system.  Each layer is described by some index of refraction 
ni.  Interfaces can have graded dielectric properties, with single and multiple reflection and 
refractive transmission at each interface gradation being included.  Once the optical calculation is 
taken to convergence, the squared strength of the electric field appropriate to the excitation of 
photoemission is calculated at each depth z.  |E(z)|2 is then used to modulate the appropriate 
product of atomic density and photoelectric subshell cross section and inelastic attenuation factor 
on passing to the surface, with the end result being both the distribution of photoelectron intensity 
as a function of depth, and the total intensity as well by integration over depth.  Refraction of the 
photoelectrons on crossing the barrier of the inner potential is also included.  The same program 
can also be used to calculate soft x-ray emission intensities as a function of depth, with the only 
difference being the final inclusion of a different attenuation length due to absorption. 

Some results from these calculations for a B4C/W multilayer [19] are shown in Fig. 6.  
Note the strong standing wave modulation for incidence at the Bragg angle, and the change in the 
depth distributions of C 1s and W 4f photoelectron intensities on going from the situation with no 
standing wave at the right to the Bragg condition at left.  The C 1s emission has its maximum in the 
center of the first B4C layer with the standing wave, whereas it is a maximum at the surface without 



the standing wave.  The W 4f distribution shows the opposite effect, being compressed nearer the 
B4C/W interface with the standing wave.  These results thus qualitatively indicate the kind of depth 
distribution modification that can be affected by using a soft x-ray standing wave for excitation. 

As a recent first example of the application of this approach, we consider a study by Yang 
et al. [16] and by Mun [17] of the buried interface between Fe and Cr, a prototypical pair of 
ferromagnetic and non-magnetic metals, respectively, that has been much studied in connection 
with the giant magnetoresistance (GMR) effect.  The basic configuration of the experiment is 
shown in Fig. 7.  The sample to be studied, an Fe/Cr bilayer, was grown on top of a multilayer 
mirror consisting of 40 periods of B4C/W bilayers, with a period of 4 nm each.  Thus, the standing 
wave above the multilayer will have a period also of 4 nm (cf. Fig. 4(b)).  Beyond working with x-
ray incidence angles near the first-order reflection of the B4C/W multilayer mirror, the Cr layer 
underneath a constant-thickness Fe overlayer was grown in a wedge form.  As one key part of the 
experimental procedure, the variation of the wedge thickness from 38 Å to 116 Å over a sample 
width along the x direction in Fig. 7 of about 10 mm, together with the small x-ray spot size of 0.2 
mm, permitted carrying out the experiment for a range of positions of the standing wave with 
respect to the buried interface.  That is, as the sample is scanned along x, the standing wave is 
effectively scanned vertically with respect to the interface, provided that the Fe/Cr bilayer does not 
influence the position of the standing wave.  For a choice of photon energy that avoids any 
resonances in Fe or Cr, the desired "pinning" of the standing wave position by the multilayer mirror 
has been verified by direct calculations, as illustrated in Fig. 8.  Even though the reflectivity is 
attenuated from about 9% to about 4% over the wedge, the Bragg position remains very constant at 
11.15°, and this change in reflectivity would only change the estimated standing wave modulation 
(via the x4 R  estimate mentioned above) from about 60% to about 40%. 

As in prior standing wave studies, it is also possible in such SWG+wedge experiments to 
scan the incidence angle around the Bragg angle, which is well known to both vary the position of 
the standing wave and to reduce its amplitude for angles away from the Bragg angle [18].  This 
provides a second method for varying the position of the standing wave with respect to the 
interface, which, together with scanning the sample in x (cf. Fig. 7), should yield an 
overdetermined set of data that can be analyzed in terms of models for composition and 
magnetization variation through the interface.  We illustrate this complementarity of measurement 
schemes for the Fe/Cr case in Fig. 9, where the Cr3p/Fe3p intensity ratio is shown as a function of 
both incidence angle for various choices of Cr thickness (Fig. 9(a)) and Cr thickness for various 
choices of incidence angle.  These results have been analyzed in terms of the simple model shown 
at left in Fig. 10(a) and they lead to a determination of the onset of the Fe/Cr interface at 12.8 ± 2 Å 
depth and an overall interface mixing or roughness of 6.8 ± 2 Å in thickness.  The center of the 
interface is thus measured in this way to be at 12.8 +3.4 = 16.2 Å, in excellent agreement with the 
15 Å expected from the quartz crystal thickness monitor used to deposit this layer. 

One can also measure magnetic circular dichroism for this Fe/Cr example by exciting core 
level Fe 2p and 3p and Cr 2p and 3p spectra with circularly polarized radiation.  The nature of the 
MCD measurement means that ferromagnetic order will be detected only along the y direction in 
Fig. 7 that is nearly parallel to the light incidence direction due to the low Bragg angle of about 11º.  
Some of this data for 2p emission and two Cr thicknesses denoted Positions B (standing wave a 
maximum at the Fe/Cr interface) and C (standing wave a minimum at the interface) is shown in 
Fig. 11.  The right-circular-polarized (RCP) and left-circular-polarized (LCP) spectra are shown for 
both Fe and Cr, together with the difference as the magnetic circular dichroism (MCD) in %.  
Although the Cr dichroism is much smaller than that of Fe (a few % for Cr versus 10-15% for Fe) 
there is nonetheless clear evidence for some ferromagnetic ordering of Cr, even though it is 
normally not ordered in this way, but rather weakly antiferromagnetically ordered (with a transition 
temperature of 311 K near that at which these measurements were carried out), in which case the 
MCD should be zero. 



The fact that the sign of the Cr dichroism is opposite to that of Fe also immediately 
indicates that the Cr ferromagnetic ordering induced by the Fe is opposite in direction to that of Fe, 
as qualitatively indicated in Fig. 10(a).  It is also clear that varying the position of the standing 
wave (e.g. from Position B to Position C) affects the relative magnitudes of the MCD signal, with 
that of Fe increasing at C and that of Cr decreasing.  Similar results were obtained for 3p emission 
from both Fe and Cr, and the overall experimental data are shown in Fig. 10(b), together with best-
fit curves based on x-ray optical calculations in which the two parameters for each of the four sets 
of MCD data shown at right in Fig. 10(a) were varied.  At right in Fig. 10(a) are also summarized 
the best-fit numbers, and it is interesting that the onset of reduction of the Fe ferromagnetism in 
approaching the interface occurs just where the Fe3p/Cr3p ratio analysis yields a reduction in the 
Fe atomic fraction.  The Fe ferromagnetism also is found to go to zero at the point in the interface 
at which its atomic fraction drops to 0.5.  The Cr by contrast shows its slight ferromagnetic 
ordering over only a narrow layer about one atomic layer in thickness, and about one atomic layer 
below the interface mixing region. 
 Further details concerning this standing wave study of the Fe/Cr interface can be found 
elsewhere [16,17]. 
 Although these are at present the only published experimental data of their kind, they 
suggest some exciting future possibilities for selectively studying buried interfaces or other 
vertically heterogeneous nanostructures with photoemission or other soft x-ray excited 
spectroscopies such as soft x-ray emission.  Soft x-ray emission (at least at non-resonant energies) 
has an advantage over photoemission in probing more deeply, thus being more sensitive to the 
standing wave modulation below the surface, and we return to consider it more specifically in a 
later section.  Beyond studying multilayer structures of relevance to magnetism and semiconductor 
device technology, one can suggest looking at self-assembled monolayers or other nanocrystalline 
objects grown or somehow deposited on the top surface of a suitable SWG.  Combining 
spectromicroscopy using soft x-rays, which at present yields two-dimensional in-plane information, 
with standing wave excitation by again growing the sample on an SWG, could yield information on 
the third dimension perpendicular to the sample surface plane, a topic to which we return below 
also. 
 
X.3 Resonant X-Ray Optical Effects and Multi-Atom Resonant Photoemission 
 
X.3.1 General Considerations 
 
 On passing through a core-level absorption edge or resonance, the absorption coefficient 
can increase dramatically, and this will be reflected also in the index of refraction via an increase in 
β and concomitant changes in δ  that are derivable via a Kramers-Kronig analysis [3(b)].  As an 
example of this, we show in Fig. 12 the variation of β  and δ which arise in crossing the Mn L2,3 = 
Mn 2p1/2,3/2 absorption edges in MnO.  Since x-ray absorption at the 2p resonances of the 3d 
transitions metals is much studied, especially in magnetism-related work with dichroism, this type 
of data is of high relevance.  We can see that both β  and δ  increase by at least an order of 
magnitude in crossing these resonances, although they are still in magnitude always much less than 
unity, and in fact do not exceed 1% in magnitude, a fact which we will use later in making some 
simplifications in the optical analysis. 
 What effect will such resonant phenomena have on photoemission or other soft x-ray 
excited spectroscopies?  In order to calculate this for a homogeneous, semi-infinite solid, we first 
follow the x-ray optical analysis of Yang [19] and Kay et al. [20], and then discuss the same 
phenomena in terms of a microscopic theory of multi-atom resonant photoemission [20,21,22]. 
 
X.3.2 Resonant X-Ray Optical Theory 



 
The resonant x-ray optical (RXRO) approach proceeds via the same basic ideas illustrated 

for a multilayer system in Fig. 5, except that we simplify to the homogeneous, semi-infinite solid 
with index of refraction n and a sharp vacuum-solid interface.  The effect of the resonance is 
assumed to influence only the local electric field E at some depth z below the surface of the sample, 
with the associated differential photoelectric cross section dσ/dΩ  varying only slowly through the 
resonance, as described by the usual one-electron theory [23].  The variation of photoemission 
intensity with photon energy I(hν) is then obtained by integrating over the coordinate z 
perpendicular to the surface the product of the electric field strength E(hν,z)2 at depths z relevant 
for photoemission, the energy-dependent differential photoelectron cross section dσ/dΩ appropriate 
to the experimental geometry (which may also in the experimental data include the effects of 
photoelectron diffraction (PD) that result in modulations beyond the simple atomic cross section 
[24], as seen already in the scanned-angle data of Fig. 2(b)) and the kinetic-energy-dependent 
inelastic attenuation length for electrons Λe, as 

2
'0

e kin e

ˆdσ( E,hν )I( hν ) | E( hv,z )| exp( )dz
dΩ Λ ( E )sinθ

∞
∝ −∫

z ,    (1) 

where is a unit vector along Ê E  and accounts for the polarization dependence in the cross section, 
and we have not included factors of atomic density and the solid angle acceptance of the analyzer 
that will be constant over an energy scan.  In scanning photon energy through a resonance, it is also 
possible that scanned-energy photoelectron diffraction effects will cause intensity modulations 
[24], and these we will in fact see below. 
 Via an analysis based on the Fresnel equations [19,20], it can finally be shown that the 
integral in Eq. (1) reduces to 
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where the quantity t for p-polarized radiation incident on a planar surface from vacuum with nv = 1, 
and for a conducting or non-conducting, but non-magnetic, reflective medium, is given by 
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with θinc' equal to the complex angle of propagation below the surface, again measured relative to 
the surface, θe' the real angle of propagation of the electron below the surface before allowing for 
possible refraction effects in crossing the inner potential barrier V0, and λx the wavelength of the 
radiation. θinc' is further related to θinc via Snell's Law: cosθinc = nrcosθinc', with θimc real.  Eqs. 2 
and 3 are completely general formulas for calculating photoemission, with all dependences on 
energy explicitly indicated.  Beyond optical constants such as those in Fig. 12, the only other inputs 
needed are radial matrix elements and phase shifts for calculating dσ/dΩ [23] and the electron 
inelastic attenuation length Λe, which we have evaluated for the O 1s photoelectrons leaving MnO 
using a well-established semi-empirical formula [25].  Henke [1] has carried out the same analysis 
using a somewhat different formalism, with simplifications going beyond the equivalents of Eqs. 2 
and 3 that are reasonable in view of his dealing with non-resonant cases. 
 Fig. 13 now presents results from using Eqs. 2 and 3 for the case of MnO with the optical 
constants of Fig. 12.  The assumed experimental geometry is indicated in Fig. 13(a).  In Fig. 13(b), 
it is obvious that the penetration depth is drastically decreased on going through the Mn 2p 
absorption resonances.  In fact, its maximum for an energy just at the Mn 2p3/2 resonance is only 
approximately 130 Å for normal incidence, as illustrated in more detail by the solid curve in Fig. 
14(a).  On going to lower angles of incidence comparable to or below the critical angle at the Mn 
2p3/2 resonance of 2δ ≈ 7°, this decrease is even more dramatic, with x-ray penetration depths of 



only about 20 Å that are comparable to electron inelastic attenuation lengths [25].  Thus, the 
surface sensitivity of any soft x-ray spectroscopic measurement can be significantly affected in 
passing over such resonances.  For comparison, we also show as the dashed curve in Fig. 14(a) a 
calculation from the Berkeley Center for X-ray Optics (CXRO) web program [3(a)], which makes 
use of standard tabulations of the optical constants that do not fully include edge resonance effects 
[3(b)].  There is a dramatic difference between these two curves, making it clear that a proper 
allowance for the exact form of the absorption features is essential for properly estimating x-ray 
penetration depths.  As a test of the accuracy of our calculation method, we compare our results 
off-resonance with those from the CXRO program off-resonance, and with the same optical 
constants, and the two curves are identical.  Fig. 13(d) also shows that reflectivity is significantly 
enhanced on passing through these resonances, which from our previous discussion of course also 
implies an enhanced standing wave above the surface. 

More interestingly from a spectroscopic point of view is the variation of the O 1s intensity 
on passing through these resonances, which is shown in Fig. 13(c).  These calculations predict 
strong variations of photoelectron intensity as the x-ray incidence angle is decreased toward the 
total reflection regime, but which nonetheless persist to some degree up to incidence angles of 30-
40° with respect to the surface.  Such effects have in fact been observed for MnO, as illustrated in 
Fig. 15(a) and 15(b).  Fig. 15(a) first shows a broad scan of the O 1s intensity over an energy 
region including the Mn 2p resonances, for an incidence angle of 20°.  The most obvious feature 
here is a strong modulation of the intensity due to scanned-energy photoelectron diffraction effects 
[24], but on top of this at the position of the strongest 2p3/2 resonance at 640 eV is a modulation 
that is about 25% of the overall PD effect.  Fig. 15(b) shows similar data at an incidence angle of 
10° and over a narrower energy window, and the resonance effects, measured as the overall + and - 
excursion are now considerably larger, being for example about 25% of the intensity just below the 
resonance, which has been set equal to unity in both Figs. 15(a) and 15(b).  This marked increase is 
consistent with Fig. 13(c) in that the effects seen there also increase strongly on going to lower 
incidence angles, and we note that the 10° of Fig. 15(b) is furthermore not too far from the 
previously-estimated critical angle on the Mn 2p3/2  resonance of 7°.  Also shown in Fig. 15(b) are 
the results of an x-ray optical calculation based on Eqs. 2 and 3 and, if allowance is made for the 
general curve in the experimental data due to PD effects, there is in general excellent agreement as 
to both the % effects (which have not been adjusted between experiment and theory) and the fine 
structure in the resonance-induced modulations for both the 2p3/2 and 2p1/2 features.  Fig. 15(c) 
shows the variation of the overall excursion with incidence angle, and compares the experimental 
data points with XRO calculations.  Again, there is in general excellent agreement, together with a 
prediction that there will be effects of at least a few % even for normal x-ray incidence.  Finally, in 
Fig. 15(d) we show similar results for O 1s emission from a NiO(001) surface [26], but at an even 
lower 5° incidence angle, and here the experimental and theoretical curves are nearly identical, 
with both leading to a modulation of about 86%.  These data in fact show that an earlier search for 
such resonant effects in NiO [27] was done at too high an incidence angle and with insufficient 
statistical accuracy to resolve them. 
 As a final comment on the systematics of effects such as those seen in Figs. 15(c) and 
15(d), it has been pointed out by Kay et al. [20] that the modulation of photoelectron intensity has a 
form very similar to the optical constant δ, and that, with certain simplifications reasonable in view 
of the small magnitudes of both δ and β, Eqs. 2 and 3 lead to a photoelectron intensity that is 
overall proportional to 1+δ, at least within the range of incidence angles under consideration here. 
 In summary up to this point, significant x-ray optical effects occur on passing through 
absorption resonances, especially for incidence angles close to the critical angle, but in fact also 
leading to a complex modulation of photoelectron intensities which in the low-incidence-angle 
limit are similar in form to the variation of δ. 
 



X.3.3 An Alternative Viewpoint: Multiatom Resonant Photoemission (MARPE) 
 
 We now look at resonant effects from a different viewpoint, treating them in a more 
general way as interatomic multiatom resonant photoemission (MARPE) [20,21,22].  This 
viewpoint is thus different from normal resonant photoemission, which involves only orbitals on a 
single atom [28,29], and which can be termed single-atom resonant photoemission (SARPE) by 
comparison.  This topic has also been introduced in Chap. 16 of this book (cf. Fig. 16.13), but we 
will amplify on it here. 
 The basic process envisioned is shown in Fig. 16(a).  A single photon absorption process 
involves both direct excitation of a photoelectron from the atom at left and a resonant excitation via 
a strong bound-to-bound absorption resonance on the atom at right.  If the absorption resonance 
were on the atom at left, we would have normal SARPE, but for the case shown if Fig. 16(a), the 
resonances can occur on various atoms around a given emitter, and hence this becomes both 
interatomic and multiatom.  We will also implicity consider that both of the excited levels involved 
are core in character, although similar effects can in principle occur between more weakly bound 
electronic levels situated on two different atoms, as we discuss below. 

The theory of MARPE has been explored in detail elsewhere [20,22], and for the case of O 
1s emission from MnO dealt with in Figs. 13(c) and 15(a),(b),(c), the energy levels and basic 
matrix elements involved are as illustrated in Fig. 16(b).  In brief summary, if the system is initially 
prepared in its many-body ground state g , the contribution of the direct or unscattered wave 
function (that is, neglecting any sort of photoelectron diffraction effect) to the photoelectron 
intensity can be written 

( ) ( ) ( )
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e k lµ e l Elµ
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where ek is the photoelectron wave vector, ( )rk
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ek

 is the wave function at the detector, Y  is a 

spherical harmonic,  is a unit vector along 
µl

ek̂ , ( )kr)+h  is a spherical Hankel function, and l
(

ElµM Elµ,O1s T g=      (5) 

is the matrix element describing the transition to the final state with a photoelectron µEl  of 

energy mkE 222=  and an O 1s hole.  Final-state photoelectron diffraction effects can also be 
incorporated in this model by using  as input for self-consistent multiple-electron-scattering 
equations.  If we keep only terms up to second order in in the perturbing potential V that is involved 
in T, it reduces to the well-known Kramers-Heisenberg formula for resonant photoemission [28,29] 
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where V  is the interaction of the radiation with the emitter, V  is the interaction with the 

resonating atom j, V  is the autoionizing Coulomb interaction (cf. Fig. 16(b)) between the emitter 
and atom j, 

0
rad

j
rad
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gE  is the ground state energy, and the sums are over both Mn atoms j and their 

intermediate many-body states m, j  of energy mE  and width mΓ .  A fully general theory of 
MARPE should also include exchange effects in the matrix elements above, but we expect them to 
be negligible for the cases we are treating.  There is also a formal connection between MARPE and 
interatomic Auger electron emission, since the same sorts of matrix elements are embedded in the 
expressions describing both.  However, the overall processes are fundamentally different, since the 
interatomic Auger process can be viewed as a two-step phenomenon: creation of the initial hole on 



a neighbor atom, and then decay of this hole so as to eject an electron from the central atom.  A 
related process is interatomic excitation transfer following the formation of an inner valence hole 
(compared to a core hole in typical interatomic Auger or MARPE), as recently discussed by 
Cederbaum and co-workers for atomic and molecular clusters, referred to as interatomic coulomb 
decay (ICD) [30] and for which experimental evidence has recently been published [31]. 

We now note two special points that have been considered previously and which make the 
theory of MARPE in the soft x-ray regime different from other processes occurring at lower 
excitation energies: 

--the shorter wavelengths for soft x-ray excitation imply that retardation effects must be 
considered in the interaction with the external radiation and in the autoionization 
interaction, and 

--the interatomic autoionization interaction must be generalized to the fully-relativistic Møller 
formula used previously in high-energy Auger theory [32]. 

In particular, retardation and relativistic effects lead to a dependence of the interatomic interaction 
on interatomic distance r12 as k2/r12 (see Eq. (15.8) below).  Here k is the momentum of the 
exchanged photon (dotted orange line in Fig. 15.16), which is sufficiently large in core-level 
MARPE to make this leading term significant (actually, it is dominant at large separations in the 
MnO example discussed below). This is not the case in ICD [30,31], where the exchanged photon 
energy is small, so that the leading term in the interactomic interaction is provided by the non-
retarded dipole-dipole expression, which behaves like 1/r12

3.  A similar behavior in interactomic 
interactions at low-energy transfers is known as the Forster effect [33]. The transfer rate in the 
Forster effect is ruled by the square of the interatomic interaction, and therefore, it has been 
observed to decay like 1/r12

6 [33b].  A more detailed discussion of the differences between MARPE 
and the Forster effect appears elsewhere [34]. 

At the level of MARPE theory introduced here, the treatment should be capable of 
describing all many-electron interactions up to second order in the perturbation via Eq. (6), or up to 
arbitrary order via Eq. (5), including those for nearest-neighbors with the greatest overlap and thus 
enhanced many-electron interactions with the emitting atom. 

The near-neighbor autoionization interaction can now be conveniently expanded in 
multipoles, and, with the further neglect of multipoles higher than dipoles, the effective interaction 
can be reduced to: 
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and the bracket represents a Gaunt integral with standard normalization.  Eq. (8) is actually the 
retarded dipole-dipole interaction, which is retrieved from the Møller formula [32] under the 
assumption that the relevant electronic states have a spatial extension much smaller than both the 
wavelength and the inter-atomic separation.  This is fully justified for the Mn2p and O1s states of 
our case. 

Putting these results into a single expression now yields 
eff eff

Elµ l ,1 λ 1µ 1λ 00 l ,1 µ
λ

M A E1 r O1s δ ε Y Y Y A E1 r O1s δ ε 4π= =∑ , (9) 

where A is a light-intensity normalization constant,  
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is now the effective polarization vector that includes the effect of resonant x-ray scattering at the 
Mn sites, and the magnitude of the resonance is controlled by a product of a structure-factor type of 
sum over Mn sites 
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and the Mn2+ polarizability tensor, 
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The form for the polarizability given here makes it clear that it is directly related to the usual 
description of resonant photoemission [29]. 

For the particular case of O 1s emission from MnO, this theoretical development predicts 
both the optical constants β and δ, and the O 1s intensity variation with reasonable accuracy, as 
seen in Figs. 12 and 15(b), respectively.  It has furthermore been found by Garcia de Abajo et al. 
[20,22] that higher-order terms in the MARPE matrix elements, which can be considered to be 
multiple scattering of the radiation when resonantly scattered from one of the neighbors to the 
emitter, must be included in order to quantitatively describe these effects, as illustrated by two of 
the curves in Fig. 15(b).  These higher-order contributions can be obtained by replacing epsilon in 
Eq. (15.10) by the self-consistent polarization vector derived from multiple scattering of the 
incoming photons at the Mn atoms of the crystal. The latter has been in turn derived from a layer-
KKR description of photon scattering at the atomic planes parallel to the surface, yielding an 
equation similar to (15.10), but involving a dependence of the self-consistent polarization on 
atomic layer [20]. 
 Although this quantum-mechanical treatment of MARPE effects is much more complex to 
deal with than the more macroscopic and empirically-linked resonant XRO picture, both have been 
shown to represent the same physical processes [20].  However, the proper MARPE theory 
outlined here obviously provides more insight into the nature of these interesting effects and it will 
also permit treating systems that go beyond what can be dealt with by RXRO, such as 
nanostructures localized in 1, 2, or 3 dimensions, or free molecules.  We also note other treatments 
of such interatomic resonant photoemission processes, by Forster and later workers [33] and by 
Cederbaum et al. [30], with very low excitation energies assumed and by Fujikawa and Arai with 
direct relevance to the theoretical model discussed here [35]. 
 As additional examples of experimental observations of related interatomic resonance 
effects in photoemission, we note that core-core MARPE effects analogous to those discussed here 
for MnO [20] and NiO [26,27] have also been seen in CuO [27].  Similar core-core MARPE effects 
have also been seen in adsorbates on metals, specifically O on Ni(001) [36] and N2 on Ru(111) 
[37]; for these cases also, it appears that the RXRO approach provides at least a semi-quantitative 
description of the phenomena.  In addition, a few other groups have reported the enhancement of 
valence photoemission intensities primarily associated with emission from a certain atom upon 
tuning the photon energy through more weakly bound core-level or inner-valence absorption edges 
of a nearby atom, with this work including measurements near solid-solid interfaces [38,39], on a 
free molecule [40] and on a free cluster, where the effect has been referred to as interatomic 
coulomb deday [31].  More recently, Guilleumin et al. appear to have seen core-core MARPE 
effects in free molecules through a more subtle avenue, specifically, the non-dipole parameter in a 
photoelectron angular distribution [41]. 
 It is thus clear that such interatomic resonant effects will be seen in other systems in the 
future, and that they will not all be simply describable using an x-ray optical approach, which in 
any case does not provide a microscopic understanding of them.  Effects going beyond a simple 
optical picture could provide interesting new information on the precise nature of x-ray 
interactions, including via the interatomic character, a method for uniquely identifying near-
neighbor atoms in a complex sample, as originally proposed [21]. The microscopic theory outlined 
here, as well as other recent work [30,35] should provide a sound basis for understanding and using 
these phenomena in surface and interfaces studies, nanostructure characterization, and molecular 



and cluster research.  We also note the discussion of related optical effects in Chapter 16, Section 8 
of this book, in which such phenomena are viewed in terms of screening and local fields.  
 
X.3 X-ray Optical Effects in X-Ray Emission and Resonant Inelastic Scattering 
 
 The two theoretical approaches outlined here, XRO calculations and microscopic MARPE 
theory, as well as the use of standing waves, can also be applied to soft x-ray emission (XES) and 
its close relative resonant inelastic x-ray scattering (RIXS), more bulk sensitive spectroscopic 
probes that are now coming into wider use [42] and which complement photoemission in the study 
of almost any system.  As to bulk versus surface sensitivity, we point out again via Figs. 13(b) and 
14(a) that, for the case of RIXS in which the incident energy is tuned to various points along an 
absorption curve like that in Fig. 12(a), the degree of bulk sensitivity may vary greatly from one 
energy to another. 

The x-ray optical model can be simply modified to describe the overall intensity in such 
XES or RIXS experiments more quantitatively.  For the case of a homogeneous flat surface, an 
emitted photon energy that is far from any resonance and with emission at an exit angle θem that is 
large enough to minimize refraction and reflection at the surface, this would involve replacing 
Λesinθe

' with Λemsinθem' ≈ Λemsinθem in Eq. 2, with Λem equal to the fluorescent x-ray attenuation 
length along path length or λem/[4πβ(hνem)] in obvious notation.  With this replacement, Eq. 2 
becomes 
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where the matrix element Mem now allows for the precise x-ray transition involved, including the 
formation of the initial hole and subsequent decay processes, and t is evaluated again from Eq. 3, 
still at the incident wavelength.  Eq. 13 thus represents an accurate method for handling what 
essentially reduces to the well-known self-absorption effects in x-ray fluorescence that have been 
discussed previously in connection with MARPE [43,44].  In fact, viewed in this light, MARPE in 
x-ray emission can be viewed as having self absorption as a key ingredient, but perhaps via specific 
near-neighbor effects described in the microscopic theory, not necessarily the only ingredient.  This 
connection has not been recognized in some prior papers on MARPE in x-ray emission [44].   The 
microscopic model could also be similarly extended to predict fluorescence intensities, but we will 
not present these details here. 
 From the point of view of using standing waves to probe buried interfaces (cf. Figs. 6-11), 
the greater penetration depths of soft x-rays as compared to photoelectrons represents a significant 
advantage, since the depth-dependent distribution of intensity will much more closely follow the 

the standing wave strength 
2

E , permitting the study of deeper interfaces and a simpler analysis of 

the data.  This is illustrated by comparing Fig. 6 for photoelectron emission and Fig. 17 for x-ray 
emission, both based on calculations using the methodology introduced in Fig. 5 [19].  Note that 
the depth profile of x-ray emission from each layer almost exactly follows the standing wave 
strength, and that deeper layers can be probed if desired.  Future experiments of this type using the 
SWG+wedge method should thus be very interesting. 
 
X.4 Concluding Remarks and Future Directions 
 
 In conclusion, soft x-ray optical effects, whether at non-resonant or resonant energies, can 
strongly influence photoemission intensities.  Among these effects are marked decreases in x-ray 



penetration depth as the total reflection regime is approached, and significant decreases in the 
secondary electron background underlying photoemission spectra, both of which can be very useful 
for surface and interface studies.  When incident energies are tuned to strong absorption resonances 
and the total reflection region is approached, these penetration depths can in fact be of the same 
magnitude as electron inelastic attenuation lengths, thus increasing surface sensitivity markedly. 

There can also be significant negative and positive changes in intensity when the 
absorption edges of an atom neighboring the emitter are crossed, and this can be viewed as 
multiatom resonant photoemission (MARPE), with potential utility in identifying near-neighbor 
atoms in complex systems.  Both x-ray optical theory and a microscopic theory of interatomic 
resonant photoemission have been succesfully used to describe these effects, which we expect to be 
observed in other systems beyond those discussed here in the future, including nanostructures, free 
molecules, and clusters. 
 The standing waves created due to reflection from a multilayer mirror can also be used to 
create a standing wave in the sample with period equal to the multilayer period, e.g. in the few-
nanometer range.  Photoemission excited by this standing wave can be used to non-destructively 
and selectively probe a buried interface, include magnetic order via circular dichroism.  The 
multilayer mirror-plus-wedge sample technique discussed here should be applicable to a wide 
variety of studies of buried interfaces, including multilayer samples and other nanoscale objects 
that can be grown or deposited on top of a multilayer mirror. Future studies involving x-ray 
emission or inelastic scattering excited by such standing waves also look very promising.  A final 
interesting potential application of such standing waves is in soft x-ray spectromicroscopy 
[45,46,47], which presently provides imaging only in the two dimensions lying in the sample 
surface plane, with some depth sensitivity in the third dimension perpendicular to the surface 
through element- and chemical state-specific x-ray absorption processes.  Being able to work at 
sufficiently low angles of incidence in microscopes making use of secondary electrons and an 
electron optical system for imaging [45] or in an x-ray reflection, rather than transmission, 
geometry for another type of microscope making use of Fresnel zone plates for imaging [46,47], in 
combination with samples grown on a multilayer mirror, could add much more quantitative 
information on the perpendicular coordinate. 
 In summary, being able to thus "tailor" the radiation field in soft x-ray spectroscopic 
measurements should add considerably to the information derivable from photoemission and 
related techniques in the future. 
 
Figure captions: 
 
Figure 1-- Results from the first study of non-resonant soft x-ray optical effects in photoemission 

by Henke. (a) The calculated variation of the exponential x-ray decay length 
(penetration depth) below the surface of Au for three different photon energies. (b) The 
variation in Au 4f photoelectron intensity as a function of x-ray incidence angle for a 
thick Au film deposited on glass.  Note the increase in intensity in passing over the 
critical angle.  (c) Comparison of experiment and x-ray optical theory for the intensity 
enhancement noted in (b).  [From ref. 1.] 

 
Figure 2-- Some first applications of non-resonant x-ray optical effects. (a) Observation of the 

difference in inelastic attenuation lengths for different core-level photoelectron peaks 
from Au through the dependence of intensity ratios as a function of x-ray incidence 
angle.  The observed change in these intensity ratios is due to the fact that the x-ray 
penetration depth decreases to values comparable to the electron inelastic attenuation 
lengths.  Two different choices of attenuation lengths are shown for the theoretical 
simulations to indicate the sensitivity of these ratios to this parameter. [From ref. 4.]  (b) 
Observation of the change in the ratio of two chemically-shifted peaks from an oxidized 



Si sample as x-ray incidence angle is decreased.  Also evident are oscillatory scanned-
angle photoelectron diffraction effects. [From ref. 5.] 

 
Figure 3-- Reduction of inelastic background in XPS spectra with total reflection, from a slightly 

oxidized Si sample with a C-containing contaminant overlayer.  [From ref. 10.] 
 
Figure 4-- Basic geometry of standing wave formation. (a) General picture of standing wave 

formation, regardless of reflection type.  (b) Standing wave formation in reflection from 
a multilayer mirror.  Various key quantities and relationships are indicated in both 
panels. 

 
Figure 5-- Calculation of x-ray optical effects on photoemission and soft x-ray emission.  Various 

key ingredients are labelled.  [From ref. 19.] 
 
Figure 6-- X-ray optical calculations of standing wave effects on the depth distributions of electric 

field strength and photoelectron intensity from a multilayer mirror composed of 
alternating layers of B4C and W.  The right panels show the depth distributions when 
the incidence angle is far from the multilayer Bragg angle, and the left panels the 
distributions at the Bragg angle.  Note the strong standing wave created at the Bragg 
condition, and the influence on both the C 1s and W 4f depth distributions.  [From ref. 
19.] 

 
Figure 7-- Basic geometry of an experiment combining soft x-ray excitation of photoemission with 

a wedge-shaped bilayer sample grown on a multilayer-mirror standing wave generator 
(SWG) so as to selectively study the buried interface between Fe and Cr.  Scanning the 
sample position along the x axis effectively scans the standing wave through the 
interface.  [From ref. 16.] 

 
Figure 8-- Calculated reflectivity for the sample geometry of Fig. 7: a wedge-shaped Fe/Cr bilayer 

on top of a 40-period multilayer mirror composed of bilayers of B4C and W.  Note that, 
although the reflectivity is attenuated by thicker Cr layers, the position of maximum 
reflectivity is pinned at the same angular position by reflection from the multilayer.  
[From refs. 16, 17, and 19.] 

 
Figure 9-- Experimental results for the Cr3p/Fe3p intensity ratio from the sample of Fig. 7 as a 

function of both (a) x-ray incidence angles centered on the Bragg angle (rocking 
curves) and (b) the thickness of the Cr layer.  These data can be analyzed to determine 
the composition variation through the interface, via the simple two-parameter linear 
model at left in Fig. 10(a) and x-ray optical calculations of photoemission intensities as 
outlined in Fig. 5 and accompanying text, with the solid curves in (a) and (b) 
representing the final best fits.  [From ref. 16.] 

 
Figure 10--Non-destructive depth-resolved determination of composition and magnetization 

profiles via standing-wave excited photoemission.  (a) Sample geometry together with 
the models used to fit both the Cr3p/Fe3p intensity ratio of Fig. 9 (left side--linear 
model) and the Fe 2p and 3p and Cr 2p and 3p magnetic circular dichroism (MCD) data 
of Fig. 11 (right side--gaussian or half-gaussian models) are shown, together with the 
final best fits to the MCD data.  Note that only two parameters are used in the x-ray 
optical calculations for each set of data: a position and a width, and that the five sets of 
data (Cr3p/Fe3p, Fe 2p MCD, Fe 3p MCD, Cr 2p MCD, and Cr 3p MCD) have been 
analyzed independently. (b) Summary of the Fe 2p and 3p and Cr 2p and 3p MCD data, 



together with the best fits to experiment, and curves indicating how much the calculated 
curves change for 3 Å changes in the two parameters involved in each fit.  [From ref. 
16.] 

 
Figure 11-- Magnetic circular dichroism measurements for Fe 2p and Cr 3p emission from the 

bilayer of Fig. 7, at two choices of Cr thickness that lead to having a standing wave 
maximum and a standing wave minimum at the buried interface (Positions B and C, 
respectively at left).   [From ref. 16.] 

 
Figure 12-- The optical constants β and δ of MnO as the Mn 2p absorption resonances are crossed,  

The solid experimental curves were derived from an experimental determination of the 
absorption coefficient and subsequent Kramers-Kronig transformation of the results.  
Also shown are dashed theoretical curves based on the microscopic theory of multiatom 
resonant photoemission (MARPE).  [From refs. 20 and 22.] 

 
Figure 13-- Resonant x-ray optical calculation  for the experimental geometry in (a) of: (b) the x-

ray penetration depth = exponential decay length Λx, (c) the O 1s photoelectron 
intensity, and (d) the reflectivity Rx.  These calculations were carried out for p-polarized 
radiation incident on a flat MnO surface and photon energies were scanned through the 
Mn 2p absorption resonances.  The plots in (a), (b), and (c) are all shown as a function 
of both photon energy and incidence angle.  [From ref. 19.] 

 
Figure 14-- X-ray penetration depth in MnO as a function of incidence angle, for a photon energy 

(a) on the Mn 2p3/2 resonance of Fig. 12, and (b) below this resonance.  The curve 
labelled CXRO is calculated using tabulated optical constants that do not allow for the 
full effect of the Mn 2p3/2 resonance [3(a)].  In (b), the two identical curves are from ref. 
3(a) and this work, and used identical optical constants.  [From refs. 3(a) and 19.] 

 
Figure 15-- Resonant soft x-ray effects on O 1s emission from MnO and NiO on crossing the 

relevant transition-metal 2p absorption edges.  (a) O 1s emission at a 10° exit angle 
from an MnO single crystal with (001) surface orientation, with photon energy scanned 
over a broad range which also reveals strong photoelectron diffraction (PD) effects.  
The dashed curve is as measured, and the solid curve is after correction for detector 
non-linearity.  (b) As (a), but for a smaller energy range and with a 5° exit angle.  Also 
shown are theoretical curves from the x-ray optical model and the microscopic MARPE 
theory with and without consideration of multiple scattering in the matrix elements.  (c) 
The calculated variation of the overall ± excursion of the resonant effect in crossing the 
Mn 2p3/2 absorption edge as a function of x-ray incidence angle is compared to 
experimental data at four points. (d) As (b), but for O 1s emission from NiO(001) and 
with experiment corrected via the removal of a smooth PD curve and both curves 
renormalized to agree at the left and right ends.  Note that the % variations in both 
experiment and theory have not been adjusted in any of the panels here.  [From refs. 20 
and 26.] 

 
Figure 16----(a) Illustration of the basic process occurring in multiatom resonant photoemission 

(MARPE).  (b) Additional diagram of the electronic transitions involved in the MARPE 
process, for the specific case of O 1s emission from MnO and with the photon energy  
passing over the Mn 2p3/2 absorption resonance.  [After refs. 20 and 22.] 

 



Figure 17-- X-ray optical calculations of standing wave effects on the depth distributions of electric 
field strength and soft x-ray emission intensity from an MnO thin-film sample grown on 
a multilayer B4C/W mirror.  The right panels show the depth distributions when the 
incidence angle is far from the multilayer Bragg angle, and the left panels the 
distributions at the Bragg angle.  Note the strong standing wave created at the Bragg 
condition, and the influence on the O Kα, C Kα, and Fe Lα x-ray depth distributions, 
whose intensity profiles with depth follow very closely the standing wave profile.  To 
be compared with Fig. 6 for photoelectron emission.  [From ref. 19.] 
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Calculating XRO effects on spectroscopy
X-ray Optical 
Calculations :

- n (hν) =
1 -δ (hν) + iβ(hν)

-variable polarization

-multiple reflection/
refraction

-exact treatment of 
interlayer intermixing 
a/o roughness

-electric field at i-th 
layer:

Photoemission:
-differential cross 
section
-inelastic attenuation
-surface refraction

X-ray emission:
-fluorescence yield
-excitation matrix 
element

+ −= + 2
i i iI (z)  | E (z) E (z) |

i-th

j-th

1st layer

Substrate

2nd layer
2σ1

2σi

ni=1-δi+iβi

nj=1-δj+iβj

ns=1-δs+iβs

nim(z)=1-δim(z)+iβim(z)

Vacuum, V0

intermixed 1-2

intermixed i-j

θi

θj

θinc
’=

θ1

θ2

θs

e-, Ekin
hνemission

θeθinc
θem

5

θe’θem
’

kem ke

hν (s, p, RCP or LCP)

nv=1
d1

d2

di

dj

z
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The prospects for extending X-ray photoelectron spectroscopy (XPS) and X-ray photoelectron diffraction (XPD)

measurements into the hard X-ray regime of 5–15keV excitation energies are discussed from a fundamental point of view,

in some cases using prior results obtained in the 1–2 keV range as starting points of discussion, together with theoretical

estimates of behavior at higher energies. Subjects treated are: the instrumentation improvements needed to optimize peak

intensities; the tuning of experimental conditions to achieve bulk or surface sensitivity; the use of grazing incidence to

suppress spectral backgrounds; the use of standing waves created by Bragg reflection from crystal planes or synthetic

multilayers to achieve position-sensitive densities of states, compositions, and magnetizations; photoelectron diffraction

and Kikuchi-band effects as element-specific local structure probes; and valence-level measurements, including the role of

non-dipole effects and mechanisms leading to complete Brillouin zone averaging and density-of-states like spectra.

Several distinct advantages are found for such high-energy extensions of the XPS and XPD techniques.

r 2005 Published by Elsevier B.V.

PACS: 68.49.Uv; 79.60.�i; 61.14.Qp; 73.20.�r; 71.20.�b

Keywords: Photoelectron spectroscopy; Photoelectron diffraction; Electronic structure; Hard X-rays; Synchrotron radiation
e front matter r 2005 Published by Elsevier B.V.

ma.2005.05.009

of Physics, University of California Davis;

ces Division, Lawrence Berkeley National

Shields Ave., Davis, CA 95616 USA. Tel.:

; +1530 7524717.

ss: fadley@physics.ucdavis.edu.
1. Introduction

X-ray photoelectron spectroscopy (XPS or
ESCA) is by now a very widely used technique for
characterizing the surface and bulk properties of a
broad variety of materials. Although the first
measurements of this kind by Siegbahn et al. in
the mid-1950s were actually carried out with photon
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Fig. 1. (a) The basic physical process in X-ray photoelectron

excitation by radiation with polarization �̂, including elastic

scattering in either the plane-wave, or more accurate spherical

wave, approximations; inelastic scattering through an attenua-

tion length Le; escape across the surface barrier (inner

potential) V 0, and entry into the final acceptance solid angle

of the spectrometer O0. For s subshells and in the dipole

approximation, the initial outgoing wave has an angular form

proportional to �̂ � k̂, with k̂ a unit vector in the direction of

propagation. (b) Illustration of additional Bragg-like scattering

processes which arise for higher energies of excitation, leading

C.S. Fadley / Nuclear Instruments and Methods in Physics Research A 547 (2005) 24–41 25
energies in the 5–8keV range [1], the desire for
higher-energy resolution led immediately to a focus
on excitation sources such as Mg Ka (1253.6 eV)
and Al Ka (1486.7 eV), sometimes together with a
crystal monochromator [1]. The development of
synchrotron radiation (SR) sources over the past few
decades has extended the energy range downward,
erasing the distinction between ultraviolet photo-
electron spectroscopy (UPS) and XPS and has by
now provided energy resolutions below 0.1 eV, with
corresponding enhancements in the ability to study
chemical shifts, multiplets splittings, and other fine
structure in both core and valence spectra. Along the
way, however, it was suggested by Pianetta and
Lindau in 1974 that high-resolution XPS could be
profitably carried out in the 5–15keV range with SR
[2], an idea that has only recently been revived by
several groups and demonstrated experimentally [3],
as discussed in other articles in this issue.

In this article, I will discuss some fundamental
considerations of carrying out XPS and the closely
related technique of X-ray Photoelectron (XPD) in
the hard X-ray regime, including instrumental
considerations, what additional types of information
might be gained from such measurements in the
future, and certain limitations and special character-
istics. In several instances, I will use data obtained at
current typical excitation energies of about 1.5keV to
illustrate effects that should be useful when obtained
with excitation in the 5–15keV regime, together with
theoretical estimates of how these effects will
manifest themselves at these higher energies.
to Kikuchi-band behavior. Multiple scattering must also be

considered in accurately modeling all elastic scattering effects.
2. Photoelectron intensities

A primary reason for which hard X-ray photo-
electron spectroscopy (HXPS) has not been more
widely practiced to date is the general conclusion
that intensities would be too low. Thus, a brief
overview on this point is worthwhile. Although the
argument will be presented for core-level intensi-
ties, the basic ideas also apply to valence levels.
Fig. 1(a) illustrates the basic physical process
involved, including the effects of both inelastic
scattering and elastic scattering.

The intensity of a photoelectron peak from a
given spin–orbit-split level n‘j associated with an
atom Q in a homogeneous polycrystalline sample
will in general be given by [4]

IðQn‘jÞ ¼ ðincident X � ray fluxÞ

� ðarea of illuminated sample seen by analyzerÞ

ðQn‘j differential photoelectric cross sectionÞ

� ðsolid angle accepted by analyzerÞ

� ðdensity of atoms QÞ

� ðmean photoelectron escape depthÞ

� ðoverall detection efficiencyÞ ð1Þ
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Fig. 2. The fundamental parameters controlling the final

photoelectron intensity, here illustrated for the case of a

hemispherical electrostatic analyzer with a retarding, imaging

lens between it and the sample. Relevant symbols are defined in

the text.
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or in obvious notation,

IðQnljÞ ¼ I0ðhnÞ � A0 � ðdsQnljðhnÞ=dOÞ � O0

� rQ � LMEDðEkinÞ � D0. ð2Þ

Here, we have emphasized the functional
dependencies on photon energy or electron kinetic
energy, as well as the optical properties of the
electron energy analyzer, since the selective tuning
of the latter is crucial to the future success of
HXPS. The mean photoelectron escape depth
L

MED
(Ekin) in general must allow for both inelastic

and elastic electron scattering, as updated recently
by Jablonski and Powell [5], a point to which we
return below. More approximately, LMED(Ekin)
can be replaced simply by the inelastic attenuation
length Le(Ekin).

Considering the factors here in order, we first
note that third-generation SR undulators, com-
bined with suitable hard X-ray monochromators,
can provide highly intense (�1011–1012 photons/s)
and monochromatic (DðhnÞp0:1 eV) beams for
HXPS. These can in turn be focused into a very
small spot size of the order of tens of microns that
can be well matched to the acceptance areas A0 of
current high-throughput and high-resolution ana-
lyzers. The key point here is that light which falls
outside of the analyzer view is wasted. Of course,
photoelectric cross-sections fall continuously as
the energy is tuned above a given binding energy
threshold, with approximate variations in a high-
energy asymptotic, yet non-relativistic, approxi-
mation theoretically expected to be: sQnljðhnÞ /
ðEkinÞ

�7=2 for s subshells and / ðEkinÞ
�9=2 for p, d,

and f subshells [6(a)], and numerical tabulations of
more accurate relativistic calculations of total

subshell cross-sections sQn‘jðhnÞ=dO for the entire
period table and for photon energies from
1–100 keV have been published by Scofield [6(b)].
For several energies from 100–5000 eV and for
heavier elements with Z ¼ 502100, Nefedov et al.
have also calculated both relativistic cross-sections
and the angular distribution_parameters that are
essential for deriving the differential photoelectric
cross-section dsQn‘jðhnÞ=dO [7].

The solid angle O0 accepted by the analyzer is a
property of the particular electron optical system,
which usually includes some kind of retarding lens
that magnifies the image A0 by some factor M to
an area at the entrance to the analyzer of
A0 ¼ MA0. A typical analyzer system is shown in
Fig. 2, with the actual energy analysis section here
being illustrated for the much-used hemispherical
electrostatic configuration. The key tradeoffs in
the retarding lens and the final energy analysis
stage are governed by the Liouville Theorem,
which dictates that source brightness before
retardation B0 and that after retardation B0 must
be related by

B0

B0
¼

Epass

Ekin
(3)

where Ekin is the kinetic energy on leaving the
sample and Epass is the final energy of analysis.

Combining this with the conservation of elec-
tron flux on traversing the complete electron
optical system finally yields via the Lagrange–
Helmholtz relation to the form most convenient
for this analysis:

A0O0=A0O0 ¼ MO0=O0 ¼ Ekin=Epass 
 R, (4)

where O0 is the solid angle of acceptance after retar-
dation and at the entry to the final energy analysis
element, and R is the retardation ratio, which will
generally be b1 for HXPS measurements. This
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relationship of course only applies to those electron
trajectories that pass through the entire electron
optical system, allowing for the effects of any slits
or collimators that may limit trajectories. A final
important consideration is that the energy resolu-
tion of the final analysis stage dE=Epass can be
connected to Eq. (4) by

A0O0 � CR2
0 ðdE=EpassÞ

1:5�2:0 (5)

where we have assumed a hemispherical electro-
static analyzer as the final element, C is a constant
characteristic of the type of analyzer, and R0 is the
radius of the central trajectory in the analyzer
section. From Eqs. (4) and (5), we can see that, if
A0 is sufficiently small (as permitted by the highly
focused SR beam), and R and M are sufficiently
large, O0 can be very large, while at the same time,
via Eq. (5), A0 and O0 together can be maintained
sufficiently small to obtain the desired final
absolute energy resolution. Roughly speaking,
retardation permits larger A0O0 for a given desired
energy resolution dE=Ekin, and high magnification
permits reducing O0, again consistent with this
resolution. Thus, the highly focused spot in a SR
beamline, and carefully designed retarding electron
optics with magnifications of 25 or higher, are
crucial for the practical realization of HXPS, as
discussed elsewhere [3].

Finally, being able to detect multiple energies in
the final focal plane of the analyzer (cf. Fig. 2) is
also crucial, as this effectively increases the factor
D0, with several approaches available for this:
multiple channeltrons, microchannel plates
(MCPs) coupled with resistive anodes or CCD
detectors, and a newer approach based on MCPs
with custom-designed integrated circuits [8]. Ide-
ally, the width of each detector channel dRdet

should be much smaller than the other contribu-
tions to resolution, as for example, that due to the
entrance slit size dR in Fig. 2. Other articles in this
issue will discuss more concrete examples of
experimental systems based on these principles,
but it is easy to estimate that intense core levels
(e.g. Au 4f) will generate 104–105 electrons/s over
the full spectrum, and even weaker valence bands
have been successfully studied by now [3].

Thus, although cross-section dependence on
photon energy as one goes into the hard X-ray
regime is a serious handicap to HXPS, the
availability of brighter SR sources, together with
electron analyzer systems designed to take advan-
tage of the small spot sizes involved and energy
retardation before energy analysis, can compen-
sate this so as to yield adequate data acquisition
rates, as demonstrated in recent work.
3. Surface vs. bulk sensitivity

Certainly a primary attraction of HXPS is in
increasing the ability to more accurately measure
true bulk properties, and this is connected to the
well-known energy variation of the electron
inelastic mean free path LeðEkinÞ, which at higher
energies is expected to vary as ðEkinÞ

0:50�0:75

[5(b),9]. Simple geometric considerations then
show that, if the electron exit angle with respect
to the surface is ye (cf Fig. 1(a)), then the mean
sensing depth of the measurement will go as
Lesin ye, thus providing a simple way of estimat-
ing, and varying, the degree of surface sensitivity.
Thus, HXPS at roughly 10 keV should certainly be
more bulk sensitive than measurements at 1 keV,
with measurement depths 3–5 times larger. Again,
for the example of metallic Au, LeðEkinÞ can be
estimated to be about 70 Å at Ekin ¼ 10 keV [9].

An accurate estimate of true measurement
depths also needs to include the effects of elastic
scattering, especially at lower kinetic energies [5].
This is because elastic scattering can cause
electrons initially emitted at angles nearer to the
surface normal to be scattered into angles further
from the normal, and it is why the more accurate
LMEDðEkinÞ is included in Eqs. (1) and (2). Such
effects have been discussed in detail previously [5],
and they reduce the degree of surface sensitivity
enhancement possible by going to lower electron
exit angles relative to the surface. Such effects also
complicate the interpretation of such data. How-
ever, an additional advantage of HXPS is that
elastic scattering will be strongly peaked in the
forward direction for 5–15 keV electrons, as will be
discussed in more detail below, thus making the
linear trajectory model that is involved in arriving
at the Lesin ye. estimate above a more accurate
approximation [10].
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Fig. 3. Experimental data illustrating the reduction in elastic

background that has been achieved in an XPS measurement on

a Si surface with 1.5 keV excitation energy. (a) Normal XPS

with a high X-ray incidence angle of 101. (b) Total reflection

XPS with a grazing incidence angle of 11 that is very close to the

critical angle [14].
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A final effect to be considered in analyzing
measurements with variable electron emission
angles is the inner potential V0 at the sample
surface (cf. Fig. 1(a)). This has a value in the range
5–25 eV, and can significantly refract photoelec-
trons as they leave the surface [11], with this effect
being worse for the grazing emission angles that
are of greatest interest for enhancing surface
sensitivity. However, going to hard X-ray excita-
tion energies will much reduce this effect, making
the interpretation of variable-angle HXPS data
more straightforward in yet a second respect.

HXPS thus should not only be more bulk
sensitive, but it should also permit more quanti-
tative analyses of variable electron emission angle
measurements so as to more quantitatively sort
out bulk and surface effects. As a final word of
caution, however, the expected mean emission
depths in HXPS are still only ca. 50–100 Å, and
small enough that consideration still must be given
to surface contamination or surface reaction
effects, especially for more reactive samples.
4. X-ray optical effects and total reflection

The effects of the onset of total X-ray reflection
on photoelectron intensities were first discussed by
Henke [12], and they eventually have led to the
intentional use of total reflection geometries as a
convenient tool for reducing the inelastic scatter-
ing background in XPS spectra [13]. As a recent
example of the use of what has been termed total
reflection XPS (TRXPS) or grazing-incidence XPS
(GIXPS), I show in Fig. 3 broad-scan spectra
obtained with Al Ka excitation from an HF-
etched Si wafer with a high angle of incidence (101,
labeled Normal XPS) and with a low angle of
incidence below the critical angle (1.11, labeled
TRXPS) [14]. The suppression of the inelastic
background in the TRXPS spectrum is significant.
Although all prior work of this type has been done
in the typical XPS energy regime of about 1 keV,
making use of total reflection to reduce what will
probably be more significant inelastic backgrounds
in spectra at 5–15 keV excitation energies appears
to be very desirable, provided that the sample
surface is flat enough to achieve the uniformly low
average angles required. As some indication of
how this might be achieved, Fig. 4 shows calcula-
tions for 10 keV photons incident on Au [15], and
it is clear that the mean depth of excitation can be
reduced to values that are comparable with the
expected mean electron emission depth by going to
incidence angles of 11 or less. Furthermore, as long
as the mean depth of X-ray excitation is much
greater that the mean emission depth of the
photoelectrons, the full degree of bulk sensitivity
can be achieved, but still with what should be
spectra with much lower inelastic background
intensity. This latter condition implies working
somewhat above the critical angle. For the
example in Fig. 4, an incidence angle of 11 that is
about 2.5 times the critical angle would still yield
an X-ray attenuation length about 10x larger than
the estimated mean emission depth of the photo-
electrons.
5. Standing wave studies of valence electronic

structure and buried interfaces

Closely related to the X-ray optical effect
discussed above is using Bragg reflectivity from a
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Fig. 4. Calculated X-ray attenuation lengths for 10 keV X-rays

normal to a Au surface (via Ref. [15]), with the critical angle

indicated, together with an estimate of the mean emission depth

for 10 keV photoelectrons from this surface (dotted line,

extrapolated from results of Ref. [9]). Dashed lines indicate

the region in (a) that is expanded in (b).
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set of crystal planes so as to set up a strong
standing-wave modulation of the exciting electric
field strength, and then rocking the crystal so as to
move the standing wave with respect to the atomic
positions. This has permitted Woicik and co-
workers to study the site-specific valence-band
structure of metal oxides, with obvious implica-
tions for future applications to other materials,
especially if the photon energy is taken to higher
values in the 5–15 keV regime [16]. This pioneering
work is discussed in a separate article in this
volume [17].

Beyond such crystal-plane Bragg reflections, it
should also be possible to use reflections from
synthetic multilayer structures to selectively tune
the sensing depth in HXPS so as to study buried
interfaces. To illustrate this, Fig. 5 shows a
particular sample configuration which has recently
been used in conjunction with soft X-ray excita-
tion at about 1 keV to successfully study a buried
interface between Fe and Cr that is of relevance to
the giant magnetoresistance effect [18,19]. Here,
the sample is grown on top of a synthetic
multilayer mirror composed of 40 bilayers of
B4C and W, with a periodicity of 40 Å that will
also be the period of the soft X-ray standing wave
above the surface of the multilayer. The sample
consists of a wedge of Cr and an overlayer of Fe of
constant thickness. Since the focused X-ray spot is
much smaller than the sample and the wedge slope
is very small, it is possible to effectively scan the
standing wave through the interface by scanning
the sample in position along the direction of the
slope of the wedge. By combining such sample
scanning measurements with rocking curve mea-
surements of Fe and Cr core photoelectron
intensities, as well as with magnetic circular
dichroism measurements for both Fe and Cr and
comparing the data with X-ray optical calculations
[19], it has been possible to determine the
concentration profiles and magnetization profiles
for both species through the buried interface, with
final results as shown in Fig. 6 [18].

Standing-wave measurements of both types
(crystal planes and multilayer structures) should
be of considerable interest for HXPS studies. As
one illustration of the strength of such standing
wave effects in multilayer work, Figs. 7(a)–(b)
show the reflectivity from a synthetic multilayer
exactly like that used in the soft X-ray studies of
Figs. 5 and 6, but at two incident energies of 1.0
and 10.0 keV, respectively. The reflectivity for soft
X-rays is 0.28, while that for hard X-rays is a very
high 0.80, which should yield much stronger
modulations with depth than in the soft X-ray
measurements. More quantitatively, if the X-ray
reflectivity is denoted by Rhn, an approximate
estimate of the total fractional modulation of the
square of the standing-wave electric field intensity
will be 4

p
Rhn, as normalized to an incident wave

field of unit strength. The bottom panels of Fig. 7
show the actual standing-wave modulation for
these two energies as calculated with a program
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Fig. 5. Basic geometry for an experimental method that has recently been developed in the soft X-ray regime for probing buried

interfaces [18]. Reflection from a multilayer mirror creates a strong standing wave above the mirror. One layer in a multilayer sample is

grown in a wedge profile, permitting the scanning of the standing wave through various interfaces via the movement of the sample

relative to the focused synchrotron radiation beam [18].
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written by Yang [19] which includes the depth-
dependent calculation of photoelectron intensities.
For 1.0 keV, the overall modulation is 1.9 (com-
pared with 2.1 from the simple 4

p
Rhn estimate)

and for 10.0 keV it is 3.6 (compared with 3.6 from
the simple estimate). For 10.0 keV, the standing
wave minima are also very near zero, which should
provide maximum contrast in deriving depth-
dependent effects. Such studies with hard X-rays
are thus most promising for the future.
6. Photoelectron diffraction

X-ray photoelectron diffraction (XPD) is by
now a standard surface structure technique [20], so
one can now ask what advantages and disadvan-
tages would be associated with carrying it out at
excitation energies of 5–15 keV. Fig. 1(a) illustrates
the basic physics involved. An X-ray of polariza-
tion �̂ excites a photoelectron wave which pro-
pagates as a distorted spherical wave out to
some scattering atom j located at position ~rj. A
scattered-wave component proportional to the
scattering factor f jðyjÞ (with yj the scattering
angle) then interferes with the unscattered compo-
nent to produce the diffraction pattern. This
interaction is summed over all the atoms in a
suitable cluster neighboring a given type of
emitter. Inelastic scattering acts to attenuate all
wave components. It is also crucial to include
multiple scattering of the photoelectron, with
various programs now available for calculat-
ing such patterns at up to about �2 keV kinetic
energy [21].

Of course, one immediate benefit of going to
much higher energy is that the probing depth
would be increased, in principle allowing for the
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Fig. 6. Soft X-ray experimental results at 825 eV photon energy from the standing wave-wedge method introduced in Fig. 5. By fitting

both rocking curve data of Fe/Cr intensity ratios (not shown) and magnetic circular dichroism (MCD) data for Fe and Cr (panel (b)),

to depth-resolved X-ray optical calculations [19], the concentration and magnetization profiles through the Fe/Cr interface have been

derived [18].
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element-specific study of local atomic structure in
the bulk of a material, including for example, that
around dilute dopant species in more complex
materials. But beyond this are other pluses and
minuses.

Thompson and Fadley some time ago [22]
carried out theoretical simulations in order to
compare XPD at 1 and 10 keV, and some of their
results are shown in Fig. 8. Here, the simple case of
C 1s emission from a vertically oriented CO
molecule, which should result in a forward
scattering peak (0th order diffraction) and high-
er-order diffraction features, as shown in Fig. 8(a),
is treated. Fig. 8(b) shows that the forward
scattering peaks typical of XPD data are clear
for both energies, and that the predicted aniso-
tropies in the absence of any vibrational motion of
the molecule are about the same for both energies,
but the forward peak is significantly narrower at
10 keV. Thus, forward scattering diffraction fea-
tures are in general expected to be sharper at
higher energies. The higher-order diffraction fea-
tures are, however, weaker at 10 keV. Beyond this,
the total scattering cross-section falls off as the
energy increases [22], and as a result, the presence
of any vibrational broadening tends to quickly
reduce the fractional anisotropies in diffraction
patterns. Further discussions of the pros and cons
of XPD at 10 keV appear in this earlier paper.

Beyond such intramolecular arguments, Fig. 1(b)
illustrates another important aspect of HXPD:
Bragg-like reflections from crystal planes which
produce Kikuchi lines and patterns. The core
photoelectron emitter acts like a point source inside
the crystal, and for a given set of planes {h k ‘}
Bragg reflection can occur over two cones, at 7 the
Bragg angle yhk‘ with respect to the planes. Bands
of enhanced and deenhanced intensity thus arise for
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Fig. 7. Theoretical calculations comparing the reflectivity ((a) and (b)) and standing wave modulations ((c) and (d)) above a B4C/W

multilayer mirror consisting of 40 bilayers of [B4C-20 Å/W-20 Å] for 1 and 10 keV incident radiation. Calculations in (c) and (d) are due

to Yang [19].

Fig. 8. (a) The fundamental process involved in photoelectron

diffraction, illustrated here for C 1s emission in a vertically

aligned CO molecule. (b) Comparison of the diffraction profiles

expected for emission with electrons of 1000 and 10 000 eV

kinetic energy, illustrating the narrowing of the forward

scattering (0th order) peak, and the weakening of the higher-

order features at the higher energy [22].
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each set of low-index planes, with spacings of
yhk‘ ¼ sin�1

ðle=2dhk‘Þ, as shown schematically
in Fig. 9(a). Such bands are already evident in XPD
measurements at about 1 keV, as shown in Figs.
10(a)–(b) based on work by Osterwalder et al. [23]
Here, bands of enhanced intensity adjacent to
darker side bands are clearly evident in photoemis-
sion from both diamond(1 1 1) and Si(1 1 1), with
the expected narrowing based on the different
lattice constants and thus planar spacings in these
two materials. For comparison, we also show data
of Pronin et al. [24] from Si(1 1 1) that were
obtained with a standard LEED system, with an
incident energy of 2 keV. It is clear that the same
effects are seen in XPD as in high-energy LEED
patterns, in which small inelastic scattering events
act to produce the same sort of localized source of
outgoing electrons in the LEED experiment as the
photoemission process does in XPD. Trehan et al.
[25] have also pointed out via model calculations
that these Kikuchi-band effects can be described
via a typical cluster-based photoelectron diffrac-
tion calculation, thus emphasizing that inelastic
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scattering is not an essential element of such effects
in XPD, except in the attenuation of outgoing
waves. Some of their results are shown in Fig. 9(b),
in which single-scattering cluster XPD calculations
for Cu 2p3/2 emission at 555 eV kinetic energy are
compared with the results of simple two-beam
Kikuchi-band calculations, with different electron
inelastic attenuation lengths. As the attenuation
length is increased in theory, the Kikuchi-like
features sharpen in both types of calculation, as
expected since scattering from a greater number of
planes is involved.

Thus, one expects to see even sharper, more
bulk-sensitive Kikuchi-like bands in XPD from
bulk samples at 5–15 keV, and these should
provide element-specific information on the local
atomic environments of each type of atom present.
The sensitivity of such features to vibrational
motion also should provide a useful element-
specific measure of atomic displacements as a
function of temperature. However, a final caveat
regarding such measurements is in that, in order to
obtain sufficient intensity for conveniently short
measuring times, the electron optical system may
have an acceptance angle that will average over
some of the finest structure in these patterns.
Compensating this somewhat is the fact that core
levels will have much larger cross-sections in the
hard X-ray regime than valence levels (see also
discussion below), so that reducing the solid angle
acceptance of the spectrometer might still be
consistent with reasonable intensity.
7. Valence-level studies, photon momentum,

phonons, and Brillouin-zone averaging

It is also well known that, on taking the photon
energy up to the keV range, one can, for solids
Fig. 9. (a) Qualitative form of the Kikuchi-band profiles

expected as photoelectron kinetic energy is increased. (See also

Fig. 1(b)). (b) Calculations of azimuthal diffraction profiles

based on two models: a single-scattering cluster (SSC) approach

to XPD and a simple two-beam Kikuchi-band theory [25]. The

case treated is Cu 2p emission with 1487 eV excitation from

Cu(0 0 1), at a kinetic energy of 555 eV. The Kikuchi bands are

separately calculated for different low-index planes. In both sets

of calculations, the inelastic attenuation length Le is system-

atically varied, so as to illustrate the sharpening of the features

for larger values of this parameter, and the equivalence of the

two models.
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Fig. 10. Experimental XPD patterns from (a) diamond at 964 eV and (b) Si(1 1 1) at 1154 eV [23] , illustrating the presence of forward

scattering features along low-index directions (shown in (d)), as well as Kikuchi-band-like features (highlighted by dashed lines), with

narrowing of the latter at higher energy, as expected from Fig. 9(a). Also shown in (c) is a backscattering intensity pattern from Si(1 1 1)

at 2 keV [24], with obvious close similarity.
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with sufficiently high atomic vibrational ampli-
tudes and/or at sufficiently high temperatures and/
or with sufficient angular averaging reach what has
been called the ‘‘XPS limit’’ in studying valence
levels [26]. This limit implies complete averaging of
the spectrum over the valence bands Eð~kÞ of a solid
(i.e. Brillouin-zone (BZ) averaging) so as to yield
spectra that represent a matrix-element-weighted
density of states (DOS). To illustrate the degree to
which XPS spectra converge to the density of
states, Fig. 11 shows spectra from Ag and Au
obtained recently by Siegbahn [27] using mono-
chromatized Al Ka excitation at 1.5 keV, in
comparison the theoretical densities of states; the
agreement here in fine structure and peak posi-
tions, even if not totally in intensity due to residual
matrix element effects, is striking.

That many XPS valence spectra at ca. 1 keV
excitation are in fact a mixture of the DOS-
weighted XPS limit and a ‘‘UPS limit’’ in which
wave-vector-conserving direct transitions (DTs)
are important and each emission direction corre-
sponds to sampling some region of the BZ was first
discussed in detail by Hussain et al. [26], who
carried out angle-resolved temperature-dependent
measurements on W, a metal of sufficient vibra-
tional rigidity that its XPS spectra at room
temperature are estimated to retain roughly 50%
wave-vector conserving character. To illustrate the
strong influence of vibrational motion on such
spectra, Fig. 12 shows spectra obtained from
tungsten at two close-lying emission directions
that are markedly different at room temperature
due to wave-vector conservation and incomplete
BZ averaging, but converge to nearly the same
DOS-dominated form by 1000 K. We return below
to a more quantitative consideration of such
phonon-associated effects.

It is also worthwhile to consider the basic one-
electron matrix elements involved in the absence of
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Fig. 11. Valence-band XPS spectra of Ag and Au, obtained

with monochromatic X-rays at 1.5 keV by Siegbahn [27], are

compared with theoretical densities of states.

Fig. 12. Experimental illustration of the effect of phonons in

producing Brillouin zone averaging in valence-band XPS [26].

With 1.5 keV excitation from W(0 0 1), two close-lying emission

directions show distinct differences in their spectra at room

temperature due to wave-vector-conserving (direct) transitions,

but this difference systematically disappears as temperature is

raised to 1000K, and the density-of-state ‘‘XPS limit’’ is

approached. Also shown here are the Debye–Waller factors

appropriate to each temperature as a rough estimate of the

fraction of transitions which are still direct.

C.S. Fadley / Nuclear Instruments and Methods in Physics Research A 547 (2005) 24–41 35
any phonon contributions. From time-dependent
perturbation theory and Fermi’s Golden Rule, the
intensity at a given final energy Ef and wave-
vector ~k

f
resulting from an excitation at Ei and ~k

i

will be given by

IðEf ; ~k
f
Þ / j�̂ � hEf ; ~k

f
jei~khn�~rp̂jEi; ~k

i
ij2 (6)

where �̂ is the polarization vector of the photon;
khn ¼ 2p=lhn is the wave vector associated with the
photon momentum, with direction fixed by the
experimental geometry; and p̂ is the momentum
operator. If ~khn is small with respect to the
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dimensions of the BZ, which are typically 2p=a if a

is the lattice constant, the dipole approximation is
valid, and the exponential inside the matrix
element can be assumed constant over the
integration. The actual matrix element can then
be expressed alternatively in momentum, length,
or acceleration forms. However, this approxima-
tion is not valid for photon energies of �500 eV or
more, as we now illustrate more quantitatively.

Fig. 13(a) schematically shows a typical transi-
tion in tungsten in wave-vector space with a
photon energy of 1.25 keV, with the relevant
wave-vector selection rule which results from
Eq. (6) being

~k
i
þ~g þ ~khn ¼

~k
f
. (7)

Here, ~k
i
is the initial electron wave vector inside

the BZ; ~g is some reciprocal lattice vector
associated with the crystal; and ~k

f
¼ ~pf=_ is the

wave vector associated the final photoelectron
momentum. For the specific case treated in Fig.
13(a), ~g ¼ 10ð2p=aÞŷ, where ŷ is a unit vector along
the [0 1 0] direction, and ~g will always be that
which finally projects ~k

f
back into some ~k

i
within

the BZ.
Fig. 13. Illustration of the wave-vector conservation involved in vale

and (b) 10.0 keV excitation energy.
As a first key point illustrated by this figure, ~khn

cannot be neglected in comparison with the size of
~k

i
inside the BZ, even at 1.25keV excitation energy,

and it must be allowed for in interpreting spectra.
This is really no more than one consequence of
being required to go beyond the dipole approxima-
tion in describing the photon-electron interaction at
such high energies. The experimental effect of the
photon wave vector on spectra is illustrated in Fig.
14, in which it has been found necessary to shift one
set of spectra obtained in symmetry-equivalent
directions above a W(0 0 1) crystal by about 61 in
polar angle in order for the two sets to sample the
same regions in the BZ, that is to look essentially
identical in pairs. The expectation from simple
theory is a shift of about 51 that is in excellent
agreement with experiment. Such effects will
become much more important in HXPS studies of
valence bands, provided that any sort of BZ
selectivity is still present, and we illustrate this in
Fig. 13(b) for the same W emission geometry, but
with 10keV excitation energy. In the XPS limit of
complete BZ averaging, the photon momentum will
only serve to introduce non-dipole contributions to
the basic matrix elements which modulate the DOS,
but again, these will need to be considered.
nce-band excitation from W, for (a) 1.25 keV excitation energy
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Fig. 14. Experimental verification of the importance of photon wave vector in valence-band XPS, for the case of photoemission from

W(0 0 1) with 1.5 keV excitation energy [26]. The photon wave vector correction leads to a shift of about 61 in those symmetry-

equivalent emission directions which sample the same region in the Brillouin zone, with the matching shifted pairs of spectra shown at

right.
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A second effect leading to BZ averaging is the
angular acceptance of the analyzer (cf. the shaded
discs in Fig. 13), which by itself smears out the set
of ~k

i
values sampled via direct transitions. Going

to higher excitation energy will enhance this effect
further, leading to a requirement of smaller solid
angle acceptances if any residual direct-transition
effects are to be observed.

One must also ask whether the XPS limit will
always be reached in valence-band studies at
5–15 keV simply due to phonon effects. Certainly
experiment must be the final test, with strong
directional and temperature variations of features
being qualitative indicators of residual direct
transition effects, and cryogenic cooling being of
likely benefit in the future in sorting such effects
out. But prior studies [26] permit making approx-
imate estimates of this, and suggest that excitation
at 5–15 keV will yield rather complete BZ aver-
aging, even before allowance is made for addi-
tional averaging effects due to angular resolution.
At the most approximate level, the fraction of
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transitions that remain ~k-conserving has been
estimated by computing the temperature-depen-
dent Debye–Waller factors W ðTÞ associated with
the particular ~g vector involved in the transition

W ðTÞ ¼ exp �1
3
hU2ðTÞi g2

� �
(8)

where hU2ðTÞi is the three-dimensional mean-
squared vibrational displacement, which can be
estimated from the Debye model or other more
accurate correlated models. The W values ob-
tained from such an analysis are, for example,
shown in Fig. 12 for tungsten, which is expected to
be among the elements with the highest retention
of direct transitions at any temperature [26]. The
spectra in Fig. 12 clearly show the convergence of
spectral shapes for two close-lying directions as
photon effects cause increased BZ averaging. Now
applying this type of analysis to excitation of
tungsten with 10 keV photons, for which the ~g
vector magnitude increases to about 26ð2p=aÞ,
yields estimated direct-transition retentions of only
1% at 300 K, 16% at 77K, and 21% at 4 K. Thus,
it is expected that most materials will be very close
Fig. 15. Theoretical calculations of phonon effects on valence-band p

direct-transition behavior to density-of-states behavior [29]. (a) The pr

same energy Ei for which calculations were carried out. (b) Azimutha

energies of 105, 550, and 1250 eV.
to the XPS limit when excited with 5–15 keV
photons, but perhaps with some residual direct-
transition effects still visible via cryogenic cooling.

More accurate models of such phonon effects in
angle-resolved photoemission have also been dis-
cussed previously [28,29] and Vicente-Alvarez et
al. in particular have performed numerical calcula-
tions for valence-band photoemission from Al at
various photon energies from 105 to 1250 eV
which clearly demonstrate the transition from
direct-transition-dominated behavior to DOS be-
havior. Some of their results are shown in Fig. 15,
where the polar angular dependence of peak
intensities for three different points A, B, and C
in ~k

i
but at the same binding energy are plotted for

three photon energies. Note the strong direct-
transition peaks at 105 eV, where there is also very
different behavior of the three points, and the
convergence of behavior for 1250 eV. The high-
energy behavior of all three ~k

i
points, for which

the spectra converge to DOS behavior, is further-
more simply that connected with XPD-like effects
that are identical for all states at that energy.
hotoemission from Al, illustrating the gradual transition from

ojected bulk bands of Al, with three ~k
i
points A, B, and C at the

l scans of intensity for emission from those ~k
i
points, at photon
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These results can be compared to a parallel,
and prior, experimental studies that led to what
can be termed valence photoelectron diffraction
(VPD)[30,31]. To illustrate the connection of this
theoretical analysis with the experiment, Fig. 16
shows core and valence XPS spectra from alumi-
num obtained by Osterwalder et al. [30], together
with an azimuthal scan of the energy-integrated
VB intensity and the Al 2s core intensity. Both VB
and core intensities exhibit essentially the same
angular distribution, which is describable in terms
of XPD. Similar results have also been found by
Herman et al. [31] for Ge valence and core spectra
in XPS.

No calculations of vibrational effects on XPS
valence spectra at the level of accuracy of those of
Vicente-Alvarez et al. have been carried out for
other elements or for energies as high as 5–15 keV,
but further analyses of this type would certainly
be very desirable. One expectation would none-
theless be that, once the XPS limit is reached,
the integrated valence-band intensities, or even
intensities at a fixed binding energy in a spectrum
(cf. Fig. 15) would exhibit HXPD effects
such as those discussed in Section 6: forward
Fig. 16. Azimuthal-scan experimental data for valence-band and core

spectra, and the azimuthal dependence of the energy-integrated valen
scattering peaks along low-index directions and
Kikuchi bands.

Finally, we consider the nature of the matrix
elements in Eq. 6, in terms of the region in space
that is primarily involved, as discussed also by
Solterbeck et al. [32] In general, because of the
high energy of the photoelectron, its oscillations in
space, with wavelength lf

¼ 2p=kf , which is only
about 0.10–0.15 Å for 5000–10,000 eV energies, are
very short in scale relative to those of outer valence
electronic states. Thus, there tends to be a net
cancellation in matrix element contributions from
the positive and negative portions of the photo-
electron wave that are multiplied by the much
more slowly varying valence wave function. This is
the reason core levels, which oscillate much more
rapidly in radius, maintain larger cross-sections as
photon energy increases. A further implication of
this kind of argument for valence band studies is
that HXPS spectra should be much more sensitive
to those portions of valence electron wave func-
tions that are nearest the nucleus, as discussed by
Woicik in another article in this volume [17].

In summary, from prior XPS work on valence
levels, it seems likely that HXPS in the 5–15 keV
photoemission from Al [30]: Valence-band (a) and core Al 2s (b)

ce-band intensity (c) and the core intensity (d).
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range will for many, if not most, cases yield spectra
in the XPS limit of zone-averaged densities-of-
states with matrix element modulation. Variable-
temperature studies going to the lowest possible
temperatures, as well as more accurate theoretical
modeling, would certainly be of interest in sorting
out the phonon contributions to zone averaging.
Beyond this, analyzer angular acceptance, also
leading to zone averaging, represents another
major factor which would be difficult to avoid
without reducing intensities too much for practical
spectroscopy. Finally, non-dipole effects need to
be considered, both via the contribution of the
photon wave vector to the conservation equation
and other more subtle factors in the matrix
elements themselves. Even if all such data is found
to be in the XPS limit however, such density-of-
states information should be extremely useful,
especially in view of the greater bulk sensitivity at
these higher energies. Beyond this, single crystal or
multilayer standing wave effects such as those
discussed in Section 5 should be most interesting in
deriving element-specific contributions to the
valence electronic structure [17], as well as the
variation with depth of densities of states, e.g.
through multilayer structures.
8. Concluding remarks

By suitable instrumentation improvements in
SR sources, electron optical systems, and detec-
tors, HXPS in the 5–15 keV regime has now
become a feasible experiment, including both core
and valence-level measurements.

Going to such high excitation energies permits
measurements that are much more bulk in nature,
with mean excitation depths in the 50–100 Å range.
The necessity for careful surface preparation is
thus much reduced, but not completely eliminated
for more sensitive materials.

Varying the degree of surface sensitivity by
changing the electron takeoff angle should be
more easily quantifiable than at lower energies,
due to more forward peaked elastic electron
scattering and the reduced influence of the inner
potential at the surface.
Using grazing X-ray incidence, at or somewhat
above the onset of total reflection should be of use
in reducing the inelastic backgrounds underneath
spectra.

X-ray standing waves, created by Bragg reflec-
tion from either crystal planes or synthetic multi-
layer mirrors, constitute a very powerful position-
resolved probe of element-specific densities of
states [17], or composition and magnetization near
buried interfaces.

Core-level angular distributions above single-
crystal samples will exhibit photoelectron dif-
fraction effects, including both a sharpening of
forward scattering features and the presence of
Kikuchi-band fine structure due to Bragg reflec-
tion of photoelectrons from crystal planes. These
effects should provide element-specific local struc-
ture information, provided that the solid angle of
acceptance of the spectrometer can be reduced
sufficiently to see them clearly.

Valence-level studies at such high excitation
energies will tend toward the ‘‘XPS limit’’ for
which initial states over the entire BZ are sampled,
and spectra are matrix-element-modulated densi-
ties of states. This is due to a combination of
phonon effects and the angular acceptance of the
spectrometer. The photon momentum and other
non-dipole effects in matrix elements will need to
be considered in analyzing such data. Nonetheless,
much useful information on bulk densities of
states should be derivable.
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