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I. Introduction 

  Polymers in their pure state are excellent electrical insulators; however polymers can 

be modified to be good electrical conductors by simply mixing them with good 

conductors.  To give conductive properties to polymers, carbon black (CB), carbon 

fibers (CF) and carbon nanotubes (CNT) have been utilized as conductive carbon fillers. 

Among these electrically conducting composites, some composites prepared by 

CB-polymer and CF-polymer composites show a sharp resistivity increase when the 

temperature close with the polymer melting point. This phenomenon is so-called as 

positive temperature coefficient (PTC) effect1). The remarkable PTC effect was mainly 

observed for conductor-filled semi-crystalline polymers, especially for low molecular 

weight polyethylene (LMWPE). Because of a sharp increase in electrical resistivity, the 

PTC materials have a wide range of industrial applications. They can be used as 

self-regulating heaters, current limiters, over current protectors and resettable fuses. 

However, there are some application limits because of the several drawbacks of 

thermoplastic conductive composites. They are 1) the lack of reproducibility of electrical 

conductivity due to irregular structure changes in heating/cooling cycles; 2) the decrease 

of electrical resistivity at the temperature beyond the melting point, which is so-called as 

NTC (Negative Temperature Coefficient) effect; and 3) the slow response rate of PTC 

effect associated with an adverse effect on desired switching properties. To pursue the 

improvement, a lot of efforts have been done by trial and error and consequently 

ultra-high molecular weight polyethylene (UHMWPE) was found to be better to prepare 

composites with conductive filler than LMWPE2-3). The materials provide the rapid 
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increase and rapid decrease in electrical resistivity at a critical temperature under heating 

and cooling processes and they ensure the good reproducibility. 

CNTs are long and slender fibers where the walls of the tubes are hexagonal carbon 

(graphite structure) and often capped at each end.  It has attacted great interest from all 

over the world since the moment it appeared. CNTs possess superior mechanical, 

thermal and electric properties.  The exceptional properties of CNTs with low density 

offer scope for the development of nanotube-reinforced composite materials.  Many 

efforts have been made in development of high electric and high modulus materials by 

filling CNTs into polymers.  However, the Young’s modulus and tensile strength were 

improved only several tens of percent, when CNTs were admixed into melted polymers.  

In the present paper, we shall introduce the great improvements for Young’s modulus 

and electric conductivity of multi-wall carbon nanotubes (MWNTs) and UHMWPE 

composites prepared by gelation/crystallization by using decalin as solvent.  Actually, 

the composite could be elongated up to 100 times. The Young’s modulus and electric 

conductivity reached 58 GPa and 10-1 S/cm4). This tendency becomes more considerable 

by iodine-doped treatments5). 

The highly elongation provides the composite preparation with high modulus and 

high conductivity. However, the alignment of CFs and CNTs perpendicular to the film 

normal direction must be done under electric and magnetic fields. These methods were 

carried out to orient liquid crystal chain axes in the directions of electric and magnetic 

fields. A number of papers concerned with theoretical and experimental aspects have 

been published.  This workshop is concerned with theoretical physics, and then firstly 

the detailed theoretical treatments are discussed for electric, dielectric and magnetic 

characteristics of polymer and carbon filler composites. The electric and magnetic fields 

acting on the anisotropy of the electric or magnetic susceptibility exert torques within a 

liquid crystal which may complete with the elastic torques determining its internal 

structure. A general method is presented for calculating the molecular orientation in 

equilibrium state and the process up to the state. 
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II. Electric and Magnetic Orientation of Carbon and Polymer Chain Axes 

  

Electric field 

  The magnitude of the birefringence under low electric field may be expressed by the 

Kerr law which is represented as 2KEn =∆ , in which n∆  is the birefringence, E is 

the external field intensity, and K is the Kerr coefficient characteristic of the sample.  

The proportionality tends to deviate with increasing electric fields.  This phenomenon 

was analyzed for steady-state electric birefringence by using a model that electrical and 

optical polarizabilities have no symmetry and the permanent dipole moment have 

orientation.  The orientation energy due to the permanent dipole is linearly dependent 

on electric field strength, while the energy due to the induced dipole depends upon the 

square of the field strength. Based on the general concept1-3), the molecular orientation 

of liquid crystal chain axes shall be discussed in stead of CF axes, since the CF 

dispersion solution shows dark and birefringence cannot be measured. 

  The molecular orientation of rigid chains of liquid crystal under electric field at the 

equilibrium (steady) state may be given by using Cartesian coordinate shown in Figure 

II-1(a), which is given by1-6)  
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where k and T are the Bolzmann constant and the absolute temperature, respectively, 

and U is the potential energy under the applied electric filed E, which is given by 
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In Eq. (II-3), 3µ  is the apparent permanent dipole moment of molecular chain axis in 

solution, while 2µ  and 1µ  are the moments along the transverse direction of the chain 

axis. In Eq. (II-4), 3α  is the excess electrical polarizability along the chain axis, while 

2α  and 1α  are the polarizabilities perpendicular to the chain axis. 

  The direct estimation of the molecular orientation function ( )θω cos  is very difficult 

under the applied electric field by X-ray diffraction measurement.  The estimation has 

been done in terms of the second order moment of the orientation function ( )θω cos  by 

using birefringence measurement. 

Figure II - 1. Cartesian coordimates illustrating illustrating the geometrical 
relation. (a) Euler angles θ and η which specify the orientation of coordinate 
0-U1U2U3 of structural unit with respect to coordinate 0-X1X2X3 of specimen. (b) 
Angles θj and φj which specify the orientation of given j-th axis of the structural 
unit with respect to the coordinate 0-X1X2X3. (c) Angles Θj and Φj which specify the 
orientation of given j-th axis of the structural unit with respect to the coordinate 
0-U1U2U3. (d) Geometrical arrangement of the reciprocal lattice vector of the (002) 
plane and fiber axis within the film coordinate 0-X1X2X3. 
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  By assuming 2α = 1α , the birefringence n∆  may be given by2)  

 

( ) ( ) θθθθωπ π
dggC

n
n V sin

2
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where VC  = volume fraction of particles, n = index of refraction of the solution, g3 - g1 

= optical anisotropy factor, g3 and g1 being the suffixes along the chain and the 

transverse direction.   

As for the time to attend the equilibrium (steady) state, the orientation of CF axes are 

attributed to the rotation of the CF axes in the electric field direction. In this case, the 

distribution function )(cosθω  may satisfy the following diffusion equation.7-8) 
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where Θ  is the rotational diffusion coefficient of polymer chain axes in the solution, 

τ  is torque, ζ  is the rotational fractional coefficient, and the symbol 2∇  is the 

Laplacian operator. Θ  is given by ζkT .   

In order to carry out the solution of Eq. (II-6), the following parameters are defined as 

β  (or b) and γ  (or c) are given by 
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An approximate solution of Eq. (II-6) can be obtained by using the perturbation 

method.  By expanding nλ  and yn in terms of E, we have 

−−−−−−−++++++= 432)1( EDECEBEAnn nnnnnλ           (II-9) 

and  
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  Subtracting Eqs. (II-9) and (II-10) into Eq. (II-6) and equating E, E2, E3, E4, ---- to 

zero, we can obtain a set of ten differential equations.  These equations are solved by 
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expanding an(u), bn(u), cn(u), dn(u),----- in terms of Legendre functions. 

The solution of Eq. (II-6) may be given by  

  (II-11) 

where θcos=u  and An are the expansion coefficients.  Incidentally, yn must satisfy 

the following normalization condition.  
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The electric birefringence is given by  
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Equation (II-13) is normalized by the birefringence )(∞∆  for ∞>−t , i.e., the 

steady-state birefringence, which is given by  
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  In order to calculate Eq. (II-14), all the terms in the integrand must be expanded as a 

series of power for β , 1<<γ .  The calculation is carried out numerically. 

The upper and lower parts in Figure II-2 terminated up to 4th order perturbation 

shows the normalized rise and reverse birefringence for various values of 2β  and γ  

reported already. The curves in Figure II-2 are very sensitive to the values of 2β  and 

γ .  The birefringence becomes higher with increasing tΘ  and tends to level off.  

When inverse electric field is applied, the birefringence decreased and tends to level off.  

The upper and lower sides in Figure II-3 show the corresponding birefringence at 

various electric field strength calculated by using b = 2.27 x 10-2 and c = 5.16 x 10-6 

which were measured for poly( γ -benzyl - glutamate) in chloroform, the concentration 

being about 11 vol%5).  With increasing the electric field strength, it is impossible to 

obtain the rise and reverse birefringence at the initial stage when a rectangular pulse and 

a reversing pulse are applied. This indicates the necessary of calculation beyond the 

fourth-order perturbation. Anyway, the saturation of birefringence becomes faster with 

increasing E indicating perfect orientation of polymer chain axis.  
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Figure II - 3. Normalized electric birefringence vs tΘ  calculated at E = 
200V/cm, in which the upper and the lower are related to the rise and reverse 
field, respectively. 
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Figure II - 2. Normalized electric birefringence was tΘ  for various values of 2β  
and γ , in which the upper and the lower are related to the rise and reverse field, 
respectively. 

tΘ

⊿(
t) 

⊿(
t) 



 8

Magnetic field 

The magnetic effect is proportional to the square of the magnetic flux density B and 

the origin of the diamagnetism is the induced magnetization caused by the induced 

motion of electrons under the applied magnetic field.9-23) That is, the magnitude of the 

magnetization M induced on a material is proportional to the applied strength H, 

i.e., HM χ= , where χ  is the diamagnetic susceptibility. The interaction of M with the 

applied field causes a repulsive force, repelling the particle away to the direction of a 

decreasing field strength. If the force is equivalent to the gravitational force, the 

particles levitates in the air. Accordingly, when a material has an anisotropy in 

diamagnetism, a magnetic torque acts on it without the rotation. The origin of the 

magnetic anisotropy is traced back to chemical bonds. The magnetic anisotropy due to 

chemical bonds provides that diamagnetic susceptibilities of the C-C bond along the 

bond (//) are smaller than those perpendicular to the bond ( ⊥ ). Accordingly, the 

anisotropic diamagnetic susceptibility defined by ⊥− χχ //  ( 0// << ⊥χχ ) is negative 

and then the C-C bond tends to align in the direction perpendicular to the applied field23). 

Here it may be noted that the orientation of the particles under magnetic field needs 

their volume to ensure energy higher than thermal disturbance associated with thermal 

energy.  

The orientation of crystallites and particles under electric and magnetic field have 

been evaluated in terms of the second order orientation factor. The orientation under 

magnetic fields is related to the apparent permanent dipole moment, while that under 

electric field, the orientation is due to the excess electrical polarizabilities along 

symmetry and transverse axes in addition to the apparent permanent dipole moment. 

The comparison between theoretical and experimental orientations was done by 

birefringence7, 24-25). However, the orientation factor obtained by birefringence is a sort 

of the second moment of the orientation function. 

The preferential orientation of carbon fibers within polymer matrix has been realized 

by elongation of the composite films26). Actually, carbon nanotube and ultra-high 
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molecular weight polyethylene (UHMWPE) composites could be elongated more than 

100 times, when the composites were prepared by gelation/crystallization and the drawn 

composites provided high electric conductivity and high modulus. However, the 

ultra-drawn method is no effective to obtain the composites where the carbon fibers and 

carbon nanotubes are oriented predominantly with respect to the film normal (thickness) 

direction. To realize the preferential orientation, magnetic and electric fields must be 

applied to the direction parallel to the film thickness direction.    

  The orientation of carbon fibers11-12) and carbon nanotubes13-17) under the magnetic 

field has been evaluated from the two methods. One is the direct observation by 

scanning electron microscopy (SEM)13), the other is due to the prediction of orientation 

of the reciprocal lattice vector of the (002) plane within the graphite crystal unit17). The 

measurements were done for the composite film prepared by evaporating solvents from 

polymer gels.  

In the present paper, PVA-CF composites were prepared by gelation/crystallization 

from solutions in dimethyl-sulfoxide (DMSO) and water mixtures. The polymerization 

of PVA was ca. 2000. The DMSO/water composition was set to be 60/40, assuring rapid 

gelation and stiff gel reported elsewhere27). The contents of CFs against the mixed 

solvent were 0.3, 0.5, 1.0 and 2.5%, in which the concentration of PVA against the 

mixed solvent was fixed to be 10g/100mL. To obtain further information for the 

viscosity dependence of PVA, 13g/100mL solution was prepared, in which the CF 

content against the mixed solvent was 1.0%.  

The short carbon fibers used in this experiment are MGII from Toho Tenax Co. Ltd, 

the average size of which was ∅ 15µm × 80 µm. The length distribution is scattered 

from 4µm to 150µm. The carbon fibers were made from the carbonization of 

polyacrylonitrile (PAN). The conductivity was ca. 700 S/cm. 

Figure II-4 shows the specific viscosity against PVA concentration.  The viscosity 

increases drastically with increasing PVA content. This data is important to pursue 

theoretical calculation of the orientation distribution function of the CFs. Unfortunately, 
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the measured values of spη  were too scattered to obtain the creditable values, when the 

CFs were admixed into PVA solution. But the CF contents, 0.3 ~ 2.5% at the 10% PVA 

solution (against the solvent) concentration were confirmed not so sensitive to the spη  

values. Any drastic increase in spη  values did not occur. 

 

 

 

 

 

 

 

 

 

The magnetic orientation of carbon fiber with susceptibility anisotropy at the 

equilibrium state may be estimated by the concept similar to the theory of the electric 

field. Then the orientation function of the carbon fiber axes are given by the same 

equation as described in Eq. (II-1).  

However, in the magnetic field, U is the magnetic energy under the applied magnetic 

flux density B ( H)1( χ+= ), in which U1 = 0 and U2 may be rewritten as  
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where 0µ  and V are the magnetic permeability of vacuum and the volume of the 

particle under consideration, and //χ  and ⊥χ  are the anisotropic susceptibilities 

parallel and perpendicular to the carbon fiber. θ  is the angle between the carbon fiber 

and the applied magnetic field directions. Generally, it may be noted that a macroscopic 
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critical volume V needed for the orientation given as a function of the applied magnetic 

flux density B and the difference ⊥− χχ //  between anisotropic susceptibilities 

parallel and perpendicular to the carbon fiber.  

Substituting Eq. (II-15) into Eq. (II-1) to calculate the orientation function )(cosθω  

of the carbon fibers, the second term on right hand in Eq.(II-15) is independent of the 

profile of )(cosθω . Then, Eq. (II-1) may be given by  

 

( )
θθ

θπω π θγ

θγ

de

e

sin
2

0

cos

cos

2

2

∫
=                      (II-16) 

where 

( ) 2

0
// 2

B
kT

V
µ

χχγ ⊥−=                     (II-17) 

The orientation of CF axes are attributed to the rotation of the CF axes in the 

magnetic field direction. In this case, the distribution function )(cosθω  may satisfy 

the same diffusion equation as Eq. (II-6). τ  is given by 
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Here, the general solution of Eq. (II-6) under the magnetic field is given by  
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and 

θθθωθθ
π

dtt sin),(cos)(
0∫=                     (II-21) 

Since a CF is surely a rigid cylinder like tobacco-mosaic virus, Θ  may be given by28) 
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where a is an average half length of CFs and p is an average aspect ratio. 0η  is 

viscosity of the CF dispersed PVA solution.To pursue the numerical calculation, Θ . 

Figure II-5 shows the orientation distribution functions calculated at the indicated 

values of tΘ  for the indicated four CF contents dispersed in 10% PVA solution. The 

theoretical calculations for the indicated dispersion solutions were done by using the 

same γ  value associated with each equilibrium state. The termination error up to the 

10-th order perturbation did not give any problem for the numerical calculation and the 

calculated distribution functions become almost stable. The curve profile calculated at 

the indicated CF contents becomes sharper with increasing tΘ  and is equal to the 

corresponding saturated curve. Namely, the calculated curve profile with a maximum 

value at θ =0o become sharper with elapsing time. This means that the orientation of 

CFs tends to orient gradually with elapsing time. Here we must emphasize that the 

estimation of CF magnetic orientation in terms of the distribution function is very 

important in comparison with the average estimations representing by Eqs. (II-20) and 

(II-21).  Because the distribution function represented by Eq. (II-19) only reveals 

actual orientation behavior.   

  Here it should be noted that the γ  value represented by Eq. (II-17) is essentially 

independent of the CF content and then the saturation time must be the same. Also the 

value of the rotational diffusion constant Θ  must be almost the same, since the 

admixture of CFs up to 2.5% was confirmed not so sensitive to the change in viscosity 

oη  of the solution. As discussed before, the large difference at the 2.5% CF content is 

probably thought to be due to the collision between adjacent CFs under the magnetic 
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field. In contrast, the CFs can be oriented without any disturbance between adjacent CFs 

at 0.3, 0.5 and 1.0% contents. This indicates that at 2.5% content, the disturbance by the 

collision is very serious to promote the magnetic orientation degree.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 In Figure II-5, t is the period corresponding to tΘ  and the value is calculated by Eq. 

(II-15). In the calculation, the average half length ao of CFs and the average aspect ratio 

p are given as 33.3 mµ  and 6.924, respectively. The viscosities 0η  at 10 and 13% PVA 

solutions are given as 2.241 and 7.547 poise, respectively. The values of t to reach their 

saturation state at 0.3, 0.5 and 1.0% CF are calculated to be 172, 199 and 265 sec, 

respectively. This indicates that the calculated saturation period becomes longer with 

increasing CF content, although the γ  value differences among the three CF contents 

are very small. The CF content dependence of the saturation period may be rigorous 
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Figure II - 5. 2π )(cosθω  of carbon fiber axes in the composites prepared from 
10% PVA solution containing the indicated CF contents. Open circles are 
experimental values and solid curves are calculated on the basis of Eq. (6) in 
which the γ  are given (a) 16.013,  (b) 16.846 (c) 17.745 and (d) 2.730. 

 (b)  
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because of fewer possibility of the collision between neighbor CFs under the magnetic 

orientation.  

  Figure II-6(a) and (b) show the orientation distribution functions calculated at the 

indicated values of tΘ . The calculations were carried out for 10 and 13% PVA 

solutions containing 1.0% CF content. The column (a), appeared in Figure II-5(c), is 

shown again to compare the two curve profiles each other. Of course, the calculation 

was done for the indicated dispersion solutions by using the same γ  value indicating 

the equilibrium state in Figure II-4. The curve at 13% PVA concentration is duller than 

that at 10% PVA. This result also indicates that the high viscosity of solution due to an 

increase in PVA content hampers the magnetic orientation of CFs. Judging from Figure 

II-4, the magnetic orientation of CFs in 13% PVA solution becomes poorer than that in 

10% PVA solution in spite of the same CF content. This is attributed to the decrease of 

Θ  proportional to the reciprocal value of viscosity oη  as represented in Eq. (II-22). 

The predicted period up to the equilibrium state is 662 sec.  

 

 

 

 

 

 

 

 

 

 

 

  In Figure II - 6, the saturation time of the orientation of CF axes at 13% PVA solution 

becomes longer than that at 10% PVA solution.  It takes more than 1h because of very 

high viscosity of the solution as shown in Figure II-4. 

Figure II - 6. 2π )(cosθω  of carbon fiber axes in the composites prepared 
from 10 and 13% PVA solutions with 1.0% CF content. Open circles are 
experimental values and solid curves are calculated by Eq. (6), in which γ  
are given (a) 17.745 and (b) 7.093. 
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  Figure II-7 (a) and (b) show the second order orientation factor F200(t) and the 

average angle )(tθ , respectively, for 0.3, 0.5, 1.0 and 2.5% CF contents dispersed in 

10% PVA solution. As shown in column (a), the factor becomes unity for perfect 

orientation of the CF axes with respect to the film normal direction (magnetic field 

direction), while it becomes zero for the random orientation. The factor increases 

drastically with increasing tΘ  and tends to level off. This tendency is almost the same 

as the behavior of the dispersed solutions with 0.3, 0.5and 1.0% CF contents. On the 

other hand, the factor for the 2.5% CF content increased gradually. This indicates that 

the low value of F200(t) and slow time up to the steady state are due to the drastic 

collision between adjacent CFs under magnetic orientation and the magnetic field used 

in the present work is too low to enhance the orientation of the CF axes in the dispersion 

solution containing 2.5% CF content.   
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Figure II - 7. (a) The second order orientation factor calculated by Eq. (6) and 
(b) the average angle for the composites prepared from 10% PVA solution 
containing the indicated CF contents.
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  The average angle )(tθ  becomes lower with increasing tΘ  and tends to level off 

for 0.3, 0.5 and 1.0% CF contents dispersed in 10% PVA solution, indicating the 

progression of the orientation of the CF axes. On the other hand, the orientation for the 

2.5% CF content is not so significant. 

  Figure II-8(a) and (b) shows the estimation second order orientation factor F200(t) and 

the average angle )(tθ , respectively, for 10 and 13% PVA solution containing 1.0% CF.  

The results in columns (a) and (b) indicate that the increase in PVA concentration causes 

drastic increase in viscosity and the orientation of CF axes becomes less pronounced. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  The second order orientation factor and the average angle in Figures II-7 and 8 

provide simple representation to facilitate easy understanding. Even so, the detailed 

phenomenon must be evaluated in terms of the orientation distribution function. As 

shown in Figures II-7 and 8, the saturation values of tΘ  estimated by F200(t) in Figure 
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Figure II - 8. (a) The second order orientation factor calculated by Eq. (6) and (b) 
the average angle for the composites prepared from 10 and 13% PVA solutions 
with 1.0% CF content. 
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II-7 are almost 0.25 for the 0.3, 0.5 and 1.0% CF contents but the corresponding value 

of tΘ  estimated by )(cosθω  are 0.26, 0.30 and 0.40, respectively as shown in Figure 

II-5. This means that the estimation by )(cosθω  is much better to pursue precise 

estimation for the orientation behavior of CF axes under magnetic field.  

  )(tθ  is close to 10o at the saturated state of the CF orientation but the most probable 

density of CF axes is not maximum at 10o and it must be 0o as shown in Figures II-5 and 

6. To avoid such a contradiction, the orientation function must be adopted. 

Unfortunately, the orientation function can be only obtained by X-ray diffraction 

technique. But, as discussed elsewhere5-7, 24-25), the estimation is very difficult for 

solution and liquid crystals under electric and magnetic fields. Most of the estimations 

have been carried out by birefringence measurements associated with the second order 

orientation factor. In the present work, of course, it was very difficult to evaluate of CF 

axes in solution under the magnetic field by X-ray diffraction technique, and then the 

estimation was done for the composites on the basis of the assumption that the same 

orientation degree of CF axes in the dispersed solution is maintained in the bulk 

specimen proposed by gelation/crystallization and then evaporating the solvent from the 

gels. Namely, any change in the orientation degree of the CFs under the magnetic field 

does not occur under evaporating process of the solvent. 

Incidentally, electric conductivities of the present PVA-CF composite films are hardly 

affected by the magnetic orientation of CFs and the values were ca. 1011 S/cm indicating 

the original conductivity of PVA films. The orientation of large amount of CFs must be 

carried out under high magnetic field to prepare PVA-CF composites with anisotropic 

electric conductivity.  

In this paper, it is necessary to derive the orientation function of CF axes from the 

orientation of the reciprocal lattice vector of the (002) plane of graphite crystal. The 

derivation is not son difficult but the mathematical background for analyzing the 

orientation distribution function of crystallites29-41).  
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III. Electric and Dielectric Properties of Polymer-Carbon Fiber Composites 

 

Most of polymers are typical insulators. To give conductive properties to polymers, 

carbon black (CB)1-9) carbon fibers (CF)10-11) and some metal powders12) have been 

utilized as conductive filler. Among these electrically conducting composites, some 

composites show a sharp resistivity increase when the temperature close with the 

polymer melting point. This phenomenon is so-called as positive temperature coefficient 

(PTC) effect. In order to explain PTC mechanism, several theories have been proposed. 

Some of them are percolation phenomenon, conduction pathway theory, thermal 

expansion theory, tunnel effect theory and electric field emission theory1-2, 13-16), etc. 

Nevertheless, these theories still remain some problems to explain experimental results 

clearly.  

This chapter deals with some approaches to investigate electric and dielectric 

properties of ultra-high molecular weight polyethylene (UHMWPE)-CF composites 

prepared by gelation/crystallization from solutions. 

The samples were prepared by using UHMWPE (Hercules 19000/90189) with an 

average viscosity molecular weight of 6×106, LMWPE (Sumikathene G201) with an 

average viscosity molecular weight of 4×104.  

The concentrations of UHMWPE and LMWPE against decalin were fixed at 

0.5g/100ml and 4.5g/100ml respectively. Namely, for the blend film, the weight 

composition (LHWPE/UHMWPE) was 9/1. The hot homogenized solution was 

quenched by pouring it into an aluminum tray at room temperature, thus generating a gel. 

The decalin was allowed to evaporate from the gel under ambient conditions. The nearly 

dry gels were vacuum-dried for 24 hours to remove residual traces of decalin. The 

weight compositions of CF and UHMWPE of the blends were varied by 0.5/1, 1/1, 2/1, 

3/1, 4/1, 5/1, 6/1, 7/1, 8/1. The corresponding CF volume contents calculated against the 

matrix are 2.1%, 4.2%, 8.0%, 11.6%, 15.0%, 18.0%, 21.0%, 23.5%, 26.0%. 

Figure III-1(a) shows the electrical resistivity as a function of fiber volume content at 
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room-temperature. A zigzag drop in resistivity against carbon fiber content is observed, 

which is generally attributed to percolation phenomenon. At lower fiber contents 

(2.1~11.6 vol%), the resistivity is more or less equal to the resistivity of pure polymer.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

When carbon fiber content increases to 15.0 vol%, the resistivity of the blends falls 

down sharply from 1012 to 104 Ω·cm, indicating the electrical conversion of composites 

at a critical concentration of carbon fibers. A semiconducting character of the composites 

in this transition region can be explained by a specific conductance mechanism of these 

materials. Namely, it may be expected that even if a few conducting paths are present, 

Figure III -1.  (a) Electrical resistivity versus volume fraction of carbon fibers; 
(b) Log-log plot of the resistivity against φ - cφ  with %0.15=cφ  according to 
Eq. IV-1. Straight line was plotted by least-square method and has a slope 
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electrons are activated to hop over the nonconducting polyethylene matrix barrier across 

the gaps between the conducting fibers. When carbon fiber content exceeds the critical 

concentration, the conduction is predominantly achieved through the fiber contacts and 

the material behaves as a conductor. The resistivity of composites tends to level off when 

CF content is beyond 15.0 vol%. As discussed already, the blends were mixed by putting 

all the components into the decalin solution at 150℃. This method allows more fillers in 

the blends to obtain the lower resistivity. At the same time, the percolation threshold 

value is higher than that of conventional conductive polymer blends produced by melt 

mixing of polymer and fillers, since carbon fibers can be uniformly dispersed and the 

interparticle distances are longer without kneading or pressing at high pressure.  

Percolation theory predicts the relationship between the composite resistivity and 

volume content of the conductive filler as  

 
t

c
−−= )( φφρρ 0   for  cφφ >                (III - 1) 

where 0ρ  is a constant, φ  is the volume content of the filler, cφ  is the critical 

volume content at percolation threshold, which is 15.0 vol% in the present paper, t  is 

the exponent characterizing the relationship between ρ  and φ . Theoretical 

consideration has provided that t  should be equal to 1.5∼1.6. However t  value was 

given to be about 3 experimentally for the composite filled with randomly oriented 

fibers10). For the present composites, t  value was determined to be 3.32 from the slop 

of line shown in Figure III-1(b). 

 In fact, the filler concentration of the desired composites serving as PTC materials 

should be a little bit higher than the upper limit value estimated by the percolation region 
3-5, 29). Accordingly, the sample, where the concentration is higher than or equal to 15.0 

vol%, was chosen to test their PTC effects in the present chapter. 

It has been pointed out that the thermoplastic composites exhibit poor reproducibility 

of resistivity-temperature curves for different heating/cooling runs. According to 

previous reports, poor reproducibility of electrical conductivity could be a little 
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improved by cross-linking either chemically with peroxides or by irradiation4), and by 

adding rubber as a “mechanical stabilizer” to carbon black/wax mixtures30) and by using 

mixtures of two kinds of carbon black with polyethylene3). This is obviously due to the 

fact that the expansion/contraction processes accompanying heating/cooling cycles 

cause movements of the fillers and the behaviors is irreversible. However, in the case of 

the blends with UHMWPE8-9,18,31), the reproducibility of electrical conductivity 

provided good satisfication, since UHMWPE minimizes the migration of the carbon 

fibers and the deformation because of its high viscosity even in the temperature range 

beyond the melting point. Only the first run is different from the subsequent ones, while 

the latter runs have very good reproducibility shown in Figure III-2. As the most 

favorable phenomenon in the latter run, the resistivity increases abruptly at sharp 

temperature range about 116℃. It is noticed that the latter curves shifted upward and 

forward in comparison with the first run because of the decrease of crystallinity for both 

UHMWPE and LMWPE after the first runs. 

 

 

 

 

 

 

 

 

 

 

Figure III-3 shows the resistivity of the blends with the different volume content as a 

function of temperature. The results indicate that the PTC effect is dependent on the 

carbon fiber content. At highest content (26 vol%), the PTC effect of the composites 

becomes worst. At lower contents (15.0 vol% ∼18.0 vol%), the PTC intensity is about 

Figure III - 2.  Resistivity against temperature of the 90/10 w/w LMWPE/ 
UHMWPE blends with 23.5 vol% CF under four runs
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106 and the PTC temperature is about 100℃. When the volume content is 23.5 vol%, the 

PTC intensity reach a maximum about 109 and the PTC temperature is about 116℃. The 

reason maybe is due to the fact that the smaller inter-fiber distance in the composites 

becomes narrower with increasing CF content and the higher temperature is required to 

break off all contacts of carbon fibers.  

 

 

 

 

 

 

 

 

 

 

The results of the other research3-5, 29) indicated that only when a filler concentration is 

a bit higher than the upper limit of the percolation region, the material with PTC effect 

can be achieved. Furthermore, if a high conductivity is required, highly filled composites 

should be employed for switching purposes. Such highly conductive composites, 

however, seldom show good switching behavior. Therefore, the composites combining 

high conductivities and significant switching behavior are a contradictory. Nevertheless, 

in the 90/10 w/w LMWPE/UHMWPE blends with carbon fibers, the PTC effects can be 

found in a wide concentration range from 15.0 to 23.5 vol%, which has never been 

reported in the previous literature3-5, 7-9, 29). 

However, the composites prepared by using carbon fibers, which have the electrical 

conductivity similar to carbon blacks, as conductive fillers have seldom attracted the 

attention of the researchers.  In previous paper32), we reported a new PTC composite by 

using blends of ultra-high molecular weight polyethylene (UHMWPE) and low 

Figure III - 3 Resistivity against temperature of the blends with the different 
CF content 
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molecular weight polyethylene (LMWPE) filled with short carbon fibers, prepared by 

the gelation/crystallization from dilute solution, in which LMWPE/UHMWPE 

composition was 9/1 and carbon fiber content within the blend was 23.5 vol%.  The 

new composite provided a drastic excellent PTC effect showing very sharp increase in 

electrical resistivity at 116oC and no NTC effect beyond the melting point. 

  Based on the successful results in the previous paper32), the present paper deals with 

the origins of PTC and NTC effects of short carbon fibers in polyethylene matrix by 

considering a model system composed of random arrays of closely spaced conductors 

dispersed in an insulating polymer matrix. The application is done for a simple 

resistor-capacitor circuit model to explore the interface relaxation between carbon fibers 

and polyethylene matrix, the AC conductivity and dielectric permittivity behavior of the 

composites.  In doing so, broad frequency measurements were adopted to probe the 

conducting path and the space gaps, in order to show the experimental evidence for 

explaining PTC mechanism as well as to emphasize that the impedance spectroscopy 

can be used as a tool to analysis the dispersion of the carbon fillers or other conductive 

fillers. This method may provide further important information to promote the PTC 

effect by developing several conductive carbon fillers. 

When the concentration of carbon fiber is high enough, a continuous carbon network 

is formed in the solid polymer matrix. As we know, the electron tunneling is a dominant 

transport process in carbon fiber-polymer composites, and the electrical conductance 

depends on the distance between neighbor carbon fibers. Hence the composites can be 

regarded as the system composed of random arrays of closely spaced conductors 

dispersed in an insulating polymer matrix. The degree of the contacts of the fibers may 

be varied according to the dispersion mode of the carbon fibers and the morphology of 

polymer matrix.  

Similar to the resistor-capacitor circuit model of carbon black-polymer system 

suggested by Kawamoto36), the resistor-capacitor circuit model of carbon fiber-polymer 

system was proposed in Figure III-4a. In this model system, the two possible electrical 
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current components, competing with each other in a contact region between carbon 

fibers, are considered; one is a current through an internal contact resistor Rc, and the 

other is a current through a contact capacitor Cc. Ra represents the resistance of carbon 

fibers which is held very tight.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At low temperatures, the electrical current tunneling through the fiber network with 

negligible direct contact between fibers (Rc) is thought to be principal. At higher 

temperatures, it is evident that the Rc increases due to the thermal expansion of the 

matrix between fibers, and at the same time, the component of contact capacitors with a 

strong dependence on frequency increased. The electrical current is not only depending 

on temperature but also depending on AC frequency of electrical signals (DC is viewed 

Figure III -4. Circuit models of carbon fibers: (a) simple resistor-capacitor 
circuit in the contact region of carbon fibers, (b) Equivalent resistor-capacitor 
parallel circuit   
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as infinite in time). Under this assumption, we will observe mainly the AC electrical 

response of the polymer blend located between the fiber interface regions.   

If the carbon fibers which are held very tight can be considered as pure resistive, the 

simplified equivalent circuit model will be adopted as shown in Figure III-4b. The 

current components in the composite can be analyzed by an impedance analyzer.  

For a given frequency, the complex impedance *Z  is given by  
 

 21)1(,* −=′′+′= iZiZZ  (III-2) 

 

where the resistance Z ′  is the real part of the impedance, which is due to the current 

through the contact resistor, and the reactance Z ′′  is the imaginary part of the 

impedance, which is due to the current through the contact capacitor. Z ′  is equal to 

resistance R  if the frequency is zero or DC measurement. The conductance of the 

equivalent circuit can be written as 
 

 CiG
Z

G ω+′==
*

1*  (III-3) 

 

where G′  is the AC conductance and C  is the capacitance at zero frequency. The AC 

conductivity ACσ  is equal to G′  modified by geometric factor of the sample.   

The corresponding complex permittivity "'* εεε i−= can be written by 
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where 0C  is the geometric capacity (
d
S

0ε= ), 0ε  is the vacuum permittivity, and S 

and d are the area and thickness of the sample, respectively. 

Complex modulus M*, which is the inverse complex permittivity, is defined by 
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following equation 
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where M ′  and M ′′  are the real and the imaginary electric modulus, respectively. 

The PTC effect of DC conductivity was reported. Figure III-5 shows the dependence 

of AC conductivity as a function of the frequency at indicated temperatures. In the 

vicinity of 116 ºC, the similar PTC effect in AC conductivity of the composite also can 

be observed, which would be discussed in details in Figure III-7 later.  

 
At low frequencies (below 105 Hz), we observed that the conductivity depended little 

on frequency. This phenomenon could be attributed to resistive conduction through the 

Figure III -5. The AC conductivity versus log f at various temperatures: (a) ACσ  

and (b) log ACσ . The inset is the magnification of the plots at temperatures higher 
than 116 ºC 
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bulk composite including tunneling between fibers. On the other hand, at high 

frequencies (above 105 Hz), conductivity was proportional to frequency due to the 

capacitance of the matrix between the conducting particles or clusters.  

The logarithm plots of conductivity ACσ  against frequency f shown in Figure III-5b 

reveal further AC behavior of the system. These frequency dependence curves can be 

clearly distinguished into two groups in Figure III-5b. The DC conductivity plateau 

means that the conductivity is similar to that measured by a DC method. We maybe 

conclude that an infinite cluster is present at the temperatures lower than 116 ºC. With 

the increasing temperature and frequency, DC conductivity plateau disappeared and the 

AC conductivity became higher than DC conductivity. It can be assumed that the 

conduction networks of carbon fibers are broken and both DC and AC conductivity drop 

drastically as a result of thermal expansion of polymer matrix. According to the 

resistor-capacitor circuit model, the amount of direct contacts between carbon fibers is 

decreased by the volume expansion of the matrix with the increasing temperature, 

namely Rc is increased. Hence the AC conductivity decreases below 116 ºC. Above 116 

ºC, the AC conductivity increases with the increasing temperature, because the charge 

carriers can drift over larger distances at higher temperature. It is evident that the 

frequency dependence of AC conductivity became pronounced with the increasing 

temperature, especially above 116 ºC. The reason is that the component of contact 

capacitors (Cc), which has a strong dependence on frequency, increased with the 

increasing temperature. 

Figure III-6 shows the logarithm plots of the real part of complex permittivity ε ′  

(dielectric permittivity) and the imaginary part of complex permittivity ε ′′  (dielectric 

loss) against frequency.  In Figure III-6a, it is seen that the curves also can be 

distinguished between the two groups, especially at frequency higher than 103 Hz. The 

dielectric permittivity ε ′  of the different temperatures is nearly same value in the 

whole frequency range when the temperature is lower than 116 ºC. Both ε ′  and ε ′′  

increase with the decrease of frequency at all temperature levels. Such phenomenon is 

more pronounced at lower frequencies (below 103Hz).  The increment in permittivity 

with the decrease of frequency reveals that the system exhibits the interfacial 

polarization at low frequency. As reported by Soares et al37), the strong low frequency 
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dispersion for ε ′  and no loss peak for ε ′′  are characteristics of charged carrier 

systems. 

It is of interest to observe that the frequency dependence of logarithm plots of ε ′′  

appears as straight lines at lower frequencies in the given temperature range as shown in 

Figure III-6b. The loss factor ( obsε ′′ ) may be regarded as the contribution of three distinct 

effects. That is 38): 

 

 DMWdcobs εεεε ′′+′′+′′=′′  (III-7) 

 

where dcε ′′  is due to DC conductance, MWε ′′  is due to interfacial polarization, and Dε ′′  

is the usual dipole orientation or Debye loss factor.  

 
By considering the composites as parallel resistor-capacitor circuit system39), some 
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mathematical equations have been developed to distinguish between loss ( dcε ′′ ) arising 

from a DC conductivity process and from other sources of different processes.  The 

loss factor due to DC conductance ( dcε ′′ ) is given by Eq. (III-8): 

 

 specdc G
f

12108.1 ×
=′′ε  (III-8) 

 

where specG  is the specific conductivity ( 11 −−Ω cm ) of the sample. 

The loss factor due to the Maxwell–Wagner–Sillars (MWS) relaxation or interfacial 

polarization ( MWε ′′ ) is given by Eq. III-940) 
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where ∞ε  and K are constants calculated considering two different dielectric 

permittivity of the sample at the interfaces and τ  is the relaxation time of the 

interfacial polarization. By expressing the two above equations in logarithm form and 

plotting log ( dcε ′′ ) and log ( MWε ′′ ) vs the log(f) , two different curves will be obtained. 

The log ( dcε ′′ ) vs the log (f) represents a straight line and the log ( MWε ′′ ) vs the log (f) 

represents a sigmoidal curve. The increase of the loss factor ( obsε ′′ ) with the decreasing 

of frequency in Figure III-6b suggests that DC conductivity process (namely, the current 

through an internal contact resistor Rc in the circuit model) is more significant than 

interfacial polarization (namely, the current through a contact capacitor Cc in the circuit 

model) at the temperature lower than 116 ºC, and the interfacial polarization becomes 

pronounced at the temperature higher than 116 ºC, since the interfacial polarization 

equation does not follow a linear behavior at higher frequencies. However, the 

interfacial polarization in Figure III-6b is not so obvious because it is obscured by the 

conductivity. 

To facilitate the understanding of the influence of the temperature on the AC 

conductivity and permittivity, the logarithmic plots of AC conductivity ACσ  and 
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permittivity ε ′  vs temperature are shown in Figure III-7. A sharp decrease of AC 

conductivity ACσ  and permittivity ε ′  was observed at the temperature close to 116 

ºC. Compared to DC conductivity (f = 0 Hz), the PTC intensity ( RTP σσ=  defined as 

the ratio of peak conductivity Pσ  to the room temperature conductivity RTσ ) was not 

so huge and decreased with the increasing frequency. Moreover, NTC phenomenon 

appeared above 116 ºC can be observed in AC conductivity since the current through a 

contact capacitor Cc increased, and the charge carriers could drift over larger distances 

at higher temperature. 

 
Generally in systems with a conductive component, interfacial relaxation is obscured 

by conductivity and the dielectric permittivity may be high at low frequencies. To 

overcome this difficulty in evaluating interfacial polarization, it has been decided to use 

the electric modulus formalism. It has also been used to study the conductivity 
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relaxation behaviors of polymer41).  An advantage of adopting the electric modulus to 

interpret bulk relaxation properties is that variations in the large values of permittivity 

and conductivity at low frequencies are minimized. In this way the familiar difficulties 

caused by electrode nature and contact, space charge injection phenomena and absorbed 

impurity conduction effects, which appear to obscure relaxation in the permittivity 

presentation, can be resolved or ignored42). 
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Our data can be analyzed by using the formalism of electric modulus introduced by 

MćCrum et al.39).  The isothermal dependence of M ′′  with the frequency shown in 

Figure III-8 exhibits a loss peak, which is attributed to MWS effect, at temperature 

higher than 116 ºC and these relaxation peaks move towards higher frequencies as 

temperature increases. At the lower temperatures than 116 ºC, however, the composite 

exhibits no loss peak, indicating clearly that there is no relaxation processes. It also can 

Figure III - 8.  The electrical modulus versus log f with different 
temperature:(a) the real part and (b) the imaginary part 
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be explained by our circuit model. The current through an internal contact resistor Rc is 

principal when temperature is lower than 116 ºC, while the current through a contact 

capacitor Cc becomes principal when temperature is higher than 116 ºC. 
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Figure III-9 shows the reduced plots of max/ MM ′′′  vs log(f/fmax) at different 

temperatures that provide additional information regarding the molecular heterogeneity 

of the polymers. These plots show that the distributions of relaxation times are nearly 

the same over the temperature ranging from 116 ºC to 150 ºC.  The asymmetric shape 

of the plots indicates that the dielectric relaxation process deviates from the pure Debye 

behavior, and there exists a asymmetric distribution of relaxation times.  

To pursue further analysis of the experimental results, the obtained data were fitted 

according to the Cole-Davidson approach, which anticipates an asymmetric distribution 

of relaxation times.  In the electric modulus formalism, the Cole-Davidson equations 

have the following form42) 
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Figure III -9.  Normalized plots of of M”/M”max vs log(f/fmax) of the 
composites with different temperature 
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where sM  is the value of M ′  when 0→ω  and ∞M  is the value of M ′  when 

∞→ω , 10 ≤≤ γ , ωτφ =tg , )
21

1(max
π

γ
τω

+
= tg  
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The complex plane diagram of the electric modulus illustrated in Figure III-10 

displays single arcs at the temperatures higher than 116 ºC, which proves the existence 

of the interfacial or MWS relaxation process described above. Furthermore, it can be 

regarded as the transition from resistive conduction through the conduction networks of 

carbon fibers (namely, through the Rc) to the capacitance conduction through the 

capacitors (namely, through the Cc) in the matrix. This also indicates that the 

mechanism of PTC phenomenon is attributed to the conduction transition as a result of 

matrix thermal expansion. In Figure III-10 the produced fitting curves are compared 

with experimental data from specimens with varying temperature. The suppressed 

semi-circles in the Cole–Cole diagram correspond to the relaxation processes for each 

of the specimens. 

It is worth noting that at low frequencies the fitted curves are in good agreement with 

the experimental data. The coincidence of the beginning of the semicircles with the 

origin of the graph provides a clear indication that no other relaxation process is present, 

at lower frequencies, in the studied systems. On the other hand, the variation of the 

Figure III - 10. Cole-Cole plots of the electrical modulus of composites, 
the solid curves are produced by best-fitting experimental points to the 
Cole-Davidson approach 
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semicircles’ radius is the result of the changing temperature. The parameters evaluated 

from the fitting procedure are listed in Table III-1. The exponent γ  is a measure of the 

width of the distribution of relaxation times and 1=γ  corresponds to a single 

relaxation time process or a pure Debye type relaxation.  The obtained values of the 

parameter γ  are all higher than 0.9 indicating a rather narrow distribution of relaxation 

times. 

 

Table III-1 Parameters used/evaluated for the Davidson-Cole function 

Temperature(ºC) sM  ∞M  mτ (s) γ  mE (eV) 

116 9.8×10-6 0.117 1.112×10-5 0.942 

130 3.2×10-4 0.125 1.861×10-6 0.937 

140 3.6×10-7 0.140 8.190×10-7 0.964 

150 5.8×10-8 0.159 2.069×10-7 0.951 

1.661 

 
Therefore, the activation energy of these relaxation processes can be estimated 

according to  

 

 )exp(0 kT
Em

m ττ =  (III-11) 

 

where mE  is the activation energy of the relaxation process, k is the Boltzmann 

constant ( KJk /10381.1 23−×= ) and T  is the absolute temperature.  Figure III-11 

shows the linear relationship between ln mτ  against the reciprocal of T .  The value of 

the activation energies was calculated via a linear regression and by employing Eq. 

III-11. 

Another interesting phenomenon for the composites is the time dependence of 

electrical conductivity.  The sample was kept at 90ºC for different time from 2 minutes 

to 25 days. The AC conductivity of the composites as a function of the keeping time is 

shown in Figure III-12.  The logarithm plots of AC conductivity increase rapidly in the 

initial stage of the heat treatment, and then keep constant, which is similar to the AC 
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conductivity of the composites at room temperature (about 10-3.87 S/cm).  Such 

behavior may be explained by the reconnection of filler clusters that were previous 

separated by matrix expansion.  According to Sumita et al.43), the filled conductive 

polymer composites are thermodynamically non-equilibrium system, in which 

conductive network formation is dependent on temperature and time, and a concept 

named as dynamic percolation has been proposed.   
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With increasing time, the new conducting network is formed as a result of the shift of 

carbon fibers. The experimental evidence can be found in the Figure III-13, in which the 

M ′ and M ′′  are given as a function of frequency for the sample kept at 90ºC. The shift 

of M ′ and M ′′  to higher frequency with the increasing heat treat time provides the 

experimental evidence of dynamic percolation. This shifting also indicates that the 

FigureIII -11.  Arrhenius plots of relaxation times versus 1/T and 
the respective linear fits of the composites. 

Figure III -12.  Logarithmic plots of AC conductivity versus time 
keeping at 90 ºC and 1000Hz. 
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resistance, which is the sum of the small resistors made of carbon fillers in the matrix, 

becomes more significant than capacitance conductivity attributed to capacitors made of 

the gaps between carbon fibers.  
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Figure III -13.  The electrical modulus versus log f with time keeping 
at 90ºC: (a) the real part and (b) the imaginary part 
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IV. Electric and Mechanical Properties of Iodine-Doped Polymer-CNT Composites 

 

As technology and science advance, there is an increasing demand for the 

development of materials with good mechanical and electrical properties. Many efforts 

have been made to produce carbon nanotubes reinforced polymer composite1-4） and to 

improve the properties of polymer5-8). The elongation of polymer film has been studied 
9-10 in terms of promotion of its mechanical properties by improving degree of molecular 

chain orientation. On the other hand, iodine doping has been studied to improve the 

electrical conductivity in several polymers11-15). Doped polypropylene (PP) with iodine 

has been observed to increase its conductivity due to the formation of charge transfer 

complex15). Iodine doping of the ion-implanted polyethylene resulted in the immediate 

and provided drastic increase of the sheet conductivity by 3-4 orders16). Furthermore, 

carbon nanotubes can be doped by suitable donor or acceptor dopants17-19) and the 

doping facilitates the charge transfer between dopants and tubes. 

 We have prepared the composite films of ultrahigh molecular weight polyethylene 

(UHMWPE) with multiwalled carbon nanotubes (MWNTs) by gelation/crystallization 
20). The resultant MWNTs-UHMWPE film could be elongated up over 100-fold. The 

co-orientation of UHMWPE and MWNTs assured the elongated film possessing high 

mechanical properties. However, there are no reports, to the best of our knowledge, on 

the effect of doping on the electrical and mechanical properties of MWNTs and PE 

composites. In order to improve the electrical conductivity of the composites, the 

iodine-doping was carried out for the highly oriented MWNTs-UHMWPE films in this 

research. With this significant lack of information, this research sheds some light onto 

this future-promised but presently limited-data area. Structure and property changes 

induced by iodine doping have been investigated by Raman scattering and differential 

scanning calorimetry techniques and measurements of mechanical and electrical 

properties were carried out.  
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The MWNTs named Hyperion Graphite Fibrils were produced by Hyperion with a 

diameter (D) of 10-20 nm, a length (L) of 10 ~ 20 µm, and an aspect ratio (L/D) of (1 ~ 

2) x 103. The BET surface area was 250 m2/g, and the DBP adsorption was 400-500 

cm3/100 g. The density was 2.0 g/cm3.  

The drawn films were set in a desiccator containing iodine crystal. After being degassed, 

the desiccator was heated to 80°C at the heating rate of 5 °C/min and saturated by 

iodine vapor. The samples were put in the saturated iodine vapor at 80°C for 6h. After 

then, the samples were picked out and washed by ethanol till the solvent was colorless, 

and then vacuum-dried for 24h. The electrical conductivity was measured soon after 

vacuum-drying.  

 

Figure IV-1 shows a transmission electron microscope (TEM) image and the Raman 

spectrum observed with an excitation laser wavelength of 488 nm. Image (a) indicated 

that the MWNTs possessed high purity and uniform diameter distribution. In Raman 

spectrum (b), however, the peak of the Raman-allowed phonon mode, at 1582 cm-1, was 

not very sharp, and the intensity of the peak at 1345 cm-1 was high which appeared 

 
(a) 100nm

(b) 

Figure IV-1. (a) TEM image and (b) Raman spectrum of MWNTs 
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through the disorder-induced phonon mode21). It indicated the present MWNTs had a 

low degree of graphitization. 

 
Figure IV-2 shows the electrical conductivity of the MWNTs-UHMWPE films as a 

function of the MWNT content, which were prepared by drawing the original films to 

50-fold. The value of the electrical conductivity of the drawn films increased 9 orders of 

magnitude from 10-13 S/cm to 10-4 S/cm with increasing the content of MWNTs, and 

tended to level off around 4.16 vol% MWNTs. This indicates a typical percolation 

transition behavior. In Figure IV-2(a), it is clearly seen that the conductivity of 

iodine-doped MWNTs-UHMWPE films was improved one to four orders of magnitude 

Figure IV-2. (a) Electrical conductivity versus volume fraction of MWNTs; 
(b) Log-log plot of the conductivity against Ф-Фc with Фc=1.52 vol% 
according to Eq. IV-1 
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compared with the undoped films, but the trend of the conductivity versus the volume 

fraction of MWNTs was hardly affected by iodine doping. Further, it is found that the 

conductivity of neat UHMWPE did not change by iodine doping.  This tendency is 

different from the result by Lewis et al. reported for undrawn low molecular weight 

polyethylene films16).  

According to classical percolation theory22), the conductivity of composite film as a 

function of conductive filler can be described by a scaling law of the form: 

σ = σ0(Ф-Фc)t                (IV-1) 

where Ф is the volume fraction of the filler, Фc is the percolation threshold, σ0 is the 

conductivity of the filler, and t (>0) is the universal critical exponent characterizing the 

relationship between σ and Ф. This equation is valid when Ф>Фc and (Ф-Фc) is small. 

As the volume fraction increases beyond the percolation threshold, the conductivity 

increases sharply as conductive paths begin to form. For the present drawn films, the 

conductivity of pristine films is plotted logarithmically as shown in Figure IV-2(b). 

Fitting the observed data according to Eq. IV-1 gives the parameters Фc=1.52 vol% 

(3wt%) and t=4.09. Many authors had verified the scaling law on CNT-polymer 

composite23-25). Various values between 8 wt% 23 and 0.0025 wt% 25 had been reported 

as the percolation threshold for the CNTs-filled polymer composite. Many factors such 

as distribution of CNTs, CNTs-matrix interaction and processing technique were 

thought to influence the percolation threshold significantly. On the other hand, the t 

value obtained in this research is higher than very high t values, 3.126) and 3.327), 

reported for carbon fiber26). The reason may be the high aspect ratio of the MWNTs as 

described in Experimental, which is helpful to develop the conductive paths due to easy 

formation of cross-linking structure. 

To better understand an increase in the conductivity and study the mechanism, the 

Raman spectra were measured after washing the composites by ethanol. Figure IV-3 

shows the spectra of iodine measured for the elongated composite films with 1.52 vol% 

MWNTs, namely, (a)-pristine and (b)-the iodine-doped MWNTs-UHMWPE film stored 
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in desiccator for two months. As shown in Figure IV-3(b), the strong and broad peak at 

175 cm-1 and a very weak peak at 110 cm-1 were observed. These peaks were assigned, 

respectively, to the I −
5  and I −

3  polyiodine chains, similarly to the cases of the 

iodine-doped single-wall carbon nanotubes28). Raman peak at 215 cm-1, which is due to 

the existence of neutral or dissociative molecular iodine (I 0
2 )29), is not observed. This 

indicates that no excessive iodine existed in the sample after being washed with ethanol 

and vacuum-drying. Considering the low intensity of I −
3 , the increase in the electrical 

conductivity is assumed mainly due to the I −
5  which acts as the charge carriers to form 

the charge transfer complex.  In spite of the washing, the existence of the I −
5  and I −

3  

peaks is interesting phenomenon different from the result by Michel et al.30 This 

indicates strong interaction between iodine and networks of MWNTs and UHMWPE 

chains. The quantitative estimation for doping concentration, however, still remains 

unresolved problem.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 

110cm-1 

175cm-1 

(a) 

Figure IV-3. Raman spectra of the iodine-doped composite films 
with 1.52 vol% MWNTs using a 514.5nm excitation: (a) pristine and 
(b) 2 months after doping  
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In Figure IV-4, Raman spectra of (a)-pristine and (b)-the iodine-doped 

MWNTs-UHMWPE film kept in desiccator for two months are shown, where the (ZZ) 

and (ZX) polarization components are presented. In this figure, the Z axis is the drawn 

axis and the X axis is perpendicular to Z axis. As for the D-mode (1345cm-1) and 

G-mode (1582cm-1) of MWNTs, the intensity of (ZX) component is much lower than 

that of the (ZZ) component, suggesting that most of MWNTs in the films are oriented 

along the chain axis. For the pristine sample, the peaks at 1060, 1296, 1130 and 1418 

cm-1 correspond to polyethylene. The band assignments are listed in Table IV-131). 

When the films were doped with iodine, the peak at 1130 cm-1 due to the C-C stretching 

mode became broader, and a new peak appeared at about 1460 cm-1, being attributed to 

the CH2 bending mode belonging to the amorphous phase. Iodine, a highly 

electronegation, could interact with the UHMWPE lattice and produce the distortions 

Figure IV-4. Raman spectra of the composite films with 1.52 vol% 
MWNTs doped iodine measured using a 514.5nm excitation: (a) pristine 
and (b) 2 months after doping 

1582 
1418

1296 

1130 

1060 

1345 

1587 
1460 1345 (b) 

(a) 



 43

and stresses within the crystallites, thereby led to structural modifications. This 

phenomenon was also found in other polymers, such as PP32) and low density 

polyethylene (LDPE)33). 

 

Table ІV-1. Assignments of the Raman bands of polyethylene 

frequency, cm-1 phase mode symmetry 
1060 C (A) υas(C-C) B2g+B3g 

1080 A υ(C-C)  
1130 C (A) υs(C-C) Ag+B1g 

1170 C (A) ρ(CH2) Ag+B1g 

1296 C τ(CH2) B2g+B3g 
1310 A   
1370 C ω(CH2) B2g+B3g 
1418 C δ(CH2) Ag 

1440 A Fermi resonance B1g+Ag? 
  +  
1460 A Overtones? Ag+B1g? 

 
(Note: C, crystalline; A, amorphous; υ, stretching (s, symmetric; as, asymmetric); 

 ρ, rocking; δ, bending; τ, twisting; ω, wagging) 

 

The peaks at 1345 cm-1 and 1582 cm-1 are assigned to the D-mode and G-mode of 

MWNTs (shown in Figure 1), respectively. Comparing Figure 4(a) and (b), it is found 

that G-mode up-shifted 5 cm-1 after iodine doping. This result is in agreement with the 

study by Cambedouzou et al34). The outer tube vibrations are affected by the iodine 

doping. According to the reports by Michel et al30) and Zhou et al17), the adsorption of 

iodine occurs on the surface of MWNTs. Therefore, the content of MWNTs and the 

crystallinity of UHMWPE could influence the concentration of doped iodine. It is 

plausible that the enhancement degree of the conductivity is different, as shown in 

Figure IV-2. 
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The temperature dependence of the electrical conductivity is investigated for the 

pristine and doped MWNTs-UHMWPE films drawn by 50-fold. The results for three 

heating cycles as the first (1st),  second (2nd) and third (3rd) run in the temperature 

range from 25 to 150oC are shown in Figures IV-5 and 6 for 1.52 and 4.16 vol% 

MWNTs, respectively.  The repeated heat treatments were done at a constant length.  

For the films with 1.52 vol% MWNTs in Figure IV-5, the electrical conductivity of the 

pristine film was irregular for three cycles, indicating that the charge transfer was not 

smooth at the percolation threshold Фc. In this case, the content of MWNTs was the key 

for the formation of conductive network. It is thought that the thermally induced 

hopping transport between disconnected (or weakly connected) parts of the network is 

unstable. After iodine doping, the conductivity became regular. The I −
5 , as charge 

carrier, can be taken as bridge for the adjacent or nearby MWNTs. For the first heating 

run, the conductivity suddenly increased near the melting point of UHMWPE. In the 

second and third runs, the conductivity was slightly higher than that of the first run. 

Furthermore, comparing with the pristine film, the iodine doped film shows that the 

stability against temperature is promoted for all the three heating-runs. Beyond the 

Figure IV-5. Electrical conductivity for the films with 1.52 vol% MWNTs 
during 3 heating cycles: (a) pristine, (b) iodine-doped 
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fourth run, the route of the temperature dependence is confirmed to be similar to the 

third run route, which indicates more stable electrical properties by heating treatment.  

 

For the films with 4.16 vol% MWNTs ensuring enough conductive paths, the 

conductivity of the pristine film increased slowly from 25oC to 150oC as shown in 

Figure 6(a). When the temperature was over 120oC in the first run, there was also a 

sudden increase in the conductivity. But, for the second run, the conductivity was 

maintained constantly during the heating process up to 130oC and tended to increase 

slightly at further high temperature. Accordingly, it is of interest to consider that the 

conductivity increases by heat treatment up to 150oC.  The conductivity of the pristine 

film obviously increased with temperature and the conductivity increased by an increase 

in heating cycles. According to the previous works35-36), the scanning electron 

microscopy (SEM) observations revealed that the MWNTs within the matrix of the 

Figure IV-6. Electrical conductivity for the films with 4.16 vol% 
MWNTs during 3 heating cycles: (a) pristine, (b) iodine-doped 
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original film (dry gel film) prepared in decalin were covered by UHMWPE, and their 

average diameters became much thicker than the original diameters of the MWNTs, 

indicating that most of the UHMWPE chains crystallized on the MWNT surface and 

acted as nuclear growth of UHMWPE under gelation process. However, when the 

original film was heated beyond the melting point of UHMWPE, the most of melted 

UHMWPE chains did not crystallized on the MWNT surface. SEM observation 

provided the dispersion of bare MWNTs in the UHMWPE matrix. The oriented 

crystallization for UHMWPE chains by the elongation of the original film at 135~140oC 

did not occur mostly on the surface of MWNTs.  Accordingly, the conductivity (10-4 

S/cm) of the drawn film with 4.16vol% MWNTs before the first heating run shown in 

Figure IV-6 was confirmed to be much higher than conductivity (10-8 S/cm) 20, 36 of 

undrawn films with the same MWNT content. The increase in conductivity by an 

increase in heating cycles is probably thought to be due to the perfect melting of 

residual trace of UHMWPE on the surface of some of MWNTs. Namely, the increase in 

conductivity of the pristine film with increasing temperature is attributed to an increase 

of mutual contact possibility of MWNTs.  

As shown in Figure IV-6(b), the conductivity of the iodine-doped film is higher than 

that of the pristine film.  The Raman spectra concerning the I −
5  shows the same 

profiles as Figure 3 for the films heat-treated up to 150oC. No weight loss was also 

confirmed by thermogravimetric analysis17).  This indicates that the I −
5  localized on 

the outer layers of bare MWNTs and/or UHMWPE chains can be obviously maintained 

as charge transfer complex after the heat-treatment and played an important role to 

ensure good electrical conductivity of the iodine-doped system, because of an increase 

in charge carriers linked to the MWNTs.  Namely, the I −
5  provided additional charge 

carriers to the UHMWPE-MWNT system and could be taken as bridge for the adjacent 

or nearly MWNTs. 

 Here it may be noted that the thermal expansion of UHMWPE at temperatures close 

to its melting point is not considerable enough to cause the separation of the contacted 
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MWNTs, so the conductive paths for charge transportation are maintained. Namely, the 

conductivity under the second and third runs was extraordinarily stable. The 

conductivity for the MWNTs-UHMWPE composite in the second heating cycle showed 

almost the constant values. This indicates that the cross-linking between flexible 

MWNTs20) becomes tighter than the thermal expansion of UHMWPE after the first 

heating run. Accordingly, the thermal behavior of MWNTs-UHMWPE composites is 

different from that of carbon fiber-polyethylene composites taking positive thermal 

coefficient (PTC) effect27). 

 
Table IV-2. Change of crystallinity XC (%) of UHMWPE within the 
composite films with non-doping and doping at different heating run 

 Before 1st run After 1st run After 2nd run 
MWNTs 
content 
(vol%) 

Non-doping Doping Non-doping Doing Non-doping Doping 

1.52 97.9 95.7 57.4 50.9 55.1 49.4 
4.16 76.7 60.6 47.0 35.2 47.9 36.5 

 

Thermal property of the doped films drawn up to 50-fold was studied by DSC 

analysis. The crystallinities of the pristine and doped films during three heating runs 

were calculated and listed in Table IV-2, where the crystallinity was calculated as the 

ratio of the observed ∆h to ∆hf of a 100% crystalline polyethylene (245.3J/g)37). From 

Table IV-2, it can be seen that the crystallinity before the first run is higher than those 

after the first and second heating runs. The values after the second run tend to be almost 

the same after the first run. In addition, the crystallinity of the pristine film (before the 

first heating run) with MWNTs contents less than 1.52 vol% was nearly equal to 98%, 

indicating the remarkable orientated crystallization of UHMWPE. However, the 

oriented MWNTs beyond the percolation threshold (1.52 vol%) obviously hampered the 

orientated crystallization and an increase in crystallinity was quite less pronounced with 

increasing MWNT content. Furthermore, the crystallinity of the doped films was lower 
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than that of the pristine films. This behavior was in agreement with the Raman analysis 

(Figure IV-4). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure IV-7 (a) and (b) shows the temperature dependence of the storage modulus (E’) 

and loss modulus (E’’) measured for the pristine and doped MWNTs-UHMWPE films 

with 1.52 vol% and 4.16 vol% MWNTs, respectively. The storage modulus of the film 

with 1.52 vol% MWNTs was slightly higher than that of the film with 4.16 vol% 

MWNTs indicating that an increase in MWNT networks hampered to promote oriented 

crystallization of UHMWPE chains. For the films containing 1.52 vol% MWNTs, no 

significant change in E’ after iodine doping was confirmed, and E’ reached 42GPa at 

20oC, while the E’ of doped film with 4.16% MWNTs was maintained ca. 25GPa at 

20oC. From Table IV-2, it is known that by iodine-doping, the decrease of crystallinity 

of the film with 1.52vol% MWNTs was only 2.2% (from 97.9 to 95.7%), while that of 

Figure IV-7. Temperature dependence of storage and loss moduli of composite 
films at drawn ratio of 50-fold: (a) with 1.52 vol% MWNTs; (b) with 4.16 vol% 
MWNTs  
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the film with 4.16vol% MWNTs was 16.7% (from 76.7 to 60.6%). Such drastic 

decrease could lead to the great decrease of the storage modulus by an increase in 

MWNT content. As for E”, the α-dispersion peak associated with crystal phase38-40 

showed no significant change indicating almost no change in activation energy of 

crystal dispersion. The β  dispersion peak associated with amorphous phase40) was not 

observed indicating no significant macro Brawnian motion of oriented amorphous 

chains41) and then the drastic decrease of storage modulus did not occur around room 

temperature Anyway, the iodine-doping of the MWNTs-UHMWPE films provided 

good stability of electrical conductivity without drastic decrease of the mechanical 

properties. This indicated the iodine-doping for drawn MWNTs-UHMWPE film is 

potentially useful as the electronic or electrochemical devices which demand high 

mechanical properties. 

 

 

Conclusion and Remarks 

 
1) Under electric field, the orientation energy due to the permanent dipole is linearly 

dependent on electric field strength, while the energy due to the induced dipole depends 

upon the square of the field strength.  On the other hand, the orientation energy under 

the magnetic field is proportional to the square of the magnetic flux density B and the 

origin of the diamagnetism is the induced magnetization caused by the induced motion 

of electrons under the applied magnetic field. In comparison with the experimental 

(predicted) and theoretical results, it turned out that the effective magnetic orientation of 

CF axes was found to be significant to overcome the collision of neighbor CFs before 

the formation of stiff gels. Namely, it was evident that the orientational degree of CF 

axes sat the equilibrium state becomes lower and the period up to the equilibrium 

becomes longer with increasing viscosity of the solution.  

2) Good PTC effect was achieved using LMWPE-UHMWPE-CF blends prepared by 

gelation/crystallization from dilute solution. The PTC effect exists in the wide fiber 
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content range. The maximal PTC effect, the intensity of which being about 9 orders of 

magnitude, was presented with a LMWPE/UHMWPE composition of 9/1 containing 

23.5 vol% CF much higher than the percolation threshold value.  

The elimination of the NTC effect and the improvement of reproducibility of 

electrical conductivity were found to be achieved by using a very high viscosity 

semicrystalline polymer as one of the composites such as UHMWPE. The origin of PTC 

phenomenon was due to the change of the distribution of the interparticle gap width 

between carbon fibers in the molten state of the polymers. The DSC results indicated 

that the carbon fibers have no significant influence on the morphology of polyethylene 

such as the crystallinity and the grain size.   

3) Single parallel resistor-capacitor circuit model was used to study the AC electrical 

response of PTC composites consisting of UHMWPE/LMWPE matrix with randomly 

dispersed short carbon fibers.  Similar to the DC electrical conductivity, PTC effect 

also can be observed in the AC electrical conductivity at a temperature close to 116 ºC 

because the conduction networks are broken. And NTC effect can also be observed 

because the component of contact capacitors has a strong dependence on frequency and 

temperature.  Furthermore, the MWS relaxation found in the dielectric spectra of the 

composite systems indicates that the interfaces, which may be associated with melting 

polyethylene, were introduced between carbon fibers above 116 ºC.  By employing the 

electric modulus formalism in the frequency ranging from 100 Hz to 10 MHz, the 

observed relaxations can be described by the Cole-Davidson distribution of relaxation 

times. The AC conductivity increases with increasing heat treat time as a result of 

reconnection of carbon fibers in the polymer matrix.    

The present note (paper) of electrical relaxation phenomena for PTC effect offers not 

only the potential application of this material, but also insightful information concerning 

the molecular mobility, polarization and PTC mechanism. Although our results are 

limited for carbon fibers, the analysis may be also applicable to the new important 

engineering composite materials such as carbon nanotube composites.  

4) The conductivity was improved for pristine and doped films with increasing 

MWNT content, because of an increase of mutual contact possibility of MWNTs.  That 

is, the conductivity of film with 4.16 vol% MWNTs was much higher than that with 

1.52 vol% MWNT. The conductivity increased by iodine-doping and this tendency was 
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more considerable by heat-treatment. Raman spectroscopy indicated that the doped 

iodine existed mainly as I −
5 , which formed the charge transfer complex. The I −

5  

localized on the outer layers of bare MWNTs and/or UHMWPE chains played an 

important role to ensure further good electrical conductivity of the iodine-doped system.  

Namely, the I −
5  provided an increase in charge carriers linked to the MWNTs and could 

be taken as bridge for the adjacent or nearly MWNTs. The oriented crystallization of the 

films was less pronounced by an increase in MWNT content.  Even so, the storage 

modulus of the iodine-doped film with 4.16 vol% MWNT was maintained ca. 25GPa at 

20oC.  Accordingly, iodine-doping for drawn MWNTs-UHMWPE film was confirmed 

to be one of the useful techniques to develop high modulus and high conductive 

materials. 
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