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X.1 Introduction 
 
 Optical effects in photoemission are discussed from a theoretical point of view elsewhere 
in this Handbook (Chapter 16, Section 16.8), but we here focus on the special case of soft x-rays in 
the energy range of approximately 200 eV to 1,500 eV incident on surfaces or other nanostructures 
so as to excite photoelectrons or secondary decay processes such as x-ray emission or x-ray 
inelastic scattering.  The aim will be to consider ways in which these optical effects can be used at 
both non-resonant and resonant energies to more quantitatively probe surfaces, buried interfaces, 
and more complex nanoscale materials.  We will begin with a brief review of the history of such 
studies, and then turn to recent examples of experimental results and theoretical simulations. 
 The theoretical calculations presented here will be mostly at the level of macroscopic 
optics, fundamentally based on the Fresnel equations as applied via a complex dielectric constant.  
However, at another extreme in discussing resonant interactions, a much more general and fully 
quantum mechanical picture will be used, with this one being reduceable to the first one in the limit 
of weak light-atom interaction, as is generally the case for soft x rays, even at resonant energies. 
 We begin by considering non-resonant effects; that is, where the x-ray energy is not close 
to any sort of core-level absorption edge in any of the atoms present in the sample.  Then we 
consider resonant effects. 
 
X.2 Non-Resonant X-Ray Optical Effects in Photoemission 
 
X.2.1 Background and First Applications in the Total Reflection Geometry 
 
 The first discussions of x-ray optical effects on photoemission in the soft x-ray regime 
were by Henke [1].  In this seminal work, he pointed out that the penetration depths of x-rays in the 
1 keV range are reduced to a few tens of Å when the incidence angle is lowered into the total 
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reflection regime.  The complex index of refraction n can be written as n � 1 � i�� � � � [2] ,with 
�  equal to the dielectric constant and � and � the small real and imaginary differences of n from 

unity, both assumed in the soft x-ray regime to be <<1 in magnitude.  In this description, the onset 
of significant reflectivity occurs at a critical incidence angle of �  = c

inc 2� .  Fig. 1 shows some of 
the results of this first study.  In Fig. 1(a), the penetration depth, which we shall take to be the 
exponential decay length perpendicular to the surface, is shown for three x-ray energies in the soft 
x-ray regime as the incidence angle goes into the total reflection regime.  It is clear that the 
penetration depths decrease to values comparable to, or even smaller than, the x-ray wavelength, 
and to typical photoelectron inelastic attenuation lengths, and this immediately suggests using total 
reflection geometries to enhance surface sensitivity in photoemission or other related 
spectroscopies excited by soft x-rays.  Jumping to the present time, we note that calculations of 
such depths for non-resonant energies can be conveniently carried out with the aid of online 
computer programs [3].  Henke went beyond this to note that the combined effects of reflection and 
refraction at the surface caused an enhancement of photoelectron intensity as one enters the total 
reflection regime, as shown in Fig. 1(b).  This enhancement could be quantitatively predicted from 
optical theory via the Fresnel equations and the experimental curve in fact used to determine the 
optical constants � and �, as shown in Fig. 1(c). 

This work stimulated immediate interest in using such surface enhancements to 
characterize overlayers, and Fig. 2 summarizes some of these early results due to Mehta and Fadley 
[4,5].  In Fig. 2(a), the sensitivity of the surface enhancement to even the small changes in 
photoelectron inelastic attenuation length from one kinetic energy to another are illustrated via the 
measurement of peak intensity ratios in photoemission from Au as the total reflection regime is 
approached.  In Fig. 2(b), the ability to determine overlayer thicknesses is illustrated for an SiO2 
overlayer grown on a single-crystal Si substrate.  Oscillatory scanned-angle x-ray photoelectron 
diffraction (XPD) effects are also evident in these data, due to photoelectron scattering in the 
substrate. 

This work led sometime later to renewed interest in such effects as an adjunct in surface 
analytical studies, via work by Kawai and co-workers [6,7] and Chester and Jach [8,9].  In these 
studies, it was also pointed out that the concentration of x-ray flux near the surface for low 
incidence angles had the additional beneficial effect of significantly reducing the relative intensity 
of inelastically scattered electrons that underlies all photoelectron spectra.  That is, since 
photoelectrons are preferentially created in a near-surface region of thickness comparable to their 
inelastic mean free paths, they will have less chance to inelastically scatter before escaping the 
surface.  This effect is illustrated in Fig. 3 [10] for the case of a lightly oxidized Si surface.  The 
overall benefits of being able to work in a total reflection geometry in laboratory XPS experiments 
has by now led to the availability of a commercial instrument specifically built for this purpose 
[10].  But beyond this, the inherently collimated nature of soft x-ray beams from any synchrotron 
radiation source and the ease with which most sample manipulators can vary the incidence angle 
through simple polar angle rotation make this type of experiment of obvious utility in many surface 
and interface studies. 
  
X.2.2 Standing Wave Effects for Probing Buried Interfaces and Nanostructures 
 
 It is well known that, as soon as any significant reflectivity occurs at a solid surface, a 
standing wave will be set up as an interference between the incident plane wave and the outgoing 
reflected plane wave.  The fundamental process is illustrated in Fig. 4(a), together with some 
fundamental relationships between incidence angle (= reflected angle) and standing wave period.  
Such standing wave effects have been used for some time in the hard x-ray regime of about 10 keV 
for studying surface structures and overlayers [11,12,13].  Here, the standing wave formed by x-
rays with wavelength of about 1 Å via Bragg reflection from various low-index planes can be 



varied in position by rocking the incidence angle around the Bragg angle, thus yielding atomic 
positions with sub-Å accuracy [11,12], or by going into total reflection, a simple standing wave of 
the type indicated in Fig. 4(a), but of longer wavelength due to the small incidence angle may be 
established and used to determine distances above a surface [13]. 

We will here consider similar experiments with soft x-rays of approximately 10-60 Å (1-6 
nm) in wavelength, as this is the range most relevant to exciting typical photoemission or soft x-ray 
emission/inelastic scattering spectra.  In this case, the use of grazing angles below the critical angle 
is always possible, but the standing wave in this case will have a very long wavelength, since from 
Figs. 1(a) and 4(a) the relationship  yields a standing wave period of roughly 3-10 
times the x-ray wavelength, too large to probe on the nanometer scale that is most attractive.  It has 
thus been  proposed to use a synthetic multilayer mirror of suitable period to Bragg reflect soft x-
rays so as to generate a strong standing wave with 	SW  of a few nanometers, and then to utilize the 
standing wave profile above the surface in both photoemission [14,15,16,17] and x-ray absorption 
spectroscopy [18].  This type of reflection is illustrated in Fig. 4(b), from which it is clear that the 
standing wave period in first-order Bragg reflection is simply the periodicity of the multilayer dML.  
Present synthetic methods permit making such mirrors with periods down to about 3 nm, and with 
top-surface rms roughnesses of only 0.5 nm.  Thus, they can be used as substrates of reasonably 
high quality on which to grow various types of samples for study.  The multilayer mirror is in this 
context simply used as a standing wave generator (SWG). 

SW x inc�  =� /2sin�

Note also from Fig. 4(b) that, in the region of space above the surface in which the incident 
and reflected waves overlap and interfere to form the standing wave, the modulation strength of the 
standing wave goes roughly as the square root of the x-ray reflectivity Rx.  Adding the incident and 
reflected waves in a more accurate mathematical way in fact shows that the maximum amplitude of 
the modulations in the standing wave should be x2 R
 , or a full normalized modulation around a 
unit incident intensity of x4 .  Thus, even a reflectivity of 5% can give a standing-wave 
modulation of something like 40%, provided the phase shift between incident and scattered waves 
is not too large (as is in fact found in realistic numerical calculations [19]).  With the correct choice 
of materials, in particular one of lower electron density and x-ray scattering power (e.g. B4C) and 
the other of higher density (e.g. W), 1st order Bragg reflection can thus yield x-ray reflectivities Rx 
of 5-30% corresponding to standing wave modulation strengths of roughly 40-100% as measured 
relative to the incident wave, through the reasoning mentioned above. 

R

Before considering some first experimental results of this type in photoemission, we briefly 
introduce the theoretical modeling of such non-resonant x-ray optical processes, as included in a 
computer program written by Yang [19].  The various ingredients necessary are illustrated in Fig. 
5, here shown for a general multilayer system.  Each layer is described by some index of refraction 
ni.  Interfaces can have graded dielectric properties, with single and multiple reflection and 
refractive transmission at each interface gradation being included.  Once the optical calculation is 
taken to convergence, the squared strength of the electric field appropriate to the excitation of 
photoemission is calculated at each depth z.  |E(z)|2 is then used to modulate the appropriate 
product of atomic density and photoelectric subshell cross section and inelastic attenuation factor 
on passing to the surface, with the end result being both the distribution of photoelectron intensity 
as a function of depth, and the total intensity as well by integration over depth.  Refraction of the 
photoelectrons on crossing the barrier of the inner potential is also included.  The same program 
can also be used to calculate soft x-ray emission intensities as a function of depth, with the only 
difference being the final inclusion of a different attenuation length due to absorption. 

Some results from these calculations for a B4C/W multilayer [19] are shown in Fig. 6.  
Note the strong standing wave modulation for incidence at the Bragg angle, and the change in the 
depth distributions of C 1s and W 4f photoelectron intensities on going from the situation with no 
standing wave at the right to the Bragg condition at left.  The C 1s emission has its maximum in the 
center of the first B4C layer with the standing wave, whereas it is a maximum at the surface without 



the standing wave.  The W 4f distribution shows the opposite effect, being compressed nearer the 
B4C/W interface with the standing wave.  These results thus qualitatively indicate the kind of depth 
distribution modification that can be affected by using a soft x-ray standing wave for excitation. 

As a recent first example of the application of this approach, we consider a study by Yang 
et al. [16] and by Mun [17] of the buried interface between Fe and Cr, a prototypical pair of 
ferromagnetic and non-magnetic metals, respectively, that has been much studied in connection 
with the giant magnetoresistance (GMR) effect.  The basic configuration of the experiment is 
shown in Fig. 7.  The sample to be studied, an Fe/Cr bilayer, was grown on top of a multilayer 
mirror consisting of 40 periods of B4C/W bilayers, with a period of 4 nm each.  Thus, the standing 
wave above the multilayer will have a period also of 4 nm (cf. Fig. 4(b)).  Beyond working with x-
ray incidence angles near the first-order reflection of the B4C/W multilayer mirror, the Cr layer 
underneath a constant-thickness Fe overlayer was grown in a wedge form.  As one key part of the 
experimental procedure, the variation of the wedge thickness from 38 Å to 116 Å over a sample 
width along the x direction in Fig. 7 of about 10 mm, together with the small x-ray spot size of 0.2 
mm, permitted carrying out the experiment for a range of positions of the standing wave with 
respect to the buried interface.  That is, as the sample is scanned along x, the standing wave is 
effectively scanned vertically with respect to the interface, provided that the Fe/Cr bilayer does not 
influence the position of the standing wave.  For a choice of photon energy that avoids any 
resonances in Fe or Cr, the desired "pinning" of the standing wave position by the multilayer mirror 
has been verified by direct calculations, as illustrated in Fig. 8.  Even though the reflectivity is 
attenuated from about 9% to about 4% over the wedge, the Bragg position remains very constant at 
11.15�, and this change in reflectivity would only change the estimated standing wave modulation 
(via the x4 R  estimate mentioned above) from about 60% to about 40%. 

As in prior standing wave studies, it is also possible in such SWG+wedge experiments to 
scan the incidence angle around the Bragg angle, which is well known to both vary the position of 
the standing wave and to reduce its amplitude for angles away from the Bragg angle [18].  This 
provides a second method for varying the position of the standing wave with respect to the 
interface, which, together with scanning the sample in x (cf. Fig. 7), should yield an 
overdetermined set of data that can be analyzed in terms of models for composition and 
magnetization variation through the interface.  We illustrate this complementarity of measurement 
schemes for the Fe/Cr case in Fig. 9, where the Cr3p/Fe3p intensity ratio is shown as a function of 
both incidence angle for various choices of Cr thickness (Fig. 9(a)) and Cr thickness for various 
choices of incidence angle.  These results have been analyzed in terms of the simple model shown 
at left in Fig. 10(a) and they lead to a determination of the onset of the Fe/Cr interface at 12.8 
 2 Å 
depth and an overall interface mixing or roughness of 6.8 
 2 Å in thickness.  The center of the 
interface is thus measured in this way to be at 12.8 +3.4 = 16.2 Å, in excellent agreement with the 
15 Å expected from the quartz crystal thickness monitor used to deposit this layer. 

One can also measure magnetic circular dichroism for this Fe/Cr example by exciting core 
level Fe 2p and 3p and Cr 2p and 3p spectra with circularly polarized radiation.  The nature of the 
MCD measurement means that ferromagnetic order will be detected only along the y direction in 
Fig. 7 that is nearly parallel to the light incidence direction due to the low Bragg angle of about 11º.  
Some of this data for 2p emission and two Cr thicknesses denoted Positions B (standing wave a 
maximum at the Fe/Cr interface) and C (standing wave a minimum at the interface) is shown in 
Fig. 11.  The right-circular-polarized (RCP) and left-circular-polarized (LCP) spectra are shown for 
both Fe and Cr, together with the difference as the magnetic circular dichroism (MCD) in %.  
Although the Cr dichroism is much smaller than that of Fe (a few % for Cr versus 10-15% for Fe) 
there is nonetheless clear evidence for some ferromagnetic ordering of Cr, even though it is 
normally not ordered in this way, but rather weakly antiferromagnetically ordered (with a transition 
temperature of 311 K near that at which these measurements were carried out), in which case the 
MCD should be zero. 



The fact that the sign of the Cr dichroism is opposite to that of Fe also immediately 
indicates that the Cr ferromagnetic ordering induced by the Fe is opposite in direction to that of Fe, 
as qualitatively indicated in Fig. 10(a).  It is also clear that varying the position of the standing 
wave (e.g. from Position B to Position C) affects the relative magnitudes of the MCD signal, with 
that of Fe increasing at C and that of Cr decreasing.  Similar results were obtained for 3p emission 
from both Fe and Cr, and the overall experimental data are shown in Fig. 10(b), together with best-
fit curves based on x-ray optical calculations in which the two parameters for each of the four sets 
of MCD data shown at right in Fig. 10(a) were varied.  At right in Fig. 10(a) are also summarized 
the best-fit numbers, and it is interesting that the onset of reduction of the Fe ferromagnetism in 
approaching the interface occurs just where the Fe3p/Cr3p ratio analysis yields a reduction in the 
Fe atomic fraction.  The Fe ferromagnetism also is found to go to zero at the point in the interface 
at which its atomic fraction drops to 0.5.  The Cr by contrast shows its slight ferromagnetic 
ordering over only a narrow layer about one atomic layer in thickness, and about one atomic layer 
below the interface mixing region. 
 Further details concerning this standing wave study of the Fe/Cr interface can be found 
elsewhere [16,17]. 
 Although these are at present the only published experimental data of their kind, they 
suggest some exciting future possibilities for selectively studying buried interfaces or other 
vertically heterogeneous nanostructures with photoemission or other soft x-ray excited 
spectroscopies such as soft x-ray emission.  Soft x-ray emission (at least at non-resonant energies) 
has an advantage over photoemission in probing more deeply, thus being more sensitive to the 
standing wave modulation below the surface, and we return to consider it more specifically in a 
later section.  Beyond studying multilayer structures of relevance to magnetism and semiconductor 
device technology, one can suggest looking at self-assembled monolayers or other nanocrystalline 
objects grown or somehow deposited on the top surface of a suitable SWG.  Combining 
spectromicroscopy using soft x-rays, which at present yields two-dimensional in-plane information, 
with standing wave excitation by again growing the sample on an SWG, could yield information on 
the third dimension perpendicular to the sample surface plane, a topic to which we return below 
also. 
 
X.3 Resonant X-Ray Optical Effects and Multi-Atom Resonant Photoemission 
 
X.3.1 General Considerations 
 
 On passing through a core-level absorption edge or resonance, the absorption coefficient 
can increase dramatically, and this will be reflected also in the index of refraction via an increase in 
� and concomitant changes in �  that are derivable via a Kramers-Kronig analysis [3(b)].  As an 
example of this, we show in Fig. 12 the variation of �  and � which arise in crossing the Mn L2,3 = 
Mn 2p1/2,3/2 absorption edges in MnO.  Since x-ray absorption at the 2p resonances of the 3d 
transitions metals is much studied, especially in magnetism-related work with dichroism, this type 
of data is of high relevance.  We can see that both �  and �  increase by at least an order of 
magnitude in crossing these resonances, although they are still in magnitude always much less than 
unity, and in fact do not exceed 1% in magnitude, a fact which we will use later in making some 
simplifications in the optical analysis. 
 What effect will such resonant phenomena have on photoemission or other soft x-ray 
excited spectroscopies?  In order to calculate this for a homogeneous, semi-infinite solid, we first 
follow the x-ray optical analysis of Yang [19] and Kay et al. [20], and then discuss the same 
phenomena in terms of a microscopic theory of multi-atom resonant photoemission [20,21,22]. 
 
X.3.2 Resonant X-Ray Optical Theory 



 
The resonant x-ray optical (RXRO) approach proceeds via the same basic ideas illustrated 

for a multilayer system in Fig. 5, except that we simplify to the homogeneous, semi-infinite solid 
with index of refraction n and a sharp vacuum-solid interface.  The effect of the resonance is 
assumed to influence only the local electric field E at some depth z below the surface of the sample, 
with the associated differential photoelectric cross section d�/d  varying only slowly through the 
resonance, as described by the usual one-electron theory [23].  The variation of photoemission 
intensity with photon energy I(h�) is then obtained by integrating over the coordinate z 
perpendicular to the surface the product of the electric field strength �E(h�,z)�2 at depths z relevant 
for photoemission, the energy-dependent differential photoelectron cross section d�/d appropriate 
to the experimental geometry (which may also in the experimental data include the effects of 
photoelectron diffraction (PD) that result in modulations beyond the simple atomic cross section 
[24], as seen already in the scanned-angle data of Fig. 2(b)) and the kinetic-energy-dependent 
inelastic attenuation length for electrons �e, as 

2
'0

e kin e

ˆd�( E,h	 )I( h	 ) | E( hv,z )| exp( )dz
d
 � ( E )sin�

�
� ��

z�
,    (1) 

�
where is a unit vector along Ê E  and accounts for the polarization dependence in the cross section, 
and we have not included factors of atomic density and the solid angle acceptance of the analyzer 
that will be constant over an energy scan.  In scanning photon energy through a resonance, it is also 
possible that scanned-energy photoelectron diffraction effects will cause intensity modulations 
[24], and these we will in fact see below. 
 Via an analysis based on the Fresnel equations [19,20], it can finally be shown that the 
integral in Eq. (1) reduces to 

2

'
inc

'
x e kin e

d� | t( h	 )|ˆI( h	 ) ( E,h	 )
d
 Im{ 4�n( h	 )sin� ( h	 )} 1

� ( h	 ) � ( E )sin�

�
�

,   (2) 

where the quantity t for p-polarized radiation incident on a planar surface from vacuum with nv = 1, 
and for a conducting or non-conducting, but non-magnetic, reflective medium, is given by 

inc
'

inc r inc

2 sin�t
sin� n sin�

�
�

,        (3) 

with �inc' equal to the complex angle of propagation below the surface, again measured relative to 
the surface, �e' the real angle of propagation of the electron below the surface before allowing for 
possible refraction effects in crossing the inner potential barrier V0, and 	x the wavelength of the 
radiation. �inc' is further related to �inc via Snell's Law: cos�inc = nrcos�inc', with �imc real.  Eqs. 2 
and 3 are completely general formulas for calculating photoemission, with all dependences on 
energy explicitly indicated.  Beyond optical constants such as those in Fig. 12, the only other inputs 
needed are radial matrix elements and phase shifts for calculating d�/d [23] and the electron 
inelastic attenuation length �e, which we have evaluated for the O 1s photoelectrons leaving MnO 
using a well-established semi-empirical formula [25].  Henke [1] has carried out the same analysis 
using a somewhat different formalism, with simplifications going beyond the equivalents of Eqs. 2 
and 3 that are reasonable in view of his dealing with non-resonant cases. 
 Fig. 13 now presents results from using Eqs. 2 and 3 for the case of MnO with the optical 
constants of Fig. 12.  The assumed experimental geometry is indicated in Fig. 13(a).  In Fig. 13(b), 
it is obvious that the penetration depth is drastically decreased on going through the Mn 2p 
absorption resonances.  In fact, its maximum for an energy just at the Mn 2p3/2 resonance is only 
approximately 130 Å for normal incidence, as illustrated in more detail by the solid curve in Fig. 
14(a).  On going to lower angles of incidence comparable to or below the critical angle at the Mn 
2p3/2 resonance of 2� � 7�, this decrease is even more dramatic, with x-ray penetration depths of 



only about 20 Å that are comparable to electron inelastic attenuation lengths [25].  Thus, the 
surface sensitivity of any soft x-ray spectroscopic measurement can be significantly affected in 
passing over such resonances.  For comparison, we also show as the dashed curve in Fig. 14(a) a 
calculation from the Berkeley Center for X-ray Optics (CXRO) web program [3(a)], which makes 
use of standard tabulations of the optical constants that do not fully include edge resonance effects 
[3(b)].  There is a dramatic difference between these two curves, making it clear that a proper 
allowance for the exact form of the absorption features is essential for properly estimating x-ray 
penetration depths.  As a test of the accuracy of our calculation method, we compare our results 
off-resonance with those from the CXRO program off-resonance, and with the same optical 
constants, and the two curves are identical.  Fig. 13(d) also shows that reflectivity is significantly 
enhanced on passing through these resonances, which from our previous discussion of course also 
implies an enhanced standing wave above the surface. 

More interestingly from a spectroscopic point of view is the variation of the O 1s intensity 
on passing through these resonances, which is shown in Fig. 13(c).  These calculations predict 
strong variations of photoelectron intensity as the x-ray incidence angle is decreased toward the 
total reflection regime, but which nonetheless persist to some degree up to incidence angles of 30-
40� with respect to the surface.  Such effects have in fact been observed for MnO, as illustrated in 
Fig. 15(a) and 15(b).  Fig. 15(a) first shows a broad scan of the O 1s intensity over an energy 
region including the Mn 2p resonances, for an incidence angle of 20�.  The most obvious feature 
here is a strong modulation of the intensity due to scanned-energy photoelectron diffraction effects 
[24], but on top of this at the position of the strongest 2p3/2 resonance at 640 eV is a modulation 
that is about 25% of the overall PD effect.  Fig. 15(b) shows similar data at an incidence angle of 
10� and over a narrower energy window, and the resonance effects, measured as the overall + and - 
excursion are now considerably larger, being for example about 25% of the intensity just below the 
resonance, which has been set equal to unity in both Figs. 15(a) and 15(b).  This marked increase is 
consistent with Fig. 13(c) in that the effects seen there also increase strongly on going to lower 
incidence angles, and we note that the 10� of Fig. 15(b) is furthermore not too far from the 
previously-estimated critical angle on the Mn 2p3/2  resonance of 7�.  Also shown in Fig. 15(b) are 
the results of an x-ray optical calculation based on Eqs. 2 and 3 and, if allowance is made for the 
general curve in the experimental data due to PD effects, there is in general excellent agreement as 
to both the % effects (which have not been adjusted between experiment and theory) and the fine 
structure in the resonance-induced modulations for both the 2p3/2 and 2p1/2 features.  Fig. 15(c) 
shows the variation of the overall excursion with incidence angle, and compares the experimental 
data points with XRO calculations.  Again, there is in general excellent agreement, together with a 
prediction that there will be effects of at least a few % even for normal x-ray incidence.  Finally, in 
Fig. 15(d) we show similar results for O 1s emission from a NiO(001) surface [26], but at an even 
lower 5� incidence angle, and here the experimental and theoretical curves are nearly identical, 
with both leading to a modulation of about 86%.  These data in fact show that an earlier search for 
such resonant effects in NiO [27] was done at too high an incidence angle and with insufficient 
statistical accuracy to resolve them. 
 As a final comment on the systematics of effects such as those seen in Figs. 15(c) and 
15(d), it has been pointed out by Kay et al. [20] that the modulation of photoelectron intensity has a 
form very similar to the optical constant �, and that, with certain simplifications reasonable in view 
of the small magnitudes of both � and �, Eqs. 2 and 3 lead to a photoelectron intensity that is 
overall proportional to 1+�, at least within the range of incidence angles under consideration here. 
 In summary up to this point, significant x-ray optical effects occur on passing through 
absorption resonances, especially for incidence angles close to the critical angle, but in fact also 
leading to a complex modulation of photoelectron intensities which in the low-incidence-angle 
limit are similar in form to the variation of �. 
 



X.3.3 An Alternative Viewpoint: Multiatom Resonant Photoemission (MARPE) 
 
 We now look at resonant effects from a different viewpoint, treating them in a more 
general way as interatomic multiatom resonant photoemission (MARPE) [20,21,22].  This 
viewpoint is thus different from normal resonant photoemission, which involves only orbitals on a 
single atom [28,29], and which can be termed single-atom resonant photoemission (SARPE) by 
comparison.  This topic has also been introduced in Chap. 16 of this book (cf. Fig. 16.13), but we 
will amplify on it here. 
 The basic process envisioned is shown in Fig. 16(a).  A single photon absorption process 
involves both direct excitation of a photoelectron from the atom at left and a resonant excitation via 
a strong bound-to-bound absorption resonance on the atom at right.  If the absorption resonance 
were on the atom at left, we would have normal SARPE, but for the case shown if Fig. 16(a), the 
resonances can occur on various atoms around a given emitter, and hence this becomes both 
interatomic and multiatom.  We will also implicity consider that both of the excited levels involved 
are core in character, although similar effects can in principle occur between more weakly bound 
electronic levels situated on two different atoms, as we discuss below. 

The theory of MARPE has been explored in detail elsewhere [20,22], and for the case of O 
1s emission from MnO dealt with in Figs. 13(c) and 15(a),(b),(c), the energy levels and basic 
matrix elements involved are as illustrated in Fig. 16(b).  In brief summary, if the system is initially 
prepared in its many-body ground state g , the contribution of the direct or unscattered wave 
function (that is, neglecting any sort of photoelectron diffraction effect) to the photoelectron 
intensity can be written 
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is the matrix element describing the transition to the final state with a photoelectron �El  of 

energy mkE 222��  and an O 1s hole.  Final-state photoelectron diffraction effects can also be 
incorporated in this model by using  as input for self-consistent multiple-electron-scattering 
equations.  If we keep only terms up to second order in in the perturbing potential V that is involved 
in T, it reduces to the well-known Kramers-Heisenberg formula for resonant photoemission [28,29] 

�ElM

�
0 j

rad AI rad
j ,m g m m

m, j m, j
T V V V

� E E i� 2
� �

� � �� j ,   (6) 

where V  is the interaction of the radiation with the emitter, V  is the interaction with the 

resonating atom j, V  is the autoionizing Coulomb interaction (cf. Fig. 16(b)) between the emitter 
and atom j, 

0
rad

j
rad

j
AI

gE  is the ground state energy, and the sums are over both Mn atoms j and their 

intermediate many-body states m, j  of energy mE  and width m� .  A fully general theory of 
MARPE should also include exchange effects in the matrix elements above, but we expect them to 
be negligible for the cases we are treating.  There is also a formal connection between MARPE and 
interatomic Auger electron emission, since the same sorts of matrix elements are embedded in the 
expressions describing both.  However, the overall processes are fundamentally different, since the 
interatomic Auger process can be viewed as a two-step phenomenon: creation of the initial hole on 



a neighbor atom, and then decay of this hole so as to eject an electron from the central atom.  A 
related process is interatomic excitation transfer following the formation of an inner valence hole 
(compared to a core hole in typical interatomic Auger or MARPE), as recently discussed by 
Cederbaum and co-workers for atomic and molecular clusters, referred to as interatomic coulomb 
decay (ICD) [30] and for which experimental evidence has recently been published [31]. 

We now note two special points that have been considered previously and which make the 
theory of MARPE in the soft x-ray regime different from other processes occurring at lower 
excitation energies: 

--the shorter wavelengths for soft x-ray excitation imply that retardation effects must be 
considered in the interaction with the external radiation and in the autoionization 
interaction, and 

--the interatomic autoionization interaction must be generalized to the fully-relativistic Møller 
formula used previously in high-energy Auger theory [32]. 

In particular, retardation and relativistic effects lead to a dependence of the interatomic interaction 
on interatomic distance r12 as k2/r12 (see Eq. (15.8) below).  Here k is the momentum of the 
exchanged photon (dotted orange line in Fig. 15.16), which is sufficiently large in core-level 
MARPE to make this leading term significant (actually, it is dominant at large separations in the 
MnO example discussed below). This is not the case in ICD [30,31], where the exchanged photon 
energy is small, so that the leading term in the interactomic interaction is provided by the non-
retarded dipole-dipole expression, which behaves like 1/r12

3.  A similar behavior in interactomic 
interactions at low-energy transfers is known as the Forster effect [33]. The transfer rate in the 
Forster effect is ruled by the square of the interatomic interaction, and therefore, it has been 
observed to decay like 1/r12

6 [33b].  A more detailed discussion of the differences between MARPE 
and the Forster effect appears elsewhere [34]. 

At the level of MARPE theory introduced here, the treatment should be capable of 
describing all many-electron interactions up to second order in the perturbation via Eq. (6), or up to 
arbitrary order via Eq. (5), including those for nearest-neighbors with the greatest overlap and thus 
enhanced many-electron interactions with the emitting atom. 

The near-neighbor autoionization interaction can now be conveniently expanded in 
multipoles, and, with the further neglect of multipoles higher than dipoles, the effective interaction 
can be reduced to: 
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and the bracket represents a Gaunt integral with standard normalization.  Eq. (8) is actually the 
retarded dipole-dipole interaction, which is retrieved from the Møller formula [32] under the 
assumption that the relevant electronic states have a spatial extension much smaller than both the 
wavelength and the inter-atomic separation.  This is fully justified for the Mn2p and O1s states of 
our case. 

Putting these results into a single expression now yields 
eff eff

Elμ l ,1 � 1μ 1� 00 l ,1 μ
�

M A E1 r O1s � � Y Y Y A E1 r O1s � � 4�� �� , (9) 

where A is a light-intensity normalization constant,  
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is now the effective polarization vector that includes the effect of resonant x-ray scattering at the 
Mn sites, and the magnitude of the resonance is controlled by a product of a structure-factor type of 
sum over Mn sites 
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and the Mn2+ polarizability tensor, 
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The form for the polarizability given here makes it clear that it is directly related to the usual 
description of resonant photoemission [29]. 

For the particular case of O 1s emission from MnO, this theoretical development predicts 
both the optical constants � and �, and the O 1s intensity variation with reasonable accuracy, as 
seen in Figs. 12 and 15(b), respectively.  It has furthermore been found by Garcia de Abajo et al. 
[20,22] that higher-order terms in the MARPE matrix elements, which can be considered to be 
multiple scattering of the radiation when resonantly scattered from one of the neighbors to the 
emitter, must be included in order to quantitatively describe these effects, as illustrated by two of 
the curves in Fig. 15(b).  These higher-order contributions can be obtained by replacing epsilon in 
Eq. (15.10) by the self-consistent polarization vector derived from multiple scattering of the 
incoming photons at the Mn atoms of the crystal. The latter has been in turn derived from a layer-
KKR description of photon scattering at the atomic planes parallel to the surface, yielding an 
equation similar to (15.10), but involving a dependence of the self-consistent polarization on 
atomic layer [20]. 
 Although this quantum-mechanical treatment of MARPE effects is much more complex to 
deal with than the more macroscopic and empirically-linked resonant XRO picture, both have been 
shown to represent the same physical processes [20].  However, the proper MARPE theory 
outlined here obviously provides more insight into the nature of these interesting effects and it will 
also permit treating systems that go beyond what can be dealt with by RXRO, such as 
nanostructures localized in 1, 2, or 3 dimensions, or free molecules.  We also note other treatments 
of such interatomic resonant photoemission processes, by Forster and later workers [33] and by 
Cederbaum et al. [30], with very low excitation energies assumed and by Fujikawa and Arai with 
direct relevance to the theoretical model discussed here [35]. 
 As additional examples of experimental observations of related interatomic resonance 
effects in photoemission, we note that core-core MARPE effects analogous to those discussed here 
for MnO [20] and NiO [26,27] have also been seen in CuO [27].  Similar core-core MARPE effects 
have also been seen in adsorbates on metals, specifically O on Ni(001) [36] and N2 on Ru(111) 
[37]; for these cases also, it appears that the RXRO approach provides at least a semi-quantitative 
description of the phenomena.  In addition, a few other groups have reported the enhancement of 
valence photoemission intensities primarily associated with emission from a certain atom upon 
tuning the photon energy through more weakly bound core-level or inner-valence absorption edges 
of a nearby atom, with this work including measurements near solid-solid interfaces [38,39], on a 
free molecule [40] and on a free cluster, where the effect has been referred to as interatomic 
coulomb deday [31].  More recently, Guilleumin et al. appear to have seen core-core MARPE 
effects in free molecules through a more subtle avenue, specifically, the non-dipole parameter in a 
photoelectron angular distribution [41]. 
 It is thus clear that such interatomic resonant effects will be seen in other systems in the 
future, and that they will not all be simply describable using an x-ray optical approach, which in 
any case does not provide a microscopic understanding of them.  Effects going beyond a simple 
optical picture could provide interesting new information on the precise nature of x-ray 
interactions, including via the interatomic character, a method for uniquely identifying near-
neighbor atoms in a complex sample, as originally proposed [21]. The microscopic theory outlined 
here, as well as other recent work [30,35] should provide a sound basis for understanding and using 
these phenomena in surface and interfaces studies, nanostructure characterization, and molecular 



and cluster research.  We also note the discussion of related optical effects in Chapter 16, Section 8 
of this book, in which such phenomena are viewed in terms of screening and local fields.  
 
X.3 X-ray Optical Effects in X-Ray Emission and Resonant Inelastic Scattering 
 
 The two theoretical approaches outlined here, XRO calculations and microscopic MARPE 
theory, as well as the use of standing waves, can also be applied to soft x-ray emission (XES) and 
its close relative resonant inelastic x-ray scattering (RIXS), more bulk sensitive spectroscopic 
probes that are now coming into wider use [42] and which complement photoemission in the study 
of almost any system.  As to bulk versus surface sensitivity, we point out again via Figs. 13(b) and 
14(a) that, for the case of RIXS in which the incident energy is tuned to various points along an 
absorption curve like that in Fig. 12(a), the degree of bulk sensitivity may vary greatly from one 
energy to another. 

The x-ray optical model can be simply modified to describe the overall intensity in such 
XES or RIXS experiments more quantitatively.  For the case of a homogeneous flat surface, an 
emitted photon energy that is far from any resonance and with emission at an exit angle �em that is 
large enough to minimize refraction and reflection at the surface, this would involve replacing 
�esin�e

' with �emsin�em' � �emsin�em in Eq. 2, with �em equal to the fluorescent x-ray attenuation 
length along path length or 	em/[4#�(h�em)] in obvious notation.  With this replacement, Eq. 2 
becomes 
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where the matrix element Mem now allows for the precise x-ray transition involved, including the 
formation of the initial hole and subsequent decay processes, and t is evaluated again from Eq. 3, 
still at the incident wavelength.  Eq. 13 thus represents an accurate method for handling what 
essentially reduces to the well-known self-absorption effects in x-ray fluorescence that have been 
discussed previously in connection with MARPE [43,44].  In fact, viewed in this light, MARPE in 
x-ray emission can be viewed as having self absorption as a key ingredient, but perhaps via specific 
near-neighbor effects described in the microscopic theory, not necessarily the only ingredient.  This 
connection has not been recognized in some prior papers on MARPE in x-ray emission [44].   The 
microscopic model could also be similarly extended to predict fluorescence intensities, but we will 
not present these details here. 
 From the point of view of using standing waves to probe buried interfaces (cf. Figs. 6-11), 
the greater penetration depths of soft x-rays as compared to photoelectrons represents a significant 
advantage, since the depth-dependent distribution of intensity will much more closely follow the 

the standing wave strength 
2

E
�

, permitting the study of deeper interfaces and a simpler analysis of 

the data.  This is illustrated by comparing Fig. 6 for photoelectron emission and Fig. 17 for x-ray 
emission, both based on calculations using the methodology introduced in Fig. 5 [19].  Note that 
the depth profile of x-ray emission from each layer almost exactly follows the standing wave 
strength, and that deeper layers can be probed if desired.  Future experiments of this type using the 
SWG+wedge method should thus be very interesting. 
 
X.4 Concluding Remarks and Future Directions 
 
 In conclusion, soft x-ray optical effects, whether at non-resonant or resonant energies, can 
strongly influence photoemission intensities.  Among these effects are marked decreases in x-ray 



penetration depth as the total reflection regime is approached, and significant decreases in the 
secondary electron background underlying photoemission spectra, both of which can be very useful 
for surface and interface studies.  When incident energies are tuned to strong absorption resonances 
and the total reflection region is approached, these penetration depths can in fact be of the same 
magnitude as electron inelastic attenuation lengths, thus increasing surface sensitivity markedly. 

There can also be significant negative and positive changes in intensity when the 
absorption edges of an atom neighboring the emitter are crossed, and this can be viewed as 
multiatom resonant photoemission (MARPE), with potential utility in identifying near-neighbor 
atoms in complex systems.  Both x-ray optical theory and a microscopic theory of interatomic 
resonant photoemission have been succesfully used to describe these effects, which we expect to be 
observed in other systems beyond those discussed here in the future, including nanostructures, free 
molecules, and clusters. 
 The standing waves created due to reflection from a multilayer mirror can also be used to 
create a standing wave in the sample with period equal to the multilayer period, e.g. in the few-
nanometer range.  Photoemission excited by this standing wave can be used to non-destructively 
and selectively probe a buried interface, include magnetic order via circular dichroism.  The 
multilayer mirror-plus-wedge sample technique discussed here should be applicable to a wide 
variety of studies of buried interfaces, including multilayer samples and other nanoscale objects 
that can be grown or deposited on top of a multilayer mirror. Future studies involving x-ray 
emission or inelastic scattering excited by such standing waves also look very promising.  A final 
interesting potential application of such standing waves is in soft x-ray spectromicroscopy 
[45,46,47], which presently provides imaging only in the two dimensions lying in the sample 
surface plane, with some depth sensitivity in the third dimension perpendicular to the surface 
through element- and chemical state-specific x-ray absorption processes.  Being able to work at 
sufficiently low angles of incidence in microscopes making use of secondary electrons and an 
electron optical system for imaging [45] or in an x-ray reflection, rather than transmission, 
geometry for another type of microscope making use of Fresnel zone plates for imaging [46,47], in 
combination with samples grown on a multilayer mirror, could add much more quantitative 
information on the perpendicular coordinate. 
 In summary, being able to thus "tailor" the radiation field in soft x-ray spectroscopic 
measurements should add considerably to the information derivable from photoemission and 
related techniques in the future. 
 
Figure captions: 
 
Figure 1-- Results from the first study of non-resonant soft x-ray optical effects in photoemission 

by Henke. (a) The calculated variation of the exponential x-ray decay length 
(penetration depth) below the surface of Au for three different photon energies. (b) The 
variation in Au 4f photoelectron intensity as a function of x-ray incidence angle for a 
thick Au film deposited on glass.  Note the increase in intensity in passing over the 
critical angle.  (c) Comparison of experiment and x-ray optical theory for the intensity 
enhancement noted in (b).  [From ref. 1.] 

 
Figure 2-- Some first applications of non-resonant x-ray optical effects. (a) Observation of the 

difference in inelastic attenuation lengths for different core-level photoelectron peaks 
from Au through the dependence of intensity ratios as a function of x-ray incidence 
angle.  The observed change in these intensity ratios is due to the fact that the x-ray 
penetration depth decreases to values comparable to the electron inelastic attenuation 
lengths.  Two different choices of attenuation lengths are shown for the theoretical 
simulations to indicate the sensitivity of these ratios to this parameter. [From ref. 4.]  (b) 
Observation of the change in the ratio of two chemically-shifted peaks from an oxidized 



Si sample as x-ray incidence angle is decreased.  Also evident are oscillatory scanned-
angle photoelectron diffraction effects. [From ref. 5.] 

 
Figure 3-- Reduction of inelastic background in XPS spectra with total reflection, from a slightly 

oxidized Si sample with a C-containing contaminant overlayer.  [From ref. 10.] 
 
Figure 4-- Basic geometry of standing wave formation. (a) General picture of standing wave 

formation, regardless of reflection type.  (b) Standing wave formation in reflection from 
a multilayer mirror.  Various key quantities and relationships are indicated in both 
panels. 

 
Figure 5-- Calculation of x-ray optical effects on photoemission and soft x-ray emission.  Various 

key ingredients are labelled.  [From ref. 19.] 
 
Figure 6-- X-ray optical calculations of standing wave effects on the depth distributions of electric 

field strength and photoelectron intensity from a multilayer mirror composed of 
alternating layers of B4C and W.  The right panels show the depth distributions when 
the incidence angle is far from the multilayer Bragg angle, and the left panels the 
distributions at the Bragg angle.  Note the strong standing wave created at the Bragg 
condition, and the influence on both the C 1s and W 4f depth distributions.  [From ref. 
19.] 

 
Figure 7-- Basic geometry of an experiment combining soft x-ray excitation of photoemission with 

a wedge-shaped bilayer sample grown on a multilayer-mirror standing wave generator 
(SWG) so as to selectively study the buried interface between Fe and Cr.  Scanning the 
sample position along the x axis effectively scans the standing wave through the 
interface.  [From ref. 16.] 

 
Figure 8-- Calculated reflectivity for the sample geometry of Fig. 7: a wedge-shaped Fe/Cr bilayer 

on top of a 40-period multilayer mirror composed of bilayers of B4C and W.  Note that, 
although the reflectivity is attenuated by thicker Cr layers, the position of maximum 
reflectivity is pinned at the same angular position by reflection from the multilayer.  
[From refs. 16, 17, and 19.] 

 
Figure 9-- Experimental results for the Cr3p/Fe3p intensity ratio from the sample of Fig. 7 as a 

function of both (a) x-ray incidence angles centered on the Bragg angle (rocking 
curves) and (b) the thickness of the Cr layer.  These data can be analyzed to determine 
the composition variation through the interface, via the simple two-parameter linear 
model at left in Fig. 10(a) and x-ray optical calculations of photoemission intensities as 
outlined in Fig. 5 and accompanying text, with the solid curves in (a) and (b) 
representing the final best fits.  [From ref. 16.] 

 
Figure 10--Non-destructive depth-resolved determination of composition and magnetization 

profiles via standing-wave excited photoemission.  (a) Sample geometry together with 
the models used to fit both the Cr3p/Fe3p intensity ratio of Fig. 9 (left side--linear 
model) and the Fe 2p and 3p and Cr 2p and 3p magnetic circular dichroism (MCD) data 
of Fig. 11 (right side--gaussian or half-gaussian models) are shown, together with the 
final best fits to the MCD data.  Note that only two parameters are used in the x-ray 
optical calculations for each set of data: a position and a width, and that the five sets of 
data (Cr3p/Fe3p, Fe 2p MCD, Fe 3p MCD, Cr 2p MCD, and Cr 3p MCD) have been 
analyzed independently. (b) Summary of the Fe 2p and 3p and Cr 2p and 3p MCD data, 



together with the best fits to experiment, and curves indicating how much the calculated 
curves change for 3 Å changes in the two parameters involved in each fit.  [From ref. 
16.] 

 
Figure 11-- Magnetic circular dichroism measurements for Fe 2p and Cr 3p emission from the 

bilayer of Fig. 7, at two choices of Cr thickness that lead to having a standing wave 
maximum and a standing wave minimum at the buried interface (Positions B and C, 
respectively at left).   [From ref. 16.] 

 
Figure 12-- The optical constants � and � of MnO as the Mn 2p absorption resonances are crossed,  

The solid experimental curves were derived from an experimental determination of the 
absorption coefficient and subsequent Kramers-Kronig transformation of the results.  
Also shown are dashed theoretical curves based on the microscopic theory of multiatom 
resonant photoemission (MARPE).  [From refs. 20 and 22.] 

 
Figure 13-- Resonant x-ray optical calculation  for the experimental geometry in (a) of: (b) the x-

ray penetration depth = exponential decay length �x, (c) the O 1s photoelectron 
intensity, and (d) the reflectivity Rx.  These calculations were carried out for p-polarized 
radiation incident on a flat MnO surface and photon energies were scanned through the 
Mn 2p absorption resonances.  The plots in (a), (b), and (c) are all shown as a function 
of both photon energy and incidence angle.  [From ref. 19.] 

 
Figure 14-- X-ray penetration depth in MnO as a function of incidence angle, for a photon energy 

(a) on the Mn 2p3/2 resonance of Fig. 12, and (b) below this resonance.  The curve 
labelled CXRO is calculated using tabulated optical constants that do not allow for the 
full effect of the Mn 2p3/2 resonance [3(a)].  In (b), the two identical curves are from ref. 
3(a) and this work, and used identical optical constants.  [From refs. 3(a) and 19.] 

 
Figure 15-- Resonant soft x-ray effects on O 1s emission from MnO and NiO on crossing the 

relevant transition-metal 2p absorption edges.  (a) O 1s emission at a 10� exit angle 
from an MnO single crystal with (001) surface orientation, with photon energy scanned 
over a broad range which also reveals strong photoelectron diffraction (PD) effects.  
The dashed curve is as measured, and the solid curve is after correction for detector 
non-linearity.  (b) As (a), but for a smaller energy range and with a 5� exit angle.  Also 
shown are theoretical curves from the x-ray optical model and the microscopic MARPE 
theory with and without consideration of multiple scattering in the matrix elements.  (c) 
The calculated variation of the overall 
 excursion of the resonant effect in crossing the 
Mn 2p3/2 absorption edge as a function of x-ray incidence angle is compared to 
experimental data at four points. (d) As (b), but for O 1s emission from NiO(001) and 
with experiment corrected via the removal of a smooth PD curve and both curves 
renormalized to agree at the left and right ends.  Note that the % variations in both 
experiment and theory have not been adjusted in any of the panels here.  [From refs. 20 
and 26.] 

 
Figure 16----(a) Illustration of the basic process occurring in multiatom resonant photoemission 

(MARPE).  (b) Additional diagram of the electronic transitions involved in the MARPE 
process, for the specific case of O 1s emission from MnO and with the photon energy  
passing over the Mn 2p3/2 absorption resonance.  [After refs. 20 and 22.] 

 



Figure 17-- X-ray optical calculations of standing wave effects on the depth distributions of electric 
field strength and soft x-ray emission intensity from an MnO thin-film sample grown on 
a multilayer B4C/W mirror.  The right panels show the depth distributions when the 
incidence angle is far from the multilayer Bragg angle, and the left panels the 
distributions at the Bragg angle.  Note the strong standing wave created at the Bragg 
condition, and the influence on the O K$, C K$, and Fe L$ x-ray depth distributions, 
whose intensity profiles with depth follow very closely the standing wave profile.  To 
be compared with Fig. 6 for photoelectron emission.  [From ref. 19.] 
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Calculating XRO effects on spectroscopy
X-ray Optical 
Calculations :
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-multiple reflection/
refraction

-exact treatment of 
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a/o roughness

-electric field at i-th 
layer:

Photoemission:
-differential cross 
section
-inelastic attenuation
-surface refraction

X-ray emission:
-fluorescence yield
-excitation matrix 
element
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Abstract

The prospects for extending X-ray photoelectron spectroscopy (XPS) and X-ray photoelectron diffraction (XPD)

measurements into the hard X-ray regime of 5–15keV excitation energies are discussed from a fundamental point of view,

in some cases using prior results obtained in the 1–2 keV range as starting points of discussion, together with theoretical

estimates of behavior at higher energies. Subjects treated are: the instrumentation improvements needed to optimize peak

intensities; the tuning of experimental conditions to achieve bulk or surface sensitivity; the use of grazing incidence to

suppress spectral backgrounds; the use of standing waves created by Bragg reflection from crystal planes or synthetic

multilayers to achieve position-sensitive densities of states, compositions, and magnetizations; photoelectron diffraction

and Kikuchi-band effects as element-specific local structure probes; and valence-level measurements, including the role of

non-dipole effects and mechanisms leading to complete Brillouin zone averaging and density-of-states like spectra.

Several distinct advantages are found for such high-energy extensions of the XPS and XPD techniques.

r 2005 Published by Elsevier B.V.

PACS: 68.49.Uv; 79.60.�i; 61.14.Qp; 73.20.�r; 71.20.�b

Keywords: Photoelectron spectroscopy; Photoelectron diffraction; Electronic structure; Hard X-rays; Synchrotron radiation

1. Introduction

X-ray photoelectron spectroscopy (XPS or
ESCA) is by now a very widely used technique for
characterizing the surface and bulk properties of a
broad variety of materials. Although the first
measurements of this kind by Siegbahn et al. in
the mid-1950s were actually carried out with photon
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energies in the 5–8keV range [1], the desire for
higher-energy resolution led immediately to a focus
on excitation sources such as Mg Ka (1253.6 eV)
and Al Ka (1486.7 eV), sometimes together with a
crystal monochromator [1]. The development of
synchrotron radiation (SR) sources over the past few
decades has extended the energy range downward,
erasing the distinction between ultraviolet photo-
electron spectroscopy (UPS) and XPS and has by
now provided energy resolutions below 0.1 eV, with
corresponding enhancements in the ability to study
chemical shifts, multiplets splittings, and other fine
structure in both core and valence spectra. Along the
way, however, it was suggested by Pianetta and
Lindau in 1974 that high-resolution XPS could be
profitably carried out in the 5–15keV range with SR
[2], an idea that has only recently been revived by
several groups and demonstrated experimentally [3],
as discussed in other articles in this issue.

In this article, I will discuss some fundamental
considerations of carrying out XPS and the closely
related technique of X-ray Photoelectron (XPD) in
the hard X-ray regime, including instrumental
considerations, what additional types of information
might be gained from such measurements in the
future, and certain limitations and special character-
istics. In several instances, I will use data obtained at
current typical excitation energies of about 1.5keV to
illustrate effects that should be useful when obtained
with excitation in the 5–15keV regime, together with
theoretical estimates of how these effects will
manifest themselves at these higher energies.

2. Photoelectron intensities

A primary reason for which hard X-ray photo-
electron spectroscopy (HXPS) has not been more
widely practiced to date is the general conclusion
that intensities would be too low. Thus, a brief
overview on this point is worthwhile. Although the
argument will be presented for core-level intensi-
ties, the basic ideas also apply to valence levels.
Fig. 1(a) illustrates the basic physical process
involved, including the effects of both inelastic
scattering and elastic scattering.

The intensity of a photoelectron peak from a
given spin–orbit-split level n‘j associated with an

atom Q in a homogeneous polycrystalline sample
will in general be given by [4]

IðQn‘jÞ ¼ ðincident X� ray fluxÞ
� ðarea of illuminated sample seen by analyzerÞ

ðQn‘j differential photoelectric cross sectionÞ
� ðsolid angle accepted by analyzerÞ
� ðdensity of atoms QÞ
� ðmean photoelectron escape depthÞ
� ðoverall detection efficiencyÞ ð1Þ

ARTICLE IN PRESS

Fig. 1. (a) The basic physical process in X-ray photoelectron

excitation by radiation with polarization �̂, including elastic

scattering in either the plane-wave, or more accurate spherical

wave, approximations; inelastic scattering through an attenua-

tion length Le; escape across the surface barrier (inner

potential) V 0, and entry into the final acceptance solid angle

of the spectrometer O0. For s subshells and in the dipole

approximation, the initial outgoing wave has an angular form

proportional to �̂ � k̂, with k̂ a unit vector in the direction of

propagation. (b) Illustration of additional Bragg-like scattering

processes which arise for higher energies of excitation, leading

to Kikuchi-band behavior. Multiple scattering must also be

considered in accurately modeling all elastic scattering effects.
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or in obvious notation,

IðQnljÞ ¼ I0ðhnÞ � A0 � ðdsQnljðhnÞ=dOÞ � O0

� rQ � LMEDðEkinÞ �D0. ð2Þ

Here, we have emphasized the functional
dependencies on photon energy or electron kinetic
energy, as well as the optical properties of the
electron energy analyzer, since the selective tuning
of the latter is crucial to the future success of
HXPS. The mean photoelectron escape depth
L

MED
(Ekin) in general must allow for both inelastic

and elastic electron scattering, as updated recently
by Jablonski and Powell [5], a point to which we
return below. More approximately, LMED(Ekin)
can be replaced simply by the inelastic attenuation
length Le(Ekin).

Considering the factors here in order, we first
note that third-generation SR undulators, com-
bined with suitable hard X-ray monochromators,
can provide highly intense (�1011–1012 photons/s)
and monochromatic (DðhnÞp0:1 eV) beams for
HXPS. These can in turn be focused into a very
small spot size of the order of tens of microns that
can be well matched to the acceptance areas A0 of
current high-throughput and high-resolution ana-
lyzers. The key point here is that light which falls
outside of the analyzer view is wasted. Of course,
photoelectric cross-sections fall continuously as
the energy is tuned above a given binding energy
threshold, with approximate variations in a high-
energy asymptotic, yet non-relativistic, approxi-
mation theoretically expected to be: sQnljðhnÞ /
ðEkinÞ�7=2 for s subshells and / ðEkinÞ�9=2 for p, d,
and f subshells [6(a)], and numerical tabulations of
more accurate relativistic calculations of total

subshell cross-sections sQn‘jðhnÞ=dO for the entire
period table and for photon energies from
1–100 keV have been published by Scofield [6(b)].
For several energies from 100–5000 eV and for
heavier elements with Z ¼ 502100, Nefedov et al.
have also calculated both relativistic cross-sections
and the angular distribution_parameters that are
essential for deriving the differential photoelectric
cross-section dsQn‘jðhnÞ=dO [7].

The solid angle O0 accepted by the analyzer is a
property of the particular electron optical system,
which usually includes some kind of retarding lens

that magnifies the image A0 by some factor M to
an area at the entrance to the analyzer of
A0 ¼ MA0. A typical analyzer system is shown in
Fig. 2, with the actual energy analysis section here
being illustrated for the much-used hemispherical
electrostatic configuration. The key tradeoffs in
the retarding lens and the final energy analysis
stage are governed by the Liouville Theorem,
which dictates that source brightness before
retardation B0 and that after retardation B0 must
be related by

B0

B0
¼ Epass

Ekin
(3)

where Ekin is the kinetic energy on leaving the
sample and Epass is the final energy of analysis.
Combining this with the conservation of elec-

tron flux on traversing the complete electron
optical system finally yields via the Lagrange–
Helmholtz relation to the form most convenient
for this analysis:

A0O0=A0O0 ¼ MO0=O0 ¼ Ekin=Epass � R, (4)

where O0 is the solid angle of acceptance after retar-
dation and at the entry to the final energy analysis
element, and R is the retardation ratio, which will
generally be b1 for HXPS measurements. This
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Fig. 2. The fundamental parameters controlling the final

photoelectron intensity, here illustrated for the case of a

hemispherical electrostatic analyzer with a retarding, imaging

lens between it and the sample. Relevant symbols are defined in

the text.
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relationship of course only applies to those electron
trajectories that pass through the entire electron
optical system, allowing for the effects of any slits
or collimators that may limit trajectories. A final
important consideration is that the energy resolu-
tion of the final analysis stage dE=Epass can be
connected to Eq. (4) by

A0O0 � CR2
0 ðdE=EpassÞ1:5�2:0 (5)

where we have assumed a hemispherical electro-
static analyzer as the final element, C is a constant
characteristic of the type of analyzer, and R0 is the
radius of the central trajectory in the analyzer
section. From Eqs. (4) and (5), we can see that, if
A0 is sufficiently small (as permitted by the highly
focused SR beam), and R and M are sufficiently
large, O0 can be very large, while at the same time,
via Eq. (5), A0 and O0 together can be maintained
sufficiently small to obtain the desired final
absolute energy resolution. Roughly speaking,
retardation permits larger A0O0 for a given desired
energy resolution dE=Ekin, and high magnification
permits reducing O0, again consistent with this
resolution. Thus, the highly focused spot in a SR
beamline, and carefully designed retarding electron
optics with magnifications of 25 or higher, are
crucial for the practical realization of HXPS, as
discussed elsewhere [3].

Finally, being able to detect multiple energies in
the final focal plane of the analyzer (cf. Fig. 2) is
also crucial, as this effectively increases the factor
D0, with several approaches available for this:
multiple channeltrons, microchannel plates
(MCPs) coupled with resistive anodes or CCD
detectors, and a newer approach based on MCPs
with custom-designed integrated circuits [8]. Ide-
ally, the width of each detector channel dRdet

should be much smaller than the other contribu-
tions to resolution, as for example, that due to the
entrance slit size dR in Fig. 2. Other articles in this
issue will discuss more concrete examples of
experimental systems based on these principles,
but it is easy to estimate that intense core levels
(e.g. Au 4f) will generate 104–105 electrons/s over
the full spectrum, and even weaker valence bands
have been successfully studied by now [3].

Thus, although cross-section dependence on
photon energy as one goes into the hard X-ray

regime is a serious handicap to HXPS, the
availability of brighter SR sources, together with
electron analyzer systems designed to take advan-
tage of the small spot sizes involved and energy
retardation before energy analysis, can compen-
sate this so as to yield adequate data acquisition
rates, as demonstrated in recent work.

3. Surface vs. bulk sensitivity

Certainly a primary attraction of HXPS is in
increasing the ability to more accurately measure
true bulk properties, and this is connected to the
well-known energy variation of the electron
inelastic mean free path LeðEkinÞ, which at higher
energies is expected to vary as ðEkinÞ0:50�0:75

[5(b),9]. Simple geometric considerations then
show that, if the electron exit angle with respect
to the surface is ye (cf Fig. 1(a)), then the mean
sensing depth of the measurement will go as
Lesin ye, thus providing a simple way of estimat-
ing, and varying, the degree of surface sensitivity.
Thus, HXPS at roughly 10 keV should certainly be
more bulk sensitive than measurements at 1 keV,
with measurement depths 3–5 times larger. Again,
for the example of metallic Au, LeðEkinÞ can be
estimated to be about 70 Å at Ekin ¼ 10 keV [9].
An accurate estimate of true measurement

depths also needs to include the effects of elastic
scattering, especially at lower kinetic energies [5].
This is because elastic scattering can cause
electrons initially emitted at angles nearer to the
surface normal to be scattered into angles further
from the normal, and it is why the more accurate
LMEDðEkinÞ is included in Eqs. (1) and (2). Such
effects have been discussed in detail previously [5],
and they reduce the degree of surface sensitivity
enhancement possible by going to lower electron
exit angles relative to the surface. Such effects also
complicate the interpretation of such data. How-
ever, an additional advantage of HXPS is that
elastic scattering will be strongly peaked in the
forward direction for 5–15 keV electrons, as will be
discussed in more detail below, thus making the
linear trajectory model that is involved in arriving
at the Lesin ye. estimate above a more accurate
approximation [10].
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A final effect to be considered in analyzing
measurements with variable electron emission
angles is the inner potential V0 at the sample
surface (cf. Fig. 1(a)). This has a value in the range
5–25 eV, and can significantly refract photoelec-
trons as they leave the surface [11], with this effect
being worse for the grazing emission angles that
are of greatest interest for enhancing surface
sensitivity. However, going to hard X-ray excita-
tion energies will much reduce this effect, making
the interpretation of variable-angle HXPS data
more straightforward in yet a second respect.

HXPS thus should not only be more bulk
sensitive, but it should also permit more quanti-
tative analyses of variable electron emission angle
measurements so as to more quantitatively sort
out bulk and surface effects. As a final word of
caution, however, the expected mean emission
depths in HXPS are still only ca. 50–100 Å, and
small enough that consideration still must be given
to surface contamination or surface reaction
effects, especially for more reactive samples.

4. X-ray optical effects and total reflection

The effects of the onset of total X-ray reflection
on photoelectron intensities were first discussed by
Henke [12], and they eventually have led to the
intentional use of total reflection geometries as a
convenient tool for reducing the inelastic scatter-
ing background in XPS spectra [13]. As a recent
example of the use of what has been termed total
reflection XPS (TRXPS) or grazing-incidence XPS
(GIXPS), I show in Fig. 3 broad-scan spectra
obtained with Al Ka excitation from an HF-
etched Si wafer with a high angle of incidence (101,
labeled Normal XPS) and with a low angle of
incidence below the critical angle (1.11, labeled
TRXPS) [14]. The suppression of the inelastic
background in the TRXPS spectrum is significant.
Although all prior work of this type has been done
in the typical XPS energy regime of about 1 keV,
making use of total reflection to reduce what will
probably be more significant inelastic backgrounds
in spectra at 5–15 keV excitation energies appears
to be very desirable, provided that the sample
surface is flat enough to achieve the uniformly low

average angles required. As some indication of
how this might be achieved, Fig. 4 shows calcula-
tions for 10 keV photons incident on Au [15], and
it is clear that the mean depth of excitation can be
reduced to values that are comparable with the
expected mean electron emission depth by going to
incidence angles of 11 or less. Furthermore, as long
as the mean depth of X-ray excitation is much
greater that the mean emission depth of the
photoelectrons, the full degree of bulk sensitivity
can be achieved, but still with what should be
spectra with much lower inelastic background
intensity. This latter condition implies working
somewhat above the critical angle. For the
example in Fig. 4, an incidence angle of 11 that is
about 2.5 times the critical angle would still yield
an X-ray attenuation length about 10x larger than
the estimated mean emission depth of the photo-
electrons.

5. Standing wave studies of valence electronic
structure and buried interfaces

Closely related to the X-ray optical effect
discussed above is using Bragg reflectivity from a
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Fig. 3. Experimental data illustrating the reduction in elastic

background that has been achieved in an XPS measurement on

a Si surface with 1.5 keV excitation energy. (a) Normal XPS

with a high X-ray incidence angle of 101. (b) Total reflection
XPS with a grazing incidence angle of 11 that is very close to the

critical angle [14].
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set of crystal planes so as to set up a strong
standing-wave modulation of the exciting electric
field strength, and then rocking the crystal so as to
move the standing wave with respect to the atomic
positions. This has permitted Woicik and co-
workers to study the site-specific valence-band
structure of metal oxides, with obvious implica-
tions for future applications to other materials,
especially if the photon energy is taken to higher
values in the 5–15 keV regime [16]. This pioneering
work is discussed in a separate article in this
volume [17].

Beyond such crystal-plane Bragg reflections, it
should also be possible to use reflections from
synthetic multilayer structures to selectively tune

the sensing depth in HXPS so as to study buried
interfaces. To illustrate this, Fig. 5 shows a
particular sample configuration which has recently
been used in conjunction with soft X-ray excita-
tion at about 1 keV to successfully study a buried
interface between Fe and Cr that is of relevance to
the giant magnetoresistance effect [18,19]. Here,
the sample is grown on top of a synthetic
multilayer mirror composed of 40 bilayers of
B4C and W, with a periodicity of 40 Å that will
also be the period of the soft X-ray standing wave
above the surface of the multilayer. The sample
consists of a wedge of Cr and an overlayer of Fe of
constant thickness. Since the focused X-ray spot is
much smaller than the sample and the wedge slope
is very small, it is possible to effectively scan the
standing wave through the interface by scanning
the sample in position along the direction of the
slope of the wedge. By combining such sample
scanning measurements with rocking curve mea-
surements of Fe and Cr core photoelectron
intensities, as well as with magnetic circular
dichroism measurements for both Fe and Cr and
comparing the data with X-ray optical calculations
[19], it has been possible to determine the
concentration profiles and magnetization profiles
for both species through the buried interface, with
final results as shown in Fig. 6 [18].
Standing-wave measurements of both types

(crystal planes and multilayer structures) should
be of considerable interest for HXPS studies. As
one illustration of the strength of such standing
wave effects in multilayer work, Figs. 7(a)–(b)
show the reflectivity from a synthetic multilayer
exactly like that used in the soft X-ray studies of
Figs. 5 and 6, but at two incident energies of 1.0
and 10.0 keV, respectively. The reflectivity for soft
X-rays is 0.28, while that for hard X-rays is a very
high 0.80, which should yield much stronger
modulations with depth than in the soft X-ray
measurements. More quantitatively, if the X-ray
reflectivity is denoted by Rhn, an approximate
estimate of the total fractional modulation of the
square of the standing-wave electric field intensity
will be 4

p
Rhn, as normalized to an incident wave

field of unit strength. The bottom panels of Fig. 7
show the actual standing-wave modulation for
these two energies as calculated with a program
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Fig. 4. Calculated X-ray attenuation lengths for 10 keV X-rays

normal to a Au surface (via Ref. [15]), with the critical angle

indicated, together with an estimate of the mean emission depth

for 10 keV photoelectrons from this surface (dotted line,

extrapolated from results of Ref. [9]). Dashed lines indicate

the region in (a) that is expanded in (b).

C.S. Fadley / Nuclear Instruments and Methods in Physics Research A 547 (2005) 24–41 29



written by Yang [19] which includes the depth-
dependent calculation of photoelectron intensities.
For 1.0 keV, the overall modulation is 1.9 (com-
pared with 2.1 from the simple 4

p
Rhn estimate)

and for 10.0 keV it is 3.6 (compared with 3.6 from
the simple estimate). For 10.0 keV, the standing
wave minima are also very near zero, which should
provide maximum contrast in deriving depth-
dependent effects. Such studies with hard X-rays
are thus most promising for the future.

6. Photoelectron diffraction

X-ray photoelectron diffraction (XPD) is by
now a standard surface structure technique [20], so
one can now ask what advantages and disadvan-
tages would be associated with carrying it out at
excitation energies of 5–15 keV. Fig. 1(a) illustrates

the basic physics involved. An X-ray of polariza-
tion �̂ excites a photoelectron wave which pro-
pagates as a distorted spherical wave out to
some scattering atom j located at position ~rj. A
scattered-wave component proportional to the
scattering factor f jðyjÞ (with yj the scattering
angle) then interferes with the unscattered compo-
nent to produce the diffraction pattern. This
interaction is summed over all the atoms in a
suitable cluster neighboring a given type of
emitter. Inelastic scattering acts to attenuate all
wave components. It is also crucial to include
multiple scattering of the photoelectron, with
various programs now available for calculat-
ing such patterns at up to about �2 keV kinetic
energy [21].
Of course, one immediate benefit of going to

much higher energy is that the probing depth
would be increased, in principle allowing for the
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Fig. 5. Basic geometry for an experimental method that has recently been developed in the soft X-ray regime for probing buried

interfaces [18]. Reflection from a multilayer mirror creates a strong standing wave above the mirror. One layer in a multilayer sample is

grown in a wedge profile, permitting the scanning of the standing wave through various interfaces via the movement of the sample

relative to the focused synchrotron radiation beam [18].
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element-specific study of local atomic structure in
the bulk of a material, including for example, that
around dilute dopant species in more complex
materials. But beyond this are other pluses and
minuses.

Thompson and Fadley some time ago [22]
carried out theoretical simulations in order to
compare XPD at 1 and 10 keV, and some of their
results are shown in Fig. 8. Here, the simple case of
C 1s emission from a vertically oriented CO
molecule, which should result in a forward
scattering peak (0th order diffraction) and high-
er-order diffraction features, as shown in Fig. 8(a),
is treated. Fig. 8(b) shows that the forward
scattering peaks typical of XPD data are clear
for both energies, and that the predicted aniso-
tropies in the absence of any vibrational motion of
the molecule are about the same for both energies,
but the forward peak is significantly narrower at

10 keV. Thus, forward scattering diffraction fea-
tures are in general expected to be sharper at
higher energies. The higher-order diffraction fea-
tures are, however, weaker at 10 keV. Beyond this,
the total scattering cross-section falls off as the
energy increases [22], and as a result, the presence
of any vibrational broadening tends to quickly
reduce the fractional anisotropies in diffraction
patterns. Further discussions of the pros and cons
of XPD at 10 keV appear in this earlier paper.
Beyond such intramolecular arguments, Fig. 1(b)

illustrates another important aspect of HXPD:
Bragg-like reflections from crystal planes which
produce Kikuchi lines and patterns. The core
photoelectron emitter acts like a point source inside
the crystal, and for a given set of planes {hk ‘}
Bragg reflection can occur over two cones, at7 the
Bragg angle yhk‘ with respect to the planes. Bands
of enhanced and deenhanced intensity thus arise for
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Fig. 6. Soft X-ray experimental results at 825 eV photon energy from the standing wave-wedge method introduced in Fig. 5. By fitting

both rocking curve data of Fe/Cr intensity ratios (not shown) and magnetic circular dichroism (MCD) data for Fe and Cr (panel (b)),

to depth-resolved X-ray optical calculations [19], the concentration and magnetization profiles through the Fe/Cr interface have been

derived [18].
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each set of low-index planes, with spacings of
�yhk‘ ¼ �sin�1ðle=2dhk‘Þ, as shown schematically
in Fig. 9(a). Such bands are already evident in XPD

measurements at about 1 keV, as shown in Figs.
10(a)–(b) based on work by Osterwalder et al. [23]
Here, bands of enhanced intensity adjacent to
darker side bands are clearly evident in photoemis-
sion from both diamond(1 1 1) and Si(1 1 1), with
the expected narrowing based on the different
lattice constants and thus planar spacings in these
two materials. For comparison, we also show data
of Pronin et al. [24] from Si(1 1 1) that were
obtained with a standard LEED system, with an
incident energy of 2 keV. It is clear that the same
effects are seen in XPD as in high-energy LEED
patterns, in which small inelastic scattering events
act to produce the same sort of localized source of
outgoing electrons in the LEED experiment as the
photoemission process does in XPD. Trehan et al.
[25] have also pointed out via model calculations
that these Kikuchi-band effects can be described
via a typical cluster-based photoelectron diffrac-
tion calculation, thus emphasizing that inelastic
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Fig. 7. Theoretical calculations comparing the reflectivity ((a) and (b)) and standing wave modulations ((c) and (d)) above a B4C/W

multilayer mirror consisting of 40 bilayers of [B4C-20 Å/W-20 Å] for 1 and 10 keV incident radiation. Calculations in (c) and (d) are due

to Yang [19].

Fig. 8. (a) The fundamental process involved in photoelectron

diffraction, illustrated here for C 1s emission in a vertically

aligned CO molecule. (b) Comparison of the diffraction profiles

expected for emission with electrons of 1000 and 10 000 eV

kinetic energy, illustrating the narrowing of the forward

scattering (0th order) peak, and the weakening of the higher-

order features at the higher energy [22].
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scattering is not an essential element of such effects
in XPD, except in the attenuation of outgoing
waves. Some of their results are shown in Fig. 9(b),

in which single-scattering cluster XPD calculations
for Cu 2p3/2 emission at 555 eV kinetic energy are
compared with the results of simple two-beam
Kikuchi-band calculations, with different electron
inelastic attenuation lengths. As the attenuation
length is increased in theory, the Kikuchi-like
features sharpen in both types of calculation, as
expected since scattering from a greater number of
planes is involved.
Thus, one expects to see even sharper, more

bulk-sensitive Kikuchi-like bands in XPD from
bulk samples at 5–15 keV, and these should
provide element-specific information on the local
atomic environments of each type of atom present.
The sensitivity of such features to vibrational
motion also should provide a useful element-
specific measure of atomic displacements as a
function of temperature. However, a final caveat
regarding such measurements is in that, in order to
obtain sufficient intensity for conveniently short
measuring times, the electron optical system may
have an acceptance angle that will average over
some of the finest structure in these patterns.
Compensating this somewhat is the fact that core
levels will have much larger cross-sections in the
hard X-ray regime than valence levels (see also
discussion below), so that reducing the solid angle
acceptance of the spectrometer might still be
consistent with reasonable intensity.

7. Valence-level studies, photon momentum,
phonons, and Brillouin-zone averaging

It is also well known that, on taking the photon
energy up to the keV range, one can, for solids
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Fig. 9. (a) Qualitative form of the Kikuchi-band profiles

expected as photoelectron kinetic energy is increased. (See also

Fig. 1(b)). (b) Calculations of azimuthal diffraction profiles

based on two models: a single-scattering cluster (SSC) approach

to XPD and a simple two-beam Kikuchi-band theory [25]. The

case treated is Cu 2p emission with 1487 eV excitation from

Cu(0 0 1), at a kinetic energy of 555 eV. The Kikuchi bands are

separately calculated for different low-index planes. In both sets

of calculations, the inelastic attenuation length Le is system-

atically varied, so as to illustrate the sharpening of the features

for larger values of this parameter, and the equivalence of the

two models.
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with sufficiently high atomic vibrational ampli-
tudes and/or at sufficiently high temperatures and/
or with sufficient angular averaging reach what has
been called the ‘‘XPS limit’’ in studying valence
levels [26]. This limit implies complete averaging of
the spectrum over the valence bands Eð~kÞ of a solid
(i.e. Brillouin-zone (BZ) averaging) so as to yield
spectra that represent a matrix-element-weighted
density of states (DOS). To illustrate the degree to
which XPS spectra converge to the density of
states, Fig. 11 shows spectra from Ag and Au
obtained recently by Siegbahn [27] using mono-
chromatized Al Ka excitation at 1.5 keV, in
comparison the theoretical densities of states; the
agreement here in fine structure and peak posi-
tions, even if not totally in intensity due to residual
matrix element effects, is striking.

That many XPS valence spectra at ca. 1 keV
excitation are in fact a mixture of the DOS-
weighted XPS limit and a ‘‘UPS limit’’ in which

wave-vector-conserving direct transitions (DTs)
are important and each emission direction corre-
sponds to sampling some region of the BZ was first
discussed in detail by Hussain et al. [26], who
carried out angle-resolved temperature-dependent
measurements on W, a metal of sufficient vibra-
tional rigidity that its XPS spectra at room
temperature are estimated to retain roughly 50%
wave-vector conserving character. To illustrate the
strong influence of vibrational motion on such
spectra, Fig. 12 shows spectra obtained from
tungsten at two close-lying emission directions
that are markedly different at room temperature
due to wave-vector conservation and incomplete
BZ averaging, but converge to nearly the same
DOS-dominated form by 1000K. We return below
to a more quantitative consideration of such
phonon-associated effects.
It is also worthwhile to consider the basic one-

electron matrix elements involved in the absence of
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Fig. 10. Experimental XPD patterns from (a) diamond at 964 eV and (b) Si(1 1 1) at 1154 eV [23] , illustrating the presence of forward

scattering features along low-index directions (shown in (d)), as well as Kikuchi-band-like features (highlighted by dashed lines), with

narrowing of the latter at higher energy, as expected from Fig. 9(a). Also shown in (c) is a backscattering intensity pattern from Si(1 1 1)

at 2 keV [24], with obvious close similarity.
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any phonon contributions. From time-dependent
perturbation theory and Fermi’s Golden Rule, the
intensity at a given final energy Ef and wave-
vector ~k

f
resulting from an excitation at Ei and ~k

i

will be given by

IðEf ; ~k
f Þ / j�̂ � hEf ; ~k

f jei~khn�~rp̂jEi; ~k
iij2 (6)

where �̂ is the polarization vector of the photon;
khn ¼ 2p=lhn is the wave vector associated with the
photon momentum, with direction fixed by the
experimental geometry; and p̂ is the momentum
operator. If ~khn is small with respect to the
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Fig. 11. Valence-band XPS spectra of Ag and Au, obtained

with monochromatic X-rays at 1.5 keV by Siegbahn [27], are

compared with theoretical densities of states.

Fig. 12. Experimental illustration of the effect of phonons in

producing Brillouin zone averaging in valence-band XPS [26].

With 1.5 keV excitation from W(0 0 1), two close-lying emission

directions show distinct differences in their spectra at room

temperature due to wave-vector-conserving (direct) transitions,

but this difference systematically disappears as temperature is

raised to 1000K, and the density-of-state ‘‘XPS limit’’ is

approached. Also shown here are the Debye–Waller factors

appropriate to each temperature as a rough estimate of the

fraction of transitions which are still direct.
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dimensions of the BZ, which are typically 2p=a if a
is the lattice constant, the dipole approximation is
valid, and the exponential inside the matrix
element can be assumed constant over the
integration. The actual matrix element can then
be expressed alternatively in momentum, length,
or acceleration forms. However, this approxima-
tion is not valid for photon energies of �500 eV or
more, as we now illustrate more quantitatively.

Fig. 13(a) schematically shows a typical transi-
tion in tungsten in wave-vector space with a
photon energy of 1.25 keV, with the relevant
wave-vector selection rule which results from
Eq. (6) being

~k
i þ~gþ ~khn ¼ ~k

f
. (7)

Here, ~k
i
is the initial electron wave vector inside

the BZ; ~g is some reciprocal lattice vector
associated with the crystal; and ~k

f ¼ ~pf=_ is the
wave vector associated the final photoelectron
momentum. For the specific case treated in Fig.
13(a), ~g ¼ 10ð2p=aÞŷ, where ŷ is a unit vector along
the [0 1 0] direction, and ~g will always be that
which finally projects ~k

f
back into some ~k

i
within

the BZ.

As a first key point illustrated by this figure, ~khn
cannot be neglected in comparison with the size of
~k
i
inside the BZ, even at 1.25keV excitation energy,

and it must be allowed for in interpreting spectra.
This is really no more than one consequence of
being required to go beyond the dipole approxima-
tion in describing the photon-electron interaction at
such high energies. The experimental effect of the
photon wave vector on spectra is illustrated in Fig.
14, in which it has been found necessary to shift one
set of spectra obtained in symmetry-equivalent
directions above a W(0 0 1) crystal by about 61 in
polar angle in order for the two sets to sample the
same regions in the BZ, that is to look essentially
identical in pairs. The expectation from simple
theory is a shift of about 51 that is in excellent
agreement with experiment. Such effects will
become much more important in HXPS studies of
valence bands, provided that any sort of BZ
selectivity is still present, and we illustrate this in
Fig. 13(b) for the same W emission geometry, but
with 10keV excitation energy. In the XPS limit of
complete BZ averaging, the photon momentum will
only serve to introduce non-dipole contributions to
the basic matrix elements which modulate the DOS,
but again, these will need to be considered.
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Fig. 13. Illustration of the wave-vector conservation involved in valence-band excitation from W, for (a) 1.25 keV excitation energy

and (b) 10.0 keV excitation energy.
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A second effect leading to BZ averaging is the
angular acceptance of the analyzer (cf. the shaded
discs in Fig. 13), which by itself smears out the set
of ~k

i
values sampled via direct transitions. Going

to higher excitation energy will enhance this effect
further, leading to a requirement of smaller solid
angle acceptances if any residual direct-transition
effects are to be observed.

One must also ask whether the XPS limit will
always be reached in valence-band studies at
5–15 keV simply due to phonon effects. Certainly

experiment must be the final test, with strong
directional and temperature variations of features
being qualitative indicators of residual direct
transition effects, and cryogenic cooling being of
likely benefit in the future in sorting such effects
out. But prior studies [26] permit making approx-
imate estimates of this, and suggest that excitation
at 5–15 keV will yield rather complete BZ aver-
aging, even before allowance is made for addi-
tional averaging effects due to angular resolution.
At the most approximate level, the fraction of
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Fig. 14. Experimental verification of the importance of photon wave vector in valence-band XPS, for the case of photoemission from

W(0 0 1) with 1.5 keV excitation energy [26]. The photon wave vector correction leads to a shift of about 61 in those symmetry-

equivalent emission directions which sample the same region in the Brillouin zone, with the matching shifted pairs of spectra shown at

right.
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transitions that remain ~k-conserving has been
estimated by computing the temperature-depen-
dent Debye–Waller factors W ðTÞ associated with
the particular ~g vector involved in the transition

W ðTÞ ¼ exp �1
3
hU2ðTÞi g2� �

(8)

where hU2ðTÞi is the three-dimensional mean-
squared vibrational displacement, which can be
estimated from the Debye model or other more
accurate correlated models. The W values ob-
tained from such an analysis are, for example,
shown in Fig. 12 for tungsten, which is expected to
be among the elements with the highest retention
of direct transitions at any temperature [26]. The
spectra in Fig. 12 clearly show the convergence of
spectral shapes for two close-lying directions as
photon effects cause increased BZ averaging. Now
applying this type of analysis to excitation of
tungsten with 10 keV photons, for which the ~g
vector magnitude increases to about 26ð2p=aÞ,
yields estimated direct-transition retentions of only
1% at 300K, 16% at 77K, and 21% at 4K. Thus,
it is expected that most materials will be very close

to the XPS limit when excited with 5–15 keV
photons, but perhaps with some residual direct-
transition effects still visible via cryogenic cooling.
More accurate models of such phonon effects in

angle-resolved photoemission have also been dis-
cussed previously [28,29] and Vicente-Alvarez et
al. in particular have performed numerical calcula-
tions for valence-band photoemission from Al at
various photon energies from 105 to 1250 eV
which clearly demonstrate the transition from
direct-transition-dominated behavior to DOS be-
havior. Some of their results are shown in Fig. 15,
where the polar angular dependence of peak
intensities for three different points A, B, and C
in ~k

i
but at the same binding energy are plotted for

three photon energies. Note the strong direct-
transition peaks at 105 eV, where there is also very
different behavior of the three points, and the
convergence of behavior for 1250 eV. The high-
energy behavior of all three ~k

i
points, for which

the spectra converge to DOS behavior, is further-
more simply that connected with XPD-like effects
that are identical for all states at that energy.
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Fig. 15. Theoretical calculations of phonon effects on valence-band photoemission from Al, illustrating the gradual transition from

direct-transition behavior to density-of-states behavior [29]. (a) The projected bulk bands of Al, with three ~k
i
points A, B, and C at the

same energy Ei for which calculations were carried out. (b) Azimuthal scans of intensity for emission from those ~k
i
points, at photon

energies of 105, 550, and 1250 eV.
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These results can be compared to a parallel,
and prior, experimental studies that led to what
can be termed valence photoelectron diffraction
(VPD)[30,31]. To illustrate the connection of this
theoretical analysis with the experiment, Fig. 16
shows core and valence XPS spectra from alumi-
num obtained by Osterwalder et al. [30], together
with an azimuthal scan of the energy-integrated
VB intensity and the Al 2s core intensity. Both VB
and core intensities exhibit essentially the same
angular distribution, which is describable in terms
of XPD. Similar results have also been found by
Herman et al. [31] for Ge valence and core spectra
in XPS.

No calculations of vibrational effects on XPS
valence spectra at the level of accuracy of those of
Vicente-Alvarez et al. have been carried out for
other elements or for energies as high as 5–15 keV,
but further analyses of this type would certainly
be very desirable. One expectation would none-
theless be that, once the XPS limit is reached,
the integrated valence-band intensities, or even
intensities at a fixed binding energy in a spectrum
(cf. Fig. 15) would exhibit HXPD effects
such as those discussed in Section 6: forward

scattering peaks along low-index directions and
Kikuchi bands.
Finally, we consider the nature of the matrix

elements in Eq. 6, in terms of the region in space
that is primarily involved, as discussed also by
Solterbeck et al. [32] In general, because of the
high energy of the photoelectron, its oscillations in
space, with wavelength lf ¼ 2p=kf , which is only
about 0.10–0.15 Å for 5000–10,000 eV energies, are
very short in scale relative to those of outer valence
electronic states. Thus, there tends to be a net
cancellation in matrix element contributions from
the positive and negative portions of the photo-
electron wave that are multiplied by the much
more slowly varying valence wave function. This is
the reason core levels, which oscillate much more
rapidly in radius, maintain larger cross-sections as
photon energy increases. A further implication of
this kind of argument for valence band studies is
that HXPS spectra should be much more sensitive
to those portions of valence electron wave func-
tions that are nearest the nucleus, as discussed by
Woicik in another article in this volume [17].
In summary, from prior XPS work on valence

levels, it seems likely that HXPS in the 5–15 keV
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Fig. 16. Azimuthal-scan experimental data for valence-band and core photoemission from Al [30]: Valence-band (a) and core Al 2s (b)

spectra, and the azimuthal dependence of the energy-integrated valence-band intensity (c) and the core intensity (d).
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range will for many, if not most, cases yield spectra
in the XPS limit of zone-averaged densities-of-
states with matrix element modulation. Variable-
temperature studies going to the lowest possible
temperatures, as well as more accurate theoretical
modeling, would certainly be of interest in sorting
out the phonon contributions to zone averaging.
Beyond this, analyzer angular acceptance, also
leading to zone averaging, represents another
major factor which would be difficult to avoid
without reducing intensities too much for practical
spectroscopy. Finally, non-dipole effects need to
be considered, both via the contribution of the
photon wave vector to the conservation equation
and other more subtle factors in the matrix
elements themselves. Even if all such data is found
to be in the XPS limit however, such density-of-
states information should be extremely useful,
especially in view of the greater bulk sensitivity at
these higher energies. Beyond this, single crystal or
multilayer standing wave effects such as those
discussed in Section 5 should be most interesting in
deriving element-specific contributions to the
valence electronic structure [17], as well as the
variation with depth of densities of states, e.g.
through multilayer structures.

8. Concluding remarks

By suitable instrumentation improvements in
SR sources, electron optical systems, and detec-
tors, HXPS in the 5–15 keV regime has now
become a feasible experiment, including both core
and valence-level measurements.

Going to such high excitation energies permits
measurements that are much more bulk in nature,
with mean excitation depths in the 50–100 Å range.
The necessity for careful surface preparation is
thus much reduced, but not completely eliminated
for more sensitive materials.

Varying the degree of surface sensitivity by
changing the electron takeoff angle should be
more easily quantifiable than at lower energies,
due to more forward peaked elastic electron
scattering and the reduced influence of the inner
potential at the surface.

Using grazing X-ray incidence, at or somewhat
above the onset of total reflection should be of use
in reducing the inelastic backgrounds underneath
spectra.
X-ray standing waves, created by Bragg reflec-

tion from either crystal planes or synthetic multi-
layer mirrors, constitute a very powerful position-
resolved probe of element-specific densities of
states [17], or composition and magnetization near
buried interfaces.
Core-level angular distributions above single-

crystal samples will exhibit photoelectron dif-
fraction effects, including both a sharpening of
forward scattering features and the presence of
Kikuchi-band fine structure due to Bragg reflec-
tion of photoelectrons from crystal planes. These
effects should provide element-specific local struc-
ture information, provided that the solid angle of
acceptance of the spectrometer can be reduced
sufficiently to see them clearly.
Valence-level studies at such high excitation

energies will tend toward the ‘‘XPS limit’’ for
which initial states over the entire BZ are sampled,
and spectra are matrix-element-modulated densi-
ties of states. This is due to a combination of
phonon effects and the angular acceptance of the
spectrometer. The photon momentum and other
non-dipole effects in matrix elements will need to
be considered in analyzing such data. Nonetheless,
much useful information on bulk densities of
states should be derivable.
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