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ABBREVIATIONS AND ACRONYMS

AED Auger clectron diffraction

APD azimuthal photoelectron diffraction

ARPEFS angle-resolved photoemission fine structure (acronym for scanned-
energy photoelectron diffraction)

CMA cylindrical mirror analyzer
DL double-layer model
EELS electron energy loss spectroscopy

ESDIAD electron stimulated desorption ion angular distributions
EXAFS  extended X-ray absorption fine structuce

FT Fourier transform

FWHM  full width at half maximum intensity

GIXS grazing incidence X-ray scattering

HT high temperature limit (in SPPD experitment)
LEED low energy electron diffraction

LT lower temperature of measurement (in SPPD experiment)
ML monoclayer

MEIS medium-energy ion scattering

MQONE  magnetic quantum number expansion

MS multiple scattering

MsSC multiple scatiering cluster

MTL missing-top-layer modet

NEXAFS near edge X-ray absoiption fine structure = xares
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NPD scanned-energy photoelectron diffraction with normal emission
ODAC  one-dimensional alkali-chain model

OPD scanned-energy photoclectron diffraction with off-normal emission
PD,PhD photoelectron diffraction

PLD path-length difference

PPD polar photoelectron diffraction

PW plane-wave scattering

RBS Rutherford back scattering

SEXAFS surface extended X-ray absorption fine structure

SMSI strong metal support interaction

SPAED  spin polarized Auger ¢iectron diffraction

SPPD spin polarized photoelectron diffraction

SRMO short-range magnetic order

ss single scattering

SsC single scattering cluster

ST™ scanning tunneling microscopy

sSwW spherical-wave scattering

XANES  X-ray absorption near-edge structure = NEXAFS

XPD X-ray photoelectron diffraction, typically at energies of 500-1400 eV
XPS X-ray photoelectron spectroscopy

1. INTRODUCTION

A knowledge of the atomic identities, positions, and bonding mechanisms within
the first 3-5 layers of a surface is essential to any quantitative microscopic
understanding of surface phenomena. This implies knowing bond directions,
bond distances, site symmetries, coordination numbers, and the degree of both
short-range and long-range order present in this sclvedge region. A number of
surface-structure probes have thus been developed in recent years in an attempt
to provide this information.' Each of these methods has certain ugigue
advantages and disadvantages, and they are often complementary 1o one another.

We will here concentrate on the basic experimental and theoretical aspects of
photoeleciron diffraction (PD or PhD) and its close relative, Auger electron
diffraction (AED). Although the first observations of strong diffraction effects in
X-ray photoelectron emission from single-crystal substrates by Siegbahn e ol
and by Fadley and Bergstrom® took place almost 20 years ago, and the use of
such effects al lower encrgies to determine surface structures was proposed by
Liebsch* 15 years ago, it was not until about 10 years ago that qguantitative
experimental surface-structure studies were initiated by Kono ef af.,*> Woodruff et
al.,* and Kevan er al.” By now both photoelectron diffraction and Auger ¢lectron
diffraction are becoming more widely used to study surface atomic geometries.”"
We will thus consider here both the present status and future prospecls of these
methods, and then return at the conclusion of this chapter to make a critical
oom!:ari?n of them with several other surface-structure probes such as LEED,
(gmzs_r;;)g incidence X-ray scattering (GIXS), and scanning tunncling microscopy
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The basic experiment in PD or AED involves cxciting a core photoelectron
or a relatively simple core-like Auger transition from an atom in a single-crystal
environment and then observing modulations in the resulting peak intensities that
are due to final-state scatiering from atoms neighboring the emitter. For a general
Auger peak of the type XYZ, it is thus imponant that the upper lcvclf Yand Z
involved are not so strongly influenced by chemical bonding as to induce an
anisotropy in emission that is more associated with initial-state electronic
structure. The directly emitted photoelectron- or Auger electron—wave exhibits
interference with various scattered waves, and this interference pattern is
analyzed to derive structural information. Peak intensities can be monitored as a
function either of the emission direction or, in the case of photoelectron
diffraction, of the exciting photon encrgy. In AED, excitation can also derive
from anything producing core holes: an electron beam, VUV/soft-X-ray radia-
tion, or even an ton beam.

The three basic types of measurement possible are as shown in Fig. 1. an.
azimuthal or ¢ scan, a polar or & scan, and, for photoelectron diffraction, a scan
of energy in a normal or off-normal geometry. Several abbreviations and
acronyms have arisen in connection with such measurements. With soft X-ray
excitation at about 1.2-1.5keV at the typical X-ray photoelectron spectroscopy
(XPS) limit, scanned-angle measirements have been termed X-ray photoelectron
diffraction (XPD).>* Scanned-energy photoelectron measurements spanning the
VUV-to-soft-X-ray regime have also been called normal photoelectron diffraction
{NPD¥),"® - off-normal  photoelectron diffraction (OPD),** or angle-resolved
photoemission fine structure {arpers)® to emphasize their similarity to the more
familiar surface extended X-ray absorption fine structure (sExars).'® Both
standard X-ray sources and synchrotron radiation can be used for excitation, with
photon energies being as tow as 60eV™'® and as high as a few kev.7818
Synchrotron radiation adds the capability of varying the photon encrgy coa-
tinuously and of studying the dependence of the diffraction on polarization.

The degrec of modulation of intensity observed in PD or AED experiments
can be very large, with overall values of anisotropy as high as (fnu=Jein) Hmax =
Affl... = 0.5-0.7. Thus, it is not uncommon to observe 30—-50% changes in the
peak intensity as a function of direction or energy, and such effects are relatively
casy 10 measure. This is by contrast with the related surface-structure technique

FIGURE 1. The three basic types of photoelectran
o Auger eleciran diffraction mmeaswement: an
arimuthal (¢} scan at constant polar angle, some-
bmes selemed 10 as azimuthal photoelectron

dflraction or APD; a polar (#) scan at constan! frred hy he vanad
aznimuthat angle, relerred to as polar photoelectron Azumathal Noemol  Off*
dfraction or PPD; and a scan of Av in fixed scon amsrion _aormal
Yeomelry thal can be dona only in photoelectron oo e
Gfraction and for emission either noamal or off- JREE B

omal 10 the surtace (denoted NPD or OPD, S

Rspectively). The scanned-energy type has also ¢

been referred to as angle-resolved photoemission

§ne structure or arrers. Note that @ is measured APD FPD g:g

wilh respect 16 the surface. ARPEFS
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0 4'5' e 135" a0° Ramsauer—Townsend eflect. (From
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cerning the encrgy dependence of the scattering factor will later also assist in
explaining which multiple scattering effects may be the most significant. A special
aspect of such scattering factors is that they may exhibit zeroes for certain angles
and energies; this has been termed a generalized Ramsauer—Townsend effect,
and its influence on the analysis of areers data is considered elsewhere, '™

A final important aspect of either photoelectron or Auger electron diffraction
is that both are atom-specific probes of short-range order. Thus, each type of
atom in a sample can in principle be studied, and each will have a unique
diffraction signature associated with the neighbors around it. Previous work
shows that the principal features of diffraction curves are due to the geometry of
the first 3-5 spheres of scatterers around a given emitter, although data may
exhibit useful fine structure that is associated with scatterers as far as 20 A
away ®# This shori-range sensitivity is thus shared with sexars. We will later
point out the potential uses of PD and AED in studying the degree of order
present in the near neighbors of the emitter. .

The remainder of this chapter begins by briefly reviewing the experimental
requirements of these methods and considering both the simplest single-scattering
model and other more accurate models that have been used to analyze both PD
and AED data. The bulk of the text discusses several illustrative cases ta which
these techniques have been applied. This is not intended to be an exhaustive
listing of all such studies to date, but the examples have been chosen to
demonstrate certain basic phenomena, to illustrate the range of structural
information that can be obtained, and to provide some idea of the different
classes of systems that can be fruitfully studied. In certain cases, the limitations of
the analysis or the need for future improvements are pointed out. Finally, some
particularly interesting new directions for the future are discussed, and com-
parisons to other currently used structura! probes are also made.

The studies discussed represent a mixture of work utilizing both standard
X-tay or clectron excitation sources and synchrotron radiation, with the number
of investigations using standard sources certainly being greater to date. Thus, the
methods discussed here are not limited to synchrotron radiation, by contrast with
several others discussed in this volume.”* However, both PD and AED will
benefit greatly by the use of the higher-intensity facilities in the vacuum

tltraviolet/soft X-ray range that are now becaming more available, and we return
to this point toward the end of the chapter.

2 EXPERIMENTAL CONSIDERATIONS

The basic experimental requirements for carrying out photoelectron or
Auger eicctron diffraction measurements are relatively simple. A minimal
experiment can consist of the excitation source, a specimen holder with only one
axis of angular motion (usuzlly the polar angle as defined in Fig. 1), and an
tlectron energy analyzer with an angular resolution of at least approximately 4+ 5°.
Thus, most of the commercially available hemispherical analyzers are suitable,
and even a cylindrical mirror analyzer (CMA) with some sort of baffie at its entry
slit can be used. Peak intensities can be measured very stmply as the difference in
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height between some point at the maximum and a point in the high-energy
background. Measurements at this level are thus quite casy to take, apd
interesting surface-structural information has been obtained from them.!!

Going beyond this minimal cxperiment io be able to tap all of the
information availabie in the diffraction pattern involves several possible
claborations:

« The specimen holder should have both polar and azimuthal axes of
rotation {cf. Fig. 1) so that the electron emission direction can be oriented
arbitrarily with respect to the surface. The optimal scanning capabilities in this
case are to be able 10 vary 8 from grazing excitation incidence to grazing electron
exit and to vary ¢ over a full 360° or more. The latter is very useful for
establishing the symmetry of the surface and for verifying the reproducibility of
features from one symmetry-equivalent arimathal direction to another. Scanning
¢ over its full range is the most difficult to achieve in practice if there are
electrical or mechanical connections to the sample for heating, cooling, or
measuring temperature, but designs of this type have been in use for some time.?
The reproducibility and accuracy of both of these motions should be at least
40.5°, with cven smaller values on the order of +0.1° being required for very
high angular resolution work.

« Automated scanning of spectra, determining of peak intensities by more
accurate area-integration and/or peak-fitting procedures, and stepping of angles
under computer contro! arc alse essential for cfficiently obtaining the most
reliable data. Systems for doing this are discussed clsewhere **

« It also may be desirable to rotate both the specimen and the analyzer (or
excitation source) on two axes so as to be able to orient the excitation source at
various positions with respect to the electron emission direction. In photoglectron
diffraction, this permits making use of the radiation polarization to preferentially
excite the direct wave toward different scatterers while at the same time observing
the electron intensity along a special direction.® This is particularly important in
studies utilizing synchrotron radiztion. In Auger electron diffraction, it can also
be useful for assessing the degree 10 which the penetration of the exciting flux
along different incidence directions influences the outgoing diffraction patiemn,
even though results to date indicate that such effects are minor.® (Similar
anisotropic penetration might also be expected with X-rays due to Bragg
reflections,’” but such effects have to far not been found to be significant in
photoelectron diffraction patterns.)

* Improving the angular resolution of the analyzer to the order of £1.0° has
also been found to yield data at higher energies with considerably more fine
structure.'®#* Achieving this may involve specially designed entrance optics, >
or more simply the use of movable tube-array baffles at the entry to a more
standard analyzer.*® High-resolution results of this kind will be discussed in more
detail in sections 4.2.1, 4.2.2, and 5.1.

* Improving the energy resolution of the system to on the order of 0.1V is
also desirable, because it permits resolving small chemical shifts or surface shifis
of core levels and studying the diffraction pattems of these species separately.'

» Scanning angle or energy obviously involves an added cost in time for 2ny
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study, and so it is desirable to have the highest overall count rates. This can be
achieved by using a more-intense excitation source (as, for example, from
insertion-device-gencrated synchrotron radiation) and/or the maost efficient and
highest-speed electron analyzer and detection system. Making the latter as
effective as possible is important, since there are always potentially deleterious
cffects of radiation damage as the excitation intensity is increased. Analyzer
jmprovements include the use of multichannel energy-detection systems involving
several single-channe! electron muktipliers or  microchannel plate®* and the use
of special spectrometer geometries in which spectra at several angles can be
recorded at the same time.®*¥ However, a potential disadvantage of systems
recording several angles at once is that the angular resolution may be limited,
particularly if it is desired to scan kincti¢ energies to several hundred eV. A final
method for increasing data acquisition rates with a pulsed synchrotron radiation
source is to use a time-of-fight analysis system;* a logistical problem with such
systems however, is that they may require running the storage ring in a less
frequently used “timing” mode with fewer electron bunches. Leckey” has
recently reviewed many of the more novel proposals for analyzers with high
energy resofution, high angular resolution, and/for high data acquisition rates.

« Finally, if scanned-energy photoelectron diffraction is to be performed, it
is essentizal to use a reasonably stable synchrotron radiation source and to have an
analyzer system whose transmission properties as a function of energy are well
understood. This is because photon energies must be scanned in small steps over
a total period on the order of hours in present experiments, and the influences of
both the decay of photon flux with time and the change of the analyzer's
sensitivity with kinetic energy must be corrected cut of the final intensily data so
as to yield something that is truly proportional to the energy-depcndent
photoelectric cross section in a given emission direction. Mecthods for making
these corrections are discussed elsewhere.®2°

3. THEQRETICAL MODELING

3.1. Single-Scattering Theory
3.1.1. Overview of Mode!

Since the first theoretical paper on low-energy photoelectron diffraction by
Liebsch,! several detailed discussions of the modeling of photoelectron and
Auger clectron diffraction have appeared in the literature.®15-21- 24234045 Th 0 e
will begin here by presenting only the essential ingredients of the simplest
approach, the single-scattering cluster (SSC) model, and then comment toward
the end of this section on several improvements that can be made to it, as well as
on some effects expected due to multiple scattering (MS} events.

The basic elements of this single-scattering cluster model are shown
schematically in Fig. 3(a). The fundamental assumptions are essentially identical
to those used in describing extended X-ray absorption fine structure (exars),*
anq a'similar model has also been applied some time ago to angie-resolved Auger
eMmission at very low energies of £100eV.* We consider photoelectron emission
first and then discuss the modifications required to describe Auger emission.
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observed intensity will be given in the dipole approximation by
(k) = L p(r, k) € oy )l m

The final-state wave function in single scattering is further descabed as being the
superpasition of a direct wave ¢o(r, k) and all singly scaticred waves ¢,(r,r, —~ k)
that result from initial ¢, emission toward a scatterer j at r, and then subsequent
scattering so as to emerge from the surface in the direction of k. Thus, the overall

wave function can be written as®'-*!

v(r, k) = ¢ofr, k) + E ¢(r,r; —~ k). (@)

Because the detector is situated at essentially infinity along k, all of the
waves in Eq. (2) can finally be taken to have the limiting spherical forms
o = exp (ikr)fr or ¢; = exp(ik v — r,l}/le — |, although the effective ampli-
tudes and phases of each type in a given direction will be modulated by the
photoexcitation matrix element and, for each ¢, also exp(ikr}/r; and the
scattering factor. Flux conservation also dictates that the portion of ¢g which
passes to the scatterer j to produce ¢, decays in amplitude as a spherical wave, or
as 1/r;. This decay is a principal reason why PD and AED are short-range probes,
although the effects of inelastic scatiering contribute additionally to this. If the
scattering angle is 8,, the overall path length difference (PLD) between ¢, and
any ¢; is r,{1 ~ cos 8,), and it is these PLDs that provide maost of the bond-length
information in photoelectron or Auger electron diffraction.

3.1.2. Matrix Elements and Final-State Interference

When this model has been applied to photoelectron ermission, the dipole
matrix element has usually been treated as involving a p-wave final state (that is,
the case that is appropriate for emission from an s subshell). This yields a
matrix-element modulation of the form & - k for an arbitrary direction of emission
k#* For emission from other subshells with { not equal to zero, more complex
expressions including both of the interfering ! + 1 and { — 1 channels are
involved,****? and we return below to consider how important these effects
can be. However, at higher energies, the assumption of a p-wave final state
has been found to be reasonably adequate in several prior studies of non-s
emission.3-10-4%-30

Since the differential photoelectric cross section do,,(#, k)/4Q is proportional
to intensity rather than ampliwude, another possible approximation might be
10 use a ¢ modulation of [do,. (&, k)/dQ]'?.*" Although this is not strictly correct
and it also does not account for possible sign changes in the matrix element with
direction due 10 the photoelectron parity,'**? it may be a reasonably adequate
3pproximation for higher-energy XPD in which the forward-dominated electron-
scattering process selects out r, choices very nearly parallel to k. That is, for the
fange of r; directions neer the k direction that produce significant scattering, the
matrix element varies little, so that a very precise description of it is not required.
In fact, predicted XPD pauerns have not been found to be very sensitive to the
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exact way in which the matrix-element modulation is included. At lower energics
such simplifications are not gencrally possible, however, and Treglia® has, [01:
example, recently shown that not using the correct final-state angular mementa
can have a strong effect on predicted azimuthal diffraction patterns at energies of
about 30eV.

Such final-state momentum and interference effects have been studied in
more detail recently by Friedman and Fadley,” who have made use of a newly
developed Green's function matrix approach due to Rehr and Albers,™ Repre-
seatative results as a function of electron kinetic energy are presented in Fig. 4
Here, a Cu emitter is 3.5 A away from a single Cu scatterer, and three diﬁcrcn;
electron kinetic energies of 100, 300, and 1000 eV are considered. Scattering is in
all cases full spherical wave. The intensity fluctuations as a function of scattering
angle are normalized to the unscaniered intensity L as y = [/ — L)/4. In order 1o
illustrate in these calculations only the effects of changing the final-state angular
momenta that are involved, emission from a Cu 2p orbital was taken as a
reference. For this p-emission case, the correct final-state interference involves s

] o e S S TR,
{a) Cuzp
Single Scatierer @ 2.5 A
KE « 100 &V

FIGURE 4. Theorstical caiculations of séec-
tron scattering from a single Cu alom &f &
distance of 3.5 A from the emifter and for
energies of (x} 100 eV, (b) 300 eV, and {c)

Singie Scominr @ 3.5 A ] 1000 #V. Intonsity is shown as the nomak-
KE = 1000 oV J . izedfunction y = (J — L}/),. Full spherice
3 wave (SW) scattering it used, and differsnt

final-state assumptions are compared: | =
0 (s 10 a single p channel), { =1 (p 0
interfering 5 + o ch i), f=2 (¢ W
p+0, and { =3l d+ g The ndis
ton iy taken lo be unpolarized, with the
plane of polarization fying in the plane of

-
of
4
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O3 & e 120 T s Tou ¥ K Nots the sign due
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Scanering Angls direction. (From Ref. 47.)
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and d waves, and includes the radiat matrix elements R, and R{ and the ph_ase
shifts 6, and &,. These have been calculated using an atomic cross-section
pragram due to Manson.>® The ratio R,/ R, changes relatively little, from 4.62 to
3.91, as we go from 100¢V to 1000 eV. The curves shown for I, = 0 are l_hc
simple limit, discussed previously, of an s initial state and single , ﬁ_nal state with
no interference. The results for [ = 1 are the correct descoption of Culp
emission. For the other two cases of /; = 2 and [; = 3 shown, emission into final
waves at , = 1 and 3 and /, = 2 and 4, respectively, is allowed, and the same
radial matrix elements R, and R, and phase shifts 8, and &, were used for the
L= f,+ 1and [, = I; — 1 channels in both cases. These sets of four curves thus
permit systematically observing only the effect of the different final-state
character and interference associated with the dipole matrix element.
Several general conclusions can be drawn from the curves of Fig. 4:

+ Increasing the angular momenta in the final state from 110 0 + 2101 + 3
to 2 + 4 is found to decrease systematically the amplitude of forward scatiering,
thus constituting a reason for which calculations using the p final state may
overpredict the degree of anisotropy for emission from subshells with [, = 1.

« In the backscattering direction, the parity of the photoelectron waves is
evident, since the odd waves from I; = 0 and 2 exhibit the same sign of x, and the
opposite sign is seen for the even waves from f, = 1 and 3. The previously
discussed approximation of using the square root of the differential cross section
neglects these sign differences. It implicitly assumes photoclectron waves of even
character unless an ad hoc sign change is introduced as appropriate for emission
angles greater than 90° with respect to the polarization vector."’

« The smaliest differences between different final-state angular momenta are
for the highest energy, where, in the dominant forward direction, the main
effect is a reduction of amplitudes in the forward scattering direction, but little
change occurs in the shapes of the ‘Oth-order’ peak at a scattering angle of 0% and,
for §; <3, also in the 1st-order peak at about 22°. However, as energy is
decreased to 100eV, the differences between the curves become increasingly
more significant, and they begin also to involve phase changes in the regions of
both of these peaks nearest forward scatiering.

* At the highest energy typical of the XPS limit, one thus expects the
general shape of the Oth order or forward scattering peak to be the same
tegardless of final-state angular momenta, and to see a general suppression of the
relative importance of the higher-order features.

Overali, these results indicate that the use of the correct final-state angular
momenta with interference will probably be important for energies below about
300V, For higher energies of 1000 eV or move, forward scattering should be
feasonably well treated by the simple p final state (as has been verified in prior
X_PD studies). although both overall anisotropies and the relative intensities of
bigher-order features may be overestimated. Similar conclusions concerning the
suppression of higher-order diffraction features have been reached by both
Parry* and Sagurton® using more approximate calculations based upon plane-
%ave scattering-and/or plane-wave final states.
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ing in mi i i agraphs, we shall for simplicity
in mind the discussion of the last par a plcit
and Ilict.:cuc:slgg reasons in what follows stili use the p final state and its factor é - k in

describing photoelectron emission.

3.1.3. Electron—Atom Scaftering

The electron—atom scattering that produces ¢, is most simply described by a
complex plane-wave (PW) scattering factor

£(8,) = 156 exp {iv,(8)]- 3

is the phase shift associated with the scattering. The scattering factor

where v,(8,) -wave phase shifts &, according to the usual

is in turn calculated from partial
expression:

5(8) = Qik)™*3, (@ + Dexp (26) — 1)Ficos 6), &

i he scattercd wave ¢; is thus
where the P, are Legendre -polynom:als. For Ia;ﬁt:hr; :1 e oty adios
proporlifozal(;o_)j gg’s) ;;p-flfpl,zaj) I'illl)aftlris d?nlc' to both path-length diﬁcr‘encc and
ta ¢a O C’I‘hc use of this form for ¢; implicitly assumes that the por::n of ‘io
§m'tulﬂcmt.lg(-m the jth scatter has sufficiently low curvature compar to . c;
seatier] tential dimensions to be treated as a pla}ne wave. Tlus is lhethm
g:izrfmwappNMaﬁon,” and its limitations in comparison to b:lo:vmrc
e SPhﬂﬁcal"“f"e (fsc‘f) sﬁgjﬁggt;:stit::niid‘:;eapplmg the partial-

ttering factor f;(0; r y )
Ti:c;‘:';ﬁ a suigtablc sp}:eri’ally symmetric scattering pol?nual ef;::‘rc :a;!;
atomi in the cluster. The number of partial-wave phasc shifts neede  for
romver typ; lno~:s up with energy, and for a typical scattenng PO“;';;; e;
?i)f':cr:irvg:nradifs 1.5 A would bc =8 for E,, = 500eV and z:f: f::: = xps
Tabulations of free-atom scaftering facto'rs at energics gomga pmpﬁatc xrs
regime also exist.®® Alternatively, scattenng poter_n_lals mgre &pnﬁals e
clilcr of atoms with overlapping charge densities and po e ooy
cted via the muffin-tin model employed,.for example, in 1EE! ooy
oonstf:“ -atom f; is generally larger in magnitude in the forwarq dueculon o
Thcfﬁ -etein count’crpans due 10 the neglect of charge and potential ove; a‘{zns "
tn;;esnof £ have been employed in h‘ii_g;er—cr:c;(% l:l:n:;d a?i.(l,)u g?lct;:cause 5

i en N 5

ey g _do nolayelzlctlon;:l;:: ,;hglhte!; higher peak intensities dut.z to us_langler
fTCC'l?m:l ﬁ'ls ti?;orward direction. The PW scattering factor mpl:tud\?‘::lcvf;
;m\l:c:: ct:alicltxlaled using the more accur:tc_ mu‘gicr:::: ]:]:::::d::: o et

i Iculate these scattering i » th are

:::?:::::;:u];n:?oiczmc:g their behavior as atomic number is varied:

rgy is found 1o be

« The forward scattering amplitude |f| at higher ené ® s

in) i t is fo
primarily sensitive to the radius of the atom (or muffin tin) involved. It}
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reason that free-atom forward scattering amplitudes are always larger than those
for 2 muffin tin in which the potential is effectively truncated at the tin radius.
This behavior can be rationalized by a classsical argument in which it is noted that
forward scattering trajectories graze the outer reaches of the scattening potential
and so are only deflected slightly; these trajectories are thus primanily sensitive to
the outer regions of the potential.

= The backscattering amplitude at higher energy is by contrast found to
increase monotonically with atomic number. This also is expected from a classical

argument in which backscattering involves strongly deflected trajectories that pass
close to the nucieus,

3.1.4. Inelasfic Scatlering

The effects of inelastic scattering on wave amplitudes during propagation
below the surface must also be included. If intensity falls off as exp (~L/A,),
where L is an arbitrary path length below the surface and A, is the inelastic
attenuation length, then amplitude is expected phenomenologically to fall off as
the square root of this or exp (~L/2A,) = exp (~yL). Each wave ¢ 00 P, is
multplied by such an exponential factor involving an L value which includes the
total path length below some surface cutoff point (cf. Fig. 3a). This surface cutoff
is often chosen to be the substrate surface as defined by hard-sphere atoms,*?
although this choice should not influence the diffraction patterns unless some
atoms are positioned above the cutoff. Thus, the attenuation coefficient y =
12A,, although y values up to 1.3-2 times this have been suggested in prior
Baars, 'Y AED,” and PD****%) analyses. That is, the efiective inelastic
attenuation length A, in these diffraction experiments is suggested to be about
0.50-0.75 times literature values based upon intensity-attenuation measurements
or theoretical calculations.® In fact, some inelastic attenuation lengths derived
from Exars measurements do not appear to take account of the difference
between amplitude and intensity mentioned above. %

These reduced values of A, are not surprising in view of several factors:
Uncertainties of at least +20% are common in measurements of attenuation
lengths,“* and some recent measurements in fact yield values that are
significantly lower than athers in the literature.® The effects of elastic scattering
and diffraction on intensities can introduce additional uncertainties of this
order,**7 and it is, for example, now well recognized that the actual mean free
path between inelastic scattering events is about 1.4 times the attenuation length
discussed above. Finally, the effective attenuation length in a diffraction
mcasurement should be shorter than in a simple intensity-attenuation experiment,
because quasielastic scattering events of small energy (e.g., from phonons) that
_Icave the electron kinetic energy within the peak being measured® can stil
roduce  direction changes and phase shifts that effectively remove such
clectrons from the coherent intensity for diffraction. In addition, multiple
tlastic-scattering events similarly cause a reduction of the effective coherent
Ntensity in a single-scattering theory. Thus, one overall expects effective
Menuation  lengths  related as  A(intensity) > A, (multiple-scattering
liffraction) > A (single-scattering diffraction).



CHARLES S. FADLEY

features for most cases are not strongly
¢ range, and so its choice is in general not

Nonetheless, it is desirable 1o verify this
42 48,63

Fortunately, electron diffraction
affected by varying A, over its plausibi
crucial to final structural conclusions. ;
insensitivity by varying A, in model calculations.

3.1.5. Vibrational Effects

i ! i i is furthermore potentially
Vibrational attenuation of interference effects is further ‘
important and can be included in the simplest way by multiplying each ¢, by its
associated temperature-dependent Debye-Waller factor:

W(T) = exp |~ AKGUN(T)] = exp [-2k*(1 = oo 8T}, )

i i i oduced by the
Ak; is the magnitude of the change in wave vector produ
:cl;::ﬁng’ and UXT) is the temperature-dependent one-dimensional mean-

squared vibrational displacement of atom j. At this level of approximation, Uj is
assumed 1o be isotropic in space,

and any correltations in thew m:ve_rtl:en!s o:

_neighbor atoms are ncglected. (The importance of correlaied Vi rationa
:::tri:nlig: certain types of lower-encrgy diffraction experiments is considercd
below.) Suitable bulk and surface U? values or Debye temperatures can be
obtained from the literature. At high enefgy, the electron scattering is significant
only when #§; is rather close to zero, and this acts through tl_ie (1 - cos.G,) factor
in the argument of Eq. (4) to yield W, very close to unity for a.l.l important
scatiered waves. So vibrational effects are to first order not very significant in

forward-scattering-dominated XPD or AED, although they can be very important

in tEeD, ExaFs, and lower-encrgy PD and AED, where backscattering is the

dominant diffraction mode and thus 1 — cos 6, is 3 maximom.

An altemate method for allowing for vibrational eﬂ'?cts is 10 assume some
probability distribution of atomic positions due to .vibrataon (as, for cxa.m_l:vlc.e:
harmonic-oscillator envelope) and then to numerically sum scpafa'te wengl_n X
diffraction intensities for all possible combinations of atomic positions. Thls. is
cumbersome, but it has been used to quantitatively look at the effects of specific
types of wagging molecular vibrations at surface. 2%

3.1.6. Single-Scattering Cluster Model
With these assumptions, the simplest SSC-FW expression for photoclectron
intensity I(k) can now be written dowm from Eqgs. {1-3) as

2
b+ 3 ST (0 Wt {exp ilkr (1 — cos 8) + w(8)]] di

1 ¥

I(k) = I

+ 2 f @iy “5(::')‘2 (1 - whHe i di. (5
4 [

Here, & -k and £ - £, represent p-wave photoemission matrix-¢lement modulatlm::
along the unit vectors k and &, respectively, and exp (—vL) and exp (—yL)a
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appropriate inelastic attenuation factors. Thus, (€ - k) exp (—vL) i_s the amplm{dc
of the direct wave ¢q(r, k) and (& -5} 1f(8) Wexp (—yL)/r, & the ;ﬂ'ccuvc
amplitude of ¢ (s, 5, — k) after allowance for both inclastiF scattering and
vibrational attenuation of interference. The complex exponential altows for the
total final phase difference between ¢q and each ¢,.

The integrals on & simply sum over the different polarizations perpendicular
to the radiation progagation direction, as appropriate to the particular case at
hand, Closed-form expressions for a totally unpolarized source that are applicable
1o high-energy work are given elsewhere;*? however, the simplest way to carry
out this integration for a general case is just to sum the intensities for two
perpendicular polarizations of convenient orientation.

The second I; cotrects the first absolute value squared for the incorrect
inclusion of Debye—Waller attenuations in terms involving a product of a
scattered wave with itself. That is, in expanding the absolute value squared, only
products involving unlike waves like @od; or ¢dfj + {) should include
Debye~Waller products of W; or W;W,, respectively. The (1 — W1 factor in the
second summation is thus necessary to yield overall correct products of the form
¢/ without any W? factor. The second sum has been called thermal diffuse
scattering,*® and it is often quite small with respect to the overall modulations.
Equation (5) is thus the basic starting poiat of the single-scattering cluster model.

In modifying this model to describe Auger emission, the usual assumption is
that the much freer mixing of angular momenta in the final state overall leads to
an oulgoing wave with 5 character.'***"®7* Although selection rules do limit the
allowed final angular momentum states in Auger emission,”? for centain cases, the
{ = 0 channel is dominant. Also, if filled subshells are involved in both the initial
and final levels of the transition, the implicit sums over all initial and final m,
values would be expected to produce an overall distribution of emitted primary
intensity that could be approximated as an s wave. Although it is possible for
higher-/ components to be present in the final state that could affect the
scattering, ™™ these are often found at higher energies to be minor effects.’*™™
For Auger emission into such an assumed s final state, we thus simply remove all
Bactors involving & -k and & - §; in Eq. (5). Non-s character in Auger final states
deserves further study however.

It is also worth noting here that the cluster sum on j in Eq. {5} makes no
explicit use of the 2- or 3-dimensional translational periodicities that may be present,
even though the atomic coordinates r; used as inputs may incorporate such
pericdicities. Thus, neither surface- nor bulk-reciprocal lattice vectors g are explicitly
involved, and it is not appropriate at this level of description to speak of diffraction
“beamns” associated with certain g vectors as in Leep. However, in section 5.1
we will consider the relationship of this model to an alternative Kikuchi-band picture
that does involve g vectors and the idea of Bragg reflections from sets of planes.

The last parameter of importance in actually using Eq. (5) is the range of j or
the choice of a suitable cluster of atoms. This is done empirically so as to include
ll significant scatterers by verifying that the predicted diffraction patterns do not
change in any significant way with the addition of further atoms at the periphery
of t_hc_ cluster. Clusters can range from a few atoms for near-normal high-energy
tmission from a vertically oriented diatomic molecule on a surface® to as many as
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ceveral hundred atoms for substrate emission in which bolll’lklllzthlt:ll‘ls:l;:;r:‘::d the
scattering must be summed over several layers into the bul . u: (he lau loca:]:'
each structurally unique type of atom emits incoherently wi S E,.ei .
other, so that intensities from each must be adficd layer l_)y lay;r. foEc cr_r; cv§n
for the largest clusters so far considered, the mh_crcnt snrnphcufy o q.l ( )‘sm]
yields calculations which do not consume excessive amounts of computer |l!mc'
especially by comparison with those necessary for such procedures as multipje-
Sﬁf‘:‘;‘fﬂ;ﬁ:‘? 21;:112!“:;:6 of importance in making comparison's 10 experiment
is the possibihgy of electron refraction at the surface in_ c:oss.:ing :hncersquauf
barrier or inner potential of height V5. Evcn. at the relatively gh gies ;,c
XPS, for emission anglies near grazing, refraction effects of a few ctg;e_es ?n b
prod’uc:d {(c. Fig. 14 in Ref. 9). Thus, for lower takeoff angle}s re e?l;; i::nt e
surface andfor lower kinetic. encrgies, a proper a.llovu.vance for v action :,s

ecessary. This is accomplished most simply by using a .sunablc inner potential v,
2crivcd from experiment and/or theory 10 predigct the internal angle Ofocrr?::on
o' for a given extcrnal propagation !:lir.ccuon 6.7 The rcsultmg expression for an
electron energy of Eqin = Evin + V, inside the surface is

o' = cos'l{[—E—'m%]m cos 8}, )

where, as before, 8 and 8’ are mca;uredo\;n::er:m ul))o ttI;; ::lrf:ac:n eIrn ._;huz
ct form A
g:?ocr:: l‘gpaonn:nd(s.o: ?tl ;at;‘:;x:hcn be possible 1o assume an abrupt l:se m;o mu;c
vacuum level at the substrate surfacc;c. gjsxot the ap;rm::c c:;ft :ﬁ?i:;e n?a ; mp;
i WOTI nction, >
allc_r_% U:::ih L;};a:tifcsa; i‘:ivhich only a fraction of Vs is appropnate. l_n sog;c
p:sc:t‘m:l:ctmn diffraction studies, Vp has also been trcated as an ad;usta e
, Oectcr 22563 Ajthough prior studies indicate that structural conc-lum&ns‘ a::
ﬁzl;a;nicz;larly sensitive to the choice of ¥5,**? it is important tobrr.:,l:z; b d:: al; !
allowing for it properly may shift theoretical diffraction c{‘\lau:;::rnswri 1{ foditwiindy
fow degrees with respect to the actual & valuc§ at whi ey d g
'Ir:he recise method of allowing for inner potentiat amisretatcd image-for
has a‘;so been considered in more detail theoretically.® anal strucuures
We stress also at this point that any uncertainues o T ering
associated with the choices of nonstruct.ural parameters su‘:h‘b'stional anerne
phase shifts, the attenuation length for inclastic scauf:nntﬁ, vi ec!l-;ani e,
[ d the inner potential are equally well sharefl.mth e techniq e
le.::\‘;sa“and sEXAFs, although in EXAFS/SEXAFS, empirical phase shifts from
StmcrAu 'g:l"‘;:;' lil:lc:lr:;'c:ct:.l:isu;:c:;.alculaﬁon based upon this mo(!el is::;:::g:‘;:
the direction of emission k over the solid angle Qq a-wcplel()ie :r:c;ver ol
analyzer. For most of the calculations rqporgcd here, tI.us has o Ot cone of
+3.0-3.5" half angle, ajthough for certain high-resolution cases
+1.0-1.5% has been used.
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3.1.7. Improvements (o ihe Model

We now consider some possible improvements to this simple S35C-PW
model:

* A first possible correction is 10 choose a more correct form for the primary
wave as il leaves the emitter. The SSC-PW result of Eq. (5) assumes a simpie
outgoing plane wave from the emitter which then scatters to produce an outpoing
spherical wave from cach scatterer. In fact, the correct primary wave should be of
the type used in free-atom photoelectric cross sections and should consist of an
ingoing spherical wave plus the outgoing plane wave '3 Such a primary
wave experiences the emitter potential and represents the correct sofution to the
Schrodinger equation inside of a muffin-tin-like region centered on the emitter. If

this form of the primary wave is used, the equivalent of Eq. (5) with neglect of
effects due to vibrations is:****'

(k) «f g-ke 4+ Y i—f!’m(ﬂ,n e ilexpifkr{l — cos 8,) + v, (8)])

+ S8R )t - B)e e expilzhnl] @i (1)

This result, although still single scattering in assumption, now contains, through
the scattering of the incoming wave, a second sum of terms that are the classic
doublc scattering events of the type emitter — scatterer — emitter — detector
discussed in Exars theory.! Because these added terms are in effect double
scattering and also exhibit stronger attenuation due 1o both 1/r} and 73", this
sum is expected for many cases to be a smali correction to Eq. (5). This should be
especially true for higher energies where backscattering is negligible. In fact, the
inclusion of this sum can be shown to lead to the central-atom (emitter) phase
shift that is always present in Exars theory, and we comment further on this later
in this section.

* A next important correction is the use of sphericaf-wave (SW) scattering
instead of the asymptotic and much simpler plane-wave (PW) scattering. The
nature of such SW corrections in reducing forward scattering amplitudes in XPD
was first pointed out some time ago,>* but more recent studies have presented
detailed comparisons of PW and SW results for different systems.™** For
cxample, Fig. 5 compares PW and SW scattering al energies from 50¢V 1o
950V, ™ with the results being displayed in a format identical 1o that of Fig. 4.
Emission from an s level (!, = 0,{, = 1} to a single Ni scatterer 2.49 A away is
considered. For larger scattering angles (240°) and higher energies (=200eV),
the PW and SW results arc essentially identical. However, for lower energies and
in the forward scattering direction, there are significant differences. In particular,
for coergies =100eV, the forward scattering peak is significantly reduced in
amplitude by a factor that can be as low as 0.5. As expected, the differences
between PW and SW curves also decrease as the scatterer is moved away from
ihe emitter,*® because in the limit of a scatterer at infinity, the incident wave is
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planar. One general conclusion from these results is thus that, at higher energics.
the primary effect of including cufvature in ¢, is 1o reduce the amplitudes of the
forward-scattering peaks in (k) for near-neighbor atoms as compared to those
predicted from Eq. (3).

Fortunately, such SW corrections can now be very simply and accurately
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incorporated into the SSC framework via eﬁc_ctive SW_ scattering factors
developed by Barton and Shirley using a Taylor-series magnetic quanu.:m nurnl‘ycr
expansion (MQNE)” and by Rehr e al sting separable Green's function
approaches. ¥ For example, Rehr er al.** derive an equation identical to Eq. (7)
in form, but in which the plane-wave scattering factors f;{8) are replaced by three
effective spherical-wave scattering factors £124(8, 1), f}.’_,’.(:t, r), and fO {7 ~
g, r;} that are used to describe the three types of scattering events preseat. These
effective scattering factors depend on r;, as they must converge to the PW rejsult
as r; goes to infinity. They are also very simply calculable, involving expressions
dosely related to that in Eq. (3'). )

However, particularly at higher energies, the much simpler PW approxima-
tion is still found to yield results very similar in form to those with SW scattering,
and it has been found possible to draw useful structural conclusions with it.
Sometimes, PW scattering at high energy has been used together with an
empirical reduction factor of forward scattering amplitudes by a factor .of
0.4-0.5? that can be largely justified as being due to SW effects (cf. Fig. 5).

+ An additional important correction for some cases is the use of correlated
vibrational motion in which atoms that are near neighbors of the emitter have
lower vibrational amplitudes relative to the emitter, and thus Debye-Waller
factors for diffraction that are nearer unity. This correction is more important in
special geometries and at lower energies for which large-angle or, particularly,
backscattering events become more important, as first pointed out in connection
with the interpratation of scanned-energy data by Sagurton er af?' and also
discussed by Barton and Shirley.?® This more correct form for vibrational
attenuation involves a factor W™ of the form:?'

—8k}oi(T)
r

Wrn(T) = exp |- ewl-w0 - csopzmn. @

where }(T) = {(Ak; - u,)*) is a thermal average of the projection of the atomic
displacement y; as measured with respect to the emitter onto the direction of the
change in wave vector produced by the scattering Ak;. Thus, each scatterer in a
photoclectron diffraction experiment is sensitive 1o a different type of vibrational
displacement, varying from no effects for forward scattering, to small effects for
small-angle scattering associated with components of u; perpendicular to the
emitier~scatterer axis, to maximum effects for backscattering associated with
components of u; along this axis. By contrast, in sexars, it is only the along-axis
components that contribute. Correlation effects are also expected to be largest for
Atoms that are backscatterers, because along-axis vibrations will be reduced
more than those perpendicular to this axis. Ultimately, this might make it
possible to measurc anisotropies in vibration in 2 more precise way with
temperature-dependent photoelectron diffraction, for example, by looking at the
variation of different peaks in Fourier transforms of scanned-energy data. A ficst
dempt at this has recently been made by Wang er af.” Also, even forward
cattering features at high energy contain vibrational information because of pcak
broadening by motion perpendicular to a bond,®* and this has permitted
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Wesner et al.” 1o determine the vibralion:lla;nplitudc anisotropy for an adsorbed
mkfu:'ﬁa:af':sc;zfdoﬁ::c-;;;:fzfizh might be improved but which has only
been discussed in 2 limited way to date is more accurate allowaa_uce Jor bok
surface refraction and atenuation due to inf!a.mc scaftering. Befractmn has beep
treated differently from the phcnomenologlcal_approach indicated hcrg? both by
Lee*! and by Tong and Poon,” who have considered the proper mallchmg of the
attenuated photoelectron wave inside the surface to th_c free electron wave
outside the surface. However, the laucr_ have found that, if rcfracuox_: is 3“0\\.':d
for in the way described here in mlculatmg_ the pat.!: lcng?h for m;lasuc scattering
in approaching the surface, the net result is very litle different rf)mhthc correct
treatment of the wave matching. Another more complex problem 1; ¢ bzosmg the
proper value for the inelastic attenuation length: As we 'havr. notcbca \I;e. (::se
Jengths in clectron-diffraction problems appear empl.m_ﬂlly to ttony.;; ut
0.5-0.75 times the typical literature values bascfi upon intensity a epuation. It
would be desirable 1o understand these attenuation lcngll}s :'thr]:: qf‘:-::lnnum;:ly'
including both elastic and inelastic effects, f?r cxa.f!!plc. within d:) > ewm-d‘::
more accurate methods of measuring peak intensities dcvcloPc Y ou-ga:_’r ;
Finally, it might be useful to consider the possibility of nomfmfg‘r::;‘ or anisot op.;
inelastic scaering. Such eff have bcc.n oonstdcrc.d in Lfgf)b 3u|:
ExaFs,™ where the use of complex scattering phase shlﬁs is propc:\sﬁ D, hu: e
influence of such effects on predicted diﬁra::‘::on pattemns in PD \;:fca]cu] t‘as not
been assessed. More recently, Treglia et a_I. h?ve used SSC-§ Y z ‘l&)ns “:
describe very low energy photeelectron f:hlf.racuon at about %Oc h camt ifferen
surfaces of W. They sce evidence for a sngmﬁmml_y different inelastic a; lem;auon
length in emission from W (001) and W (110). This coufd well be pcc;lm | et: ut tal
this low energy, it would also be useful to carry out_full N!S culations I:.)
eliminate such effects as another cause of e!fcctwc anisotropic attcm;:;':r;io :
another recent paper, Frank er af.*® have discussed Au_ger clcqronﬁ 2ction
data from Pi(111) with various adsorbates and fo‘r energics warinng_calc:m'lod‘:I o
65V to 420 ¢V. They have analyzed these results in terms of a ::_asmf nmces 1o
anisotropic inelastic attenuation which totally _ncglccts ?ll_wavc_ inte er:.i ioes and
diffraction phenomena. Unfortunatcly, ther_c is no basis in prior ;xpc o
theory for this extreme model, even though :‘: sc:lms _t;:om:lt;)snix:l{’ , t }:OHE: o

i e cxperimental data. Thus, this classical an .
;i?;:::s ‘:ctiht.herx}:c useful method for an_alyzing. -A:.ED (_iam, nor ﬁal;y Sl:e;
information concemning the possibility of anisotropic inelastic attenua uc:c.s ot
attenuation is in any case expected to produce only small corrections to
anisotropies associated with diffraction effects.

3.1.8. Relationship 10 EXAFS/SEXAFS Theory _ »

As a further aspect of the SSC model, we note that it can be d‘"?a'lya’:s:l:ned
1o an expression very close 1o that used in E?(AFS/?EXAFS ana}yscs if it is g
that all scattered waves ¢; are small in mag.nltudc in comparison toé ¢o\;c o l!;al
we begin at Eq. (5) (for simplicity neglecting any averaging over )l';solutc e
all terms such as ¢,¢; and ¢¢; can be neglected in expanding t.ht:(ai e some
squared. The thermal diffuse scattering term can also be neglected.
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simple algebra, it can then be shown thar

10 (&Y™ 4 236 - Ke T Slip g ) et
i
x cos[kn(l - cos ) + ¢ (8,)], (9)

and that this can be converted to a normalized function x(k) if we take the
unscattered intensity to be L = (& - k)% =% and finally write

W5 2
b (&-k)e 7t

20 = 3 1)) we v

x cos[kr{l — cos 8,) + y,(8)]. (10)

This last equation thus has a form very close to the standard kinematical
expression for EXAFs/SExars, with the only differences being that double
scattering events of the type emitter — scatterer — emitter — detector in Eq.(7)
are included in the integration over ditection in Exass to better describe the
primary wave,* with these producing the central-atom phase shift; and the integra-
tion over direction changes the cosine function here finally to a sine function for
exaFs/sexars. Equations (9) and (10) were first used in connection with the
interpretation of arrerFs data by Orders and Fadley,' and they have fater_been
refined in this context by Sagurton er al.?' Their form also suggests the possibility
of using Fourier transform methods in scanned-energy PD to derive information
concerning the set of path-length differences associated with a given structure, as
discussed first by Hussain e o/ ' and now in active use by Shirley and
co-workers™* as a preliminary step of areers analysis.

As a final comment concerning this level of the diffraction theory, we
consider the conservation of photoelectron flux. In the small-atom (or lacge r,)
limit, where PW scattering is adequate, the usual optical theorem assures that flux
will be conserved if it is integrated over 4% Thus, even if high-energy scattering
produces forward-scattering peaks, there will be, somewhere else, sufficient phase
space with reduced intensity to exactly cancel them. However, in using the
SSC-PW model for cases in which some scatterer distances require SW
corrections, it is doubtful that flux will be conserved properly.*® Nonetheless, with
SW scattering correctly included, Rehr er al*® have shown that their SW
equivaient of Eq. (7) does conserve fiux and lead to a generalized optical theorem
on ¢ach ! channel involved.

In subsequent sections, we will consider several applications of this SSC
model to the interpretation of experimental data, including especially several

substrate and adsorbate systems of known geometry to test the degree of its
validity.

3.2 Effects beyond Single Scattering

Finally, the possible importance of multiple scattering (MS), pacticularly
along rows of atoms in 2 multilayer substrate, has been discussed qualitativety for
some time,**? and more recent papers have presented quantitative estimates of
such effects and suggested improved methods for including MS corrections if they
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" are needed, 23343 [ gencral, the MS analogue of Eq. (2} can be written as
ir, k) = ¢polr. k) + 2 @i, r, — k) + 2 2 ule, ;= > X)
/ !
+ Z 0T dudry, o~ 1 k)
PN

+2222¢‘,ﬂ.«(hl}‘" r, — 1, — r,, — k) + higher orders,
f & &I m
(i1)

where events up to fourth order are shown here and, in the multiple scatiering
sums, the combinations of j, k, I, and m are limited only in that they do not
involve consecutive scattering by the same scatterer. Such MS calculations have
been done in two basic ways: first by Tong and co-workers using LEED-type
methods that require full translational symmetry along the surface,” and more
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recently by Barton and co-workers using a cluster approach with SW scattering
and the Taylor series MQNE method 1o simplify the calculations. > ™% The
cluster method is really more appropriate to the physics of such a short-range
order probe, and we will term it MSC-SW. More recently, Rehr and Afbers™
have proposed a Green's-function matrix method for such MSC-SW calculations
that shows promise as an alternate approach in extensive applications by
Kaduwela er al.™

One effect of MS first discussed by Poon and Tong™ is a defocusing of
intensity occurring in multiple forward scattering at higher energies along a dense
row of atoms, such that an SSC-FW or SSC-SW calculation along such a row
may overestimate the intensity by a facter of two or more. This is illustrated
schematically in Fig. 3b(ii). For an embedded species at some distance from the
surface but again emitting along such a row, it has more recently been shown that
these defocusing effects may be even more dramatic, ™28

Such defocusing effects have been very nicely illustrated in recent MSC-SW
calculations by Barton, Xu, and van Hove™®® and by Kaduwela er al.® for
emission from chains of Cu atoms of variable length. Some recent results of this
type are shown in Figs. 6 and 7. In both figures, chains of 2, 3, or 5 atoms with
the emitter at their base are tilted at 45° with respect to the surface of a medium
of uniform density that simply serves to attenuate the emitted waves inelastically
(sce inset in Fig. 6). This geometry thus simulates the intensity distribution
expected for emission from the 2nd, 3rd, and Sth layers afong a fow-index [110]
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FIGURE 7. As in Fig. & (battomi, but for an energy of 100 eV,
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row of Cu with (001) orientation, but without any _diﬁraction effects due 1
scatlerers adjacent to the row. Emission into a §|mpl¢ s-wave final state
approximating Auger emission is trcatcd._ Both single-scattering and fully
converged (6 X 6) multiple-scattering calculations are shown for each ase.

In Fig. 6, for ac cmission energy of 917V, it is clear that the sm-g]c. and
multiple-scattering curves are identical for the two-atom case (as appropriate ta a
diatomic adsorbate, for example), but they diverge more and more as additional
scatterers are added between the cmitter and the detector. For the five-atom
chain, the forward scattering peak is suppressed to only ab_Out 10—15% of its
value for single scattering. There is also a systematic narrowing o_f the width of
this peak as more defocussing due to multiple scatiering comes into Play. For
scatiering angles more than about +15° from the chain axis, the differences
between single and multiple scattering arc rpuch more subtlc._as Is to be expected
sincz strong multiple forward scattering is no longer possible directly in the
emission direction. At the much lower energy of 100eV in Fig. 7, one expects less
strongly peaked forward scattering, as sho.wn by the w_ldcr pcaks_a]ong a polar
angle of 45°. Here again, the single-scattering and multfplc-sczttcnng rFsulu are
identical for a two-atom chain, but one secs a supprc.-ssnon_and narrowing c_)f _thc
forward scattering peak with increasing chain _lcngth that is qualitatively similar
10. but less severe than, that observed at the higher energy. N

' Overall, these and other recently published resuits by Xu and van Hove
indicate that, for emitters in the first one or two layers ot’_a suxface and/or for
which the emission direction does not involve near para.llehsm with a dense row
of scatterers, a single scattering model shmﬂq be quite accurate. For atoms
further below the surface and/or for emission directions along such high-density
rows, certain forward scattering features are ?xpccted to be supprcscddpy
multiple scattering, but single-scattering calculations should nonetheless predict

i itions with good accuracy. .

th‘:lr..ttsr(:s:mt:lditional ixg'nponant multiple scattering ::Eect pointed out'by Bawar:l el
al.® is doe 10 strong nearest-neighbor backscattering at.lowcr energics. This they
find in oertain scanncd-ecnergy cases to signiﬁmntly increasc intensity du: to
events of the type emitier — neighbor — cmitter — detector, as illustrated in
e i:){lf)\;rther important point in connection with such multiplc_:-sca:‘l;;u:g
calculations is that events up to at least the ﬁfth_order have to be mc]u 1o
assure recasonable convergcncc.”'“ In fact, it is fcfund that including on yl
second-order events can often lead to curves which are in nfuch“poon:cr_ ag.rcflmc:lo
with experiment than the corresponding ﬁxsl-ordcr_ calcutation! This is smm| :r]e-
the experience in Exars theory, in which including only .low:r-ordcr_ muﬂ;]:;A
scattering corrections can yield worse results than those of single scattcn:llg. e
more reasonable procedure is to include events up to, say, the fifth (lar c:, f| o
total path length r, + rp + 7ig + -~ - is less l_han_ some cutoff valuc o i by
20 A #3557 although an inproved cutoff criterion has been sugges
Kaduwela ef al.®™

As noted previously, there 15 by now a consid‘crablc body © e even
indicates that useful structural information can be dcnv.cd‘at the SSC-8 g
SSC-PW level, and we will show fllustrations of this in subscqucfll sca:\ci:;
Nonetheless, MS effects such as those described above can cause discrep

f data which
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between experiment and theory for certain classes of system, and full MS
ireatments of both photocelectron and Auger electron diffraction are beginning to
be more often used. Several advances in the simplification of these methods, as
well as rapid improvements in computer technology, should lead to a greater
reliance on MS approaches in future work. In the examples which follow, a
variety of theoretical models have been used, and the specific approach followed
will be indicated with each set of results to permit the reader to draw his or her
own conclusions.

4. IWLUSTRATIVE STUDIES OF DIFFERENT TYPES

4.1. Small-Molecule Adsorption and Orientation

We here consider primarily the case of small-molecule adsorption as studied
by higher-energy XPD. The cases treated are thus of considerable interest in
studies of surface chemistry and catalysis, and they provide the first simple
illustrations of the utility of the forward-scattering peaks discussed in the
preceding section. Auger peaks at similar energies of about 1000 ¢V could also in
principle be wsed for such studies, but all of the cases Lo date iavolve
photoelectron diffraction.

4.1.1. CO/Ni (001)

We begin with the first system of this type studied by Petersson er al.® and
Orders ef al.:® ¢(2 x 2) CO on Ni {(001). Figure 8 comparcs experimental C is
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polar scans in two high-symmetry azimuths (normalized by dividing by the O 15
intensity to eliminate the -dependent instrument-response fuaction} to SSC-pw
calculations for varying degrees of CO tilt relative to the surface normal.® The
theoretical mode! also includes a wagging or “frustrated-rotation” molecular
vibration with an rms displacement of 10 A. The experimental curves are
essentially identical along both azimuths and show a strong pc_alc along x'hc surface
normal that represents about a 35% anisotropy. Comparing cxperiment and
theory furthermore permits concluding very conservatively that CO is within 10°
of normal for this overlayer and that it has no preferential azimuthal orientation,

The inset in this figure also indicates that, in addition to the forward
scattering or zeroth-order diffraction peak, one expects higher-order features such
as the first-order peak indicated. (These also appear in the single-scatterer
calculations of Figs. 4 and 5, where higher orders also are shown.) The first-order
peak corresponds to a 2x phase difference between the direct wave and (he
scattered wave, or a path length difference of approximately one deBroglie
wavelength. We will further consider such higher-order features in the next case
and subsequent examples.

4.1.2. COfFe (001)

A more recent and more complex case of CO adsorption is that on Fe (001).
in Figs. 92 and 9b, we show both polar and azimuthal C L5 data obtained by Saiki
et al® from CO adsotbed at room temperature on Fe {001} so as to form
predominantly the so-called oy state. This rather unusual species has been the
subject of prior studies by several techniques, including EELS, EsDIAD, and
Nexars.” Its structure is of considerable intcrest because it is thought to be bound
in a highly tlted geometry with a significantly weakened C-O bond and thus to
be a possible intermediate state for the dissociation of the molecule. However,
the best that the tilt angle could be determined from NExars data was 45 % 10°,
and no information was obtained on the most likely azimuthal erientation(s) of
the molecules. It is thus of interest to see what more can be learned about such a
species from XPD.

The strong peak in the normalized C Ls polar-scan results for the [100]
azimuth shown in Fig. 9a immediately permits a direct estimaie of the tlt angle
with respect to the surface normal as €,, = 55 + 2° (that is, with the molecule
oricnted 35° from the surface). Also, the fact that this forward scattering peak is
not seen in polar scans along the [110] azimuth indicates that the prefersed tilt is
along (100) directions, or into the open sides of the fourfold-hollow sites that are
the sterically most reasonable choices for the bonding location. Complementary
evidence confirming this structure comes from the azimuthal data at a polar angle
with respect to the surface of & = 35° in Fig. 9b. These results again show the
preferred tilt in the (100} azimuths via strong peaks along ¢ = (° and 90", It is
thus concluded that the CO molecules are tilted along the four {100} axes,
perhaps in separate but equally populated domains, as illusirated schematically
for one fourfold-hollow site in Fig. 9.

As a self-consistency check of these data, it is also of interest that the o.vcrl“
effects seen in both parts a and b of Fig. 9 are of very nearly the same magnitude.
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That is, if the overall anisotropy as mentioned previously is measured as a
percentage by Af/l,,,, we find about a 14% effect in Fig. 9a and a 16% effect in
Fig. 9b. Thus, it is possible to reliably measure rather small diffraction effects
with XPD, particularly in the azimuthal data, which do not need to be corrected
for any systematic instrumental changes in intensity. By contrast, polar scans will
always be influenced by a @-dependent instrument-response function® and must
somehow be corrected for this. Since the O 1s intensity is not expected to be very
much affected by final-state scattering and diffraction, using the C 1s/O 1s ratio in
Fig. 9a acts 1o normalize out any such instrumental cffects.

Another useful observation from Figs. 9a and b is that the main peaks exhibit
very similar full widths at half-maximum intensity (FWHM) of 30-35°. Thus, the
iesalutions for determining both the polar and the azimuthal senses of the tilt are
about the same.

The results in Fig. 9b also exhibit much smaller but quite reproducible peaks
along the {110) azimuths (that is, at ¢ = 45%) that could be due to scattering
from Fe atoms in the (110} comers of the holiow. A more detailed theoreticat
analysis of these azimuthal results using the SSC-SW model in fact shows that
these peaks are due to constructive additjon of first-order scattering from oxygen
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been found in most previous XPD studies of adsorbates®'®*%% and can be
explained by the combined effects of the following:

+ Molecular vibration. This has not been included in the calculations for
CO/Fe (001) shown here, but is considered in prior work for CO/Ni (001).2°

* The presence of more than one type of emilter on the surface. For the
present case, this could be due either to the method of formation of the a, state
or to adsorption at defects. There could also be additional C-containing
impurities beyond those associated with CO and its dissociation products on the
surface. All of these act to diminish diffraction features relative to background

and thus to reduce the experimental anisotropy. Such effects will tend to be
present in any adsorbate system to some degree.

4.1.3. CO/Ni (110)

A final example of a molecular adsorbate system is that of CO en Ni (110),
as studied with polar-scan measurements by Wesner, Coenen, and Bonzel.’8®
For this case, Fig. 12 shows a comparison of normalized C 1s polar scans from
CO adsorbed to saturation on Ni (110) at two different temperatures of 300 K and
120 K. The polar scans are markedly different, with the high-temperature resuits
being very similar to those of CO on Ni (001) (¢f. Fig. 8), and thus suggestive of a
simple vertical adsorption of the CQO, and the low-temperature results being
widely split into a doublet along the {001] azimuth, but retaining a weaker peak
along the normal for the {110] azimuth. The low-tempeature, higher-coverage
results have been explained by a structure in which the CO molecules are tilted
by £21° along the [001] azimuth, as shown in Fig. 12d.* This structure is nicely
confirmed in Fig. 12c, where SSC-PW calculations with an rms vibrational
amplitude of 8% are found to yicld excellent agreement with experiment.

Wesner er al.* have also considered the effect of adserbing CO on a Ni (110)

IS
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surface pretreated with K, which is known to act as a promoter in many'ca:alyﬂc
reactions. This system is found to have both vertical and more highly tied CO
species present. Finally, the same group has made use of the ten}pcralure
dependence of the widths of peaks such as those in Fig. 12 for CO on‘Nl (0”,2 to
study the anisotropy of wagging vibrational amplitudes in different azimuths.
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4.1.4. Other Systems and Other Techniques

These simple examples thus show that XPD (or in principle also h?'gher-
energy AED) is a very powerful tool for studying the orientations and bondlr!g of
small molecules on surfaces, and that it is well suited to even very highl.y tilted
species that may exhibit enhanced reactivity and thus be |mPor_tam in such
phenomena as catalysis. Each of the cases discussed here is also significant in that
ather surface structural probes have been applied to the same problem without
being capable of a clean resolution of the structure. Similar XPD measurements
and theoretical analyses have also recently been applied to several other systems:
CO and CH,O on Cu (110) by Prince er af.® and CO on Pt (111) treated with K
as & promoter by Wesner es al.”!

Similar forward-scattering e¢ffects have also been seen by Thompson and
Fadley™ in emission from an atomic adsorbate on stepped surfaces: oxygen on Cu
(410) and Cu (211). For this case, scattering by near-neighbor atoms up the step
face from the emitter is found 1o be particularly strong. Stepped surfaces in fact
represent a particularly attractive kind of system for study by this technique, since
any atomic or molecular adsorbate that bonds preferentially at the base of the
step has atoms on the step face as nearest-neighbor forward scatterers in the
upstep direction.

The use of intramolecular forward scartering also appears to have several
advantages for determining molecular or fragment orientations on surfaces in
comparison to other techniques such as high-resolution electron energy loss
spectroscopy (EELs),” electron stimulated desorption-ion angular distributions
(esDiAD),* and NExars® ar sexars.'® [n geLs, the presence of a titled species can
be detected by which vibrational modes are excited, but estimating the magnitude
of the tilt is difficult.**" In gspiap, the ion angular distributions for bond tilts
away from normal can be significantly distorted by image forces and ion-
neutralization effects, "™ and tilts further away from normal than 25-30°
therefore cannot in practice be measured accurately, if at all. In Nexars™ and
SEXAFS,' the experimental intensities of different features vary only relatively
slowly with polarization, as sin’ @ or cos® e, if @ is the angle between the
radiation polarization and the appropriate molecular symmetry axis. In forward-
scattering XPD or AED, by contrast, it is the much narrower peak in the
scatiering amplitude |f| near 0° (cf. Fig. 2 and Fig. 8) that controls the precision
of orientation determinations, leading to FMWHs of 25-35° for all molecules
studied to date. Comparing these values 10 the eflective widths of sin” & ot cos® o
thus leads to the conclusion that forward scattering in XPD or AED should be
zbout 3—4 times more precise in determining bond directions. An additional
problem in NEXaFs is that a correct assignment of the peak(s) to be studied is
necessary,

We close this section by noting that scanned-energy photoclectron diffraction
Or ARFEFS also has been applied recently to the study of small-molecule fragments
such as formate (HCOQ) and methoxy {(CH,0} adsorbed on Cu (100). The lower
encrgies involved in this work imply that information on bond distances to
backscattering neighbors below the adsorbate are also derivable. Such studies are
dhucribcd in more detail in the chapter by Haase and Bradshaw in Volume 2 of
this set.



CHARLES S. FADLEY

_.. the Oxidation of Metals

e.1, Oxygen/Ni {001}

i have carried out 21 XPD/LEED investigation of the

interaction of oxXygen with Ni (001) over the broad exposure range from ¢(2 % 2}
O at 30 Langmuirs (L) 1o saturated oxide at 1200 L. Scanned-angle measurements
were performed with Al Ka radiation at 1486.6 eV for excitation. Although this
system has been cxtensively studied in the past by various structural and
spcclrosoopic probes,""” several questions remain as to the exact structures
formed. The combined use of XPD and LEED proves capable of answering several
of thesc, as well as pointing out some new features of XPD that should be
gencrally useful in surface-stacture studies.

For example, in Fig. 13a, we show azimuthal scans of O ls intensity at a
relatively high polaf angle 8 of 46° with respect to the surface for four oxygen
sures from the onsel of sharp ¢

expo (2 % 2) LEED spots (30L) to full oxide
saturation {1200L)- The experimental curves

Saiki and co-worke

are compared to SSC-SW calcula-
r in simple fourfold sites with a vertical oxygen

distance of z = 0.85 A above the first Ni layer (the by now generally accepted
structure), for two monolayers (ML) of NiO (001) with ideal long-range ordek,
and for two monolayers of NiO (111) with long-range order. The dominant peaks
atgp =0 and 90° for the highest TWo exposures of 150 L and 1200 L are correctly
predicted by theory and are duc to simple forward scattering of photoelectrons
emitted from oxygen atoms below the surface bY oxygen atoms situated in the
upper layers of the oxide, as indicated by the arTows in Fig. 13b. These peaks
furthermore persist as the strongest features down to 301, indicating very clearly
the existence of buried oxygen emitiers, probably in small nudlei of NiO (001},
over the full region of observation of the c(2 % 2) overlayer. The presence of
such oxide nuclei in varying degrees on Ni (003) surfaces prepared in different
laboratories is thus 2 Jikely cause of some of the previous coMroversy surrounding
the vertical positions of both ¢{2 x 2) and p(2 % 2) oxygen on this surtace,”™"’
but XPD provides a sensitive probe of the presence of any sort of buried species

via such forward-scattering cffects.

Comparing the 1200-L experimental curve and the theoretical curve for2 ML
of ideal Ni (001) in Fig. 13a for the region ncat ¢ = 45° shows qualitative
agreement as 10 the existence of a region of enhanced intensity for W< P <
60°, but disagreement s 10 exact fine structure, with theory showing 3 doublet
where experiment shows 2 single broad peak. However, anncaling this saturated
oxde to approximatcly 250°C for =10 minutes to increase its degree of
long-range order paraliel to the surface (as well as perhaps its thickness)” 18
found to yicld a significantly altered XPD curve, with a doublet centered at
¢ = 45° that is in very good agreement with theory for NiO (001}, as shown 10
the highes-resolution results of Fig- 14. It is atso striking that the anncaled oxide
overlayer shows much more fine structure and generally narrower featurss, even
though the dominant peaks in both the unanncaled and anncaled data are still
those for simple forward scattering along (101) directions (i.e., at ¥ 7 0° and

3 ML of ideal NiO (001} in Fig. 14 arc

90°). The theoretical curves for 2 ML or
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FIGURE 14. O 15 azimuthal XPD data from the satur-
ated oxide formed at 1200L exposure on Ni (001)
obtained at a high angular resclution of +1.5" with an
emission angle of 45° with respsct to the surface.
Experimental curves ars shown for both the ambient-

MHMN(MIJW(WZMLUSIL
thickness) or the (111) orientation (with 2 ML thickness).
(From Rel. 26.)
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also in remarkably good agreement with the annealed data, verifying that
annealing has produced a very highly ordered overlayer, and suggesting that the
unannealed oxide exhibits diffraction effects due to strain and disorder. .

The data shown in Fig. 14 are different from all results presented up to this
point in being obtained at a very high angular resolution of +1.5° or less; precise
angular resolution has in this case been obtained by using interchangeable tube
arrays of the proper length-to-diameter ratio, as discussed in detail by White er
al.*> Note the additional fine structure in the unannealed 1200-L curve of Fig. 14
as compared to that of Fig. 13a.

The bottom theoretical curves in Figs. 13a and 14 are for 2 ML of NiO (111),
an orientation of oxide growth which is also thought from LEED to coexist with
NiO (001) on this surface.”” The total lack of agreement of the NiO (111) curve
with experiment makes it clear that this is only a2 minority species affecting no
more than 5% of the NiO present.

In order to better understand the unannealed oxide data in Figs. 13a and 14,
we also show in Fig. 14 theoretical curves for smaller 35-atom and 5-atom clusters
of NiO (001). The previous calculations discussed involved much larger clusters
with about 100 atoms per layer to insure full convergence. The 35-atom cluster
includes atoms in about the first 1} unit cells around a given oxygen emitter; the
S-atom cluster is minimal and fepresents only nearest-neighbor and next-nearest-
neighbor scatterers. The results for the full 2-ML cluster and the 35-atom cluster
are found to be very close except for somewhat more fine structure in the
full-cluster curve. This is consistent with prior XPD studies which have concluded
that near-neighbor scatterers dominate in producing the observed patterns.
However, much better agreement with the unannealed oxide results is seen if
cither the first-layer oxygen atoms (but not the nickel atoms) in the 35-atom
cluster are relaxed upward by 0.2 A or the effective cluster size is reduced to five
atoms. Both of these models are consistent with a highly strained unannealed
oxide overlayer of (001) orientation in which the long-range order is severely
disturbed. The LEeD spots for NiO (001) in fact indicate a lattice expanded by
very nearly } relative to the underlying Ni (001) surface, as indicated schemati-
cally in Fig. 13b. Although these results do not permit choosing between these
two possibilities for stress relief in such a disordered system, they are significant
in that both the experimental and theoretical XPD curves are quite sensitive to
these more subtle deviations from an ideal NiO (001) overlayer with long-range
order. This suggests a broad range of applications of XPD or higher-energy AED
to studies of epitaxy and overlayer growth.

It is also significant in the comparisons of experimental data for annealed
oxide with theory for 2-3 ML of NiO (001) in Fig. 14 that the agreement
extends even to the overall degree of anisotropy, as judged again by Al/I,,.. The
theoretical anisotropies are only about 1.2-1.3 times those of experiment. As
noted previously, theory is in general expected to overestimate these ani-
sotropies, in some previous cases by as much as factors of 2-3. One important
reason for this kind of discrepancy is the lack of allowance in the calculations for
atoms bound at various defect or impurity sites along or below the surface, as
these are expected to produce a rather diffuse background of intensity, thus
lowering the overall anisotropy. However, for the present case, the very good
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agrecment suggests that the annealed oxide overlayer consists of oxygen atoms
that are almost completely bound in a highly ordered NiQ (001) structure.

At lower exposures, XPD has also been used to determine the _c(z % 2)
oxygen strucrure on Ni (001).% The high 8 values of Figs. 13 and 14 minimize 1he
effects of any forward-scatiering events in emission from oxygen in the ¢(2 x 2)
overlayer {ci. Fig. 2), so that the 30-L curves here are dominated by the
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FIGURE 15, (a) Grazing-emission O 15 azimuthal data from o2 x 2} O on Ni {001) a1 & = & The
experimental dala are compared 1o SSC-SW curves for four possibla fourtold-hollow  €(2 7;211
structures, including the pseudobridge geometry of Ref. 88. (6} As i (a), bt for @ = 11°. (From Rel.
26)
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presence of a certain fraction of buried oxygen, probably in oxide _nuclci.
However, at very low takeoff angles with respect to the surface of approximately
g-15°, forward elastic scattering from adsorbed oxygen becomes much stronger,
and the signal from buried oxygen is also suppressed by enhanced inclastic
scattering.” Thus, the diffraction patterns at such low 8 values are expected to be
mote strongly associated with overlayer effects.

Figure 15 shows such experimental and theoretical results for two repre-
sentative 8 values, 8° and 11,° of the four angles studied {data were also obtained
for 14* and 17°), Experiment is here compared with SSC-SW theoretical curves
for four possible ¢(2 % 2) structures: in-plane fourfold bonding (z = 0.0 A)
slightly-above-plane fourfold bonding (z = 0.2 A); the ventical distance in four-
fold bonding yielding the empirical best fit to experiment at that € value as
judged both visually and by R factors;** and the so<alled pscudobridge
geometry suggested by Demuth ef al. on the basis of a LEED analy.\sis.'m For this
last geometry, z = 0.8 A and the oxygen atoms are offset horizontally by 0.3 Ain
the fourfold hollow toward any of the four symmetry-equivalent {110) directions. ’

In Fig. 15a for 8 = 8°, it is very clear that ¢(2 x 2) oxygen does not
occupy & position in the 0.0-to-0.2-A range, aithough centain prior studies have
suggested this as the most likely bonding position *¥ Simple fourfold bonding at
z=080A, by contrast, yields excellent agreement with experiment, with all
observed features being present in the theoretical curve. The only points -of
disagreement are the relative intensity of the weak doublets centered at ¢ = 0°
and 90°, which is too strong in theory; and the degree of anisotropy A{/[.,.,
which is predicted 1o be too high by approximately a factor of 2.6. The latter
discrepancy could be due to a significant fraction of oxygen atoms occupying
defect or burnied sites, €.g., in the oxide nuciei mentioned previously. Also, for
such a low takeoff angle that begins to be within the forward scattering cone at
this kinetic energy (=934 ¢V), there may be some defocusing and reduction
of peak heights due to multiple scaticring effects; in fact, ¢ = 0° and 90°
are the directions of nearest-neighbor oxygen scatterers in the ¢(2 % 2) structure,
as shown in Fig. 16a. The pscudobridge geometry does not fit expen-
ment as well, since the relative intensity of the doublet centered at ¢ = 45° is
too high.

In Fig. 15b, for & = 11°, the two geometries close 10 being in plane again do
not agree at all with experiment, which is very well described by simple fourfold
bonding at an optimum z of 0.70 A. The pseudobridge geometry in this case also
differs considerably from experiment as to the shape of the two main peaks.
When these results are combined with those at the other two @ values studied,? it
can overall be concluded that ¢(2 X 2) axygen does not bond in either simple
fourfold positions at 0.0 < z < 0.3 A or in the pseudobridge geometry, but does
occupy simple fourfold positions at z = 0.80 + 0.10 A. This choice of structure is
also confirmed by an R-factor comparison of experiment and various theoretical
curves. The z distance found here also agrees very well with several more recent
structural studies of this system %7

A final point in connection with the results of Fig 15 is that, in order for
theory 1o adequately reflect all of the fine structure seen in expenment, the
cluster used in the calculations must include all O and Ni atoms within the frst
few layers of the surface {adsorbate plus two layers of Ni) and out to a relatively

]
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large radius of about 20 A from the emitter. The rate of convergence with cluster
size is illustrated in Fig. 16. Due to the rotational symmetry 9[ tl}c surface,
calculations need be performed only over the 45° wedge mdxc_ated in Fig. 16a, but
it is important 10 include sufficient atoms at the edge of this wed_gc. It is clear
from the diffraction curves in Fig. 16b that going out to only 10 A in r:adius does
not yield the correct diffraction fine structure. This indicates sensitivity in forward
scatiering at grazing emission lo well beyond the first 3-5 spheres of neighbors.
The effective diameter of the cluster is thus about 40 A.

Thus, these results for a prototypical surface oxidation over a broad exposurc
range, from ordered overlayers at partial monolayer coverage (0 saturated oxide,
indicate several very useful types of structural information th?t can be derived
from XPD (or by implication also by high-energy AED) in conjunction with $SC
calculations.
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4.2.2. Sulfur/Ni (001)

The sulfur/Ni (001} system has been much used as a test case for
surface-structure techniques because it represents a rather unique example of a
system for which there is a general consensus on a structure: the ¢(2 x 2)
sulfur overlayer is bound with atomic § in fourfold sites at a distance z of
1.3-1.4 A above the first Ni planc.” Several photoelectron diffraction studies
have been made of this system,'*!>¥2' 2% including both scanned-angle and
scanned-energy measurements, and we will consider a few of these.

Higher-cnergy scanned-angle XPD measurements have been made for this
system by Connelly er al. (Fig. 44 in Ref. 9), and experimental azimuthal scans of
§ 2p emission at grazing takeoff angles are found to be in good agreement with
SSC-PW calculations for the known structure. However, for a structure with this
high a distance above the Ni surface, the effects of forward scattering become
weaker, since the scattering angle from any near-neighbor Ni atom becomes
larger. For example, for the Ni nearest neighbors in the fourfold hollow, a very
low emission angle of 5° with respect to the surface still corresponds to a
minimum scattering angle of approximately 43° that is well outside of the forward
scattering cone at high energy (cf. Fig. 2). Thus, the strongest coatribution to
azimuthal anisotropy is scatiering from the other (coplanar) § adscrbate atoms,
for which the scattering angle is simply the emission angle with respect to the
surface. The sensitivity of such XPD measurements to the vertical S~Ni distance
is thus expected to be lower than for more nearly in-plane or below-plane
adsorption, and it has been questioned as to whether such measurements will be
sensitive enough to determine structures for any ddsorbate sitting well above the
surface.” Several possibilities appear to exist for improving the positional
sensitivity for such cases: working at higher angular resolutions and taking
advantage of additional diffraction fine structure, using lower energies for which
large-angle and backscattering are stronger, and/or using special polarization
geometries 10 enhance certain substrate scatterers. Some of these possibilities
thus involve synchrotron radiation, and we consider now their application to the
S/Ni case in both the scanned-angle and scanned-energy modes.

We first look at the influence of higher angular resolution. § 2p azimuthal
XPD data at a polar angle of 13° obtained by Saiki er al.'® with a high angular
resolution of about £1.0° are shown in Fig. 17. The data were obtained in scans
over 100° in ¢ and then mirror-averaged across {110] to improve statistical
accuracy, but all of the features shown were reproduced in the full scan. These
results exhibit considerably more fine structure than similar data obtained with z
13.0° resolution, and the anisotropy is found to g0 up from 31% 1o a very high
40% with increased resolution. Also, when these data are compared with the
SSC~-SW curves shown in this figure for different z positions of S above the
fourfold hollow, they exhibit a high sensitivity to position. A more quantitative
anzlysis of these high-resolution results by Saiki ef al.'™ using R factors for
mparing experiment and theory®™ in fact yields a z vaiue of 1.39 A for this
structure that is in excellent agreement with prior work. This analysis furthermore
permits estimating the first nickel-nickel interplanar distance (dy;), which is
found to be expanded to about 1.86 A from the bulk value of 1.76 A Thus, there
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is considerable potential in using high-encrgy measurements wi.th high angular
resolution, even for adsorption at large z distances above approximately ‘.l_.OA.
Going to lower energies with synchrotron radiation in such azimuthal
measurements also has potential for such studies. We show in Fig. 18 results for §
15 emission from the ¢(2 % 2)S overlayer on Ni (001} obtained by Orders e al '™
Here, the experimental geometry was chosen so that the polarization vector
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was directed rather precisely loward nearest-neighbor Ni atoms for certain
azimuthal positions in a ¢ scan. Backscattering from this type of Ni atom should
also be rather strong at the photoelecuiron energy of 282 eV chosen (cf. Fig. 2)
This energy is nonetheless high enough that a single-scattering model should still
be reasonably quantitative. The experimental data is here compared with
SSC-PW aalculations for three different bonding sites (bridge, atop, and
fourfold) with reasonable S-Ni bond distances, and the correct fourfold site is
clearly in better agreement with experiment. The agreement is also significantly
improved if a more accurate allowance for correlated vibrations is included in the
$SC calculations, as shown by the dashed—dotted curve '™

However, a note of caution is in order conceming the use of different
polarization orientations, since experimental and theoretical work on 5/Ni by
Sinkovic ef al."™ indicates that a geometry in which the polarization is nearly
perpendicular to the electron emission direction (instead of parallel, as in Fig. 18)
increases the importance of multiple-scattering events and causes more significant
deviations from a simple theoretical model. This is thought to occur through a
weakening of that portion of the photoelectron wave emitted directly in the
detection direction in comparison to the various scattered waves that can interfere
with it, The intensity distribution is thus produced by the interference of direct
and scattered waves that are all of the same magnitude, a situdtion rather like
that in LEED where all contributions to intensity are those due to relatively weak
backscattering; thus, MS effects might be expected 1o be more imporntant. In most
photoclectron and Auger experiments, the direct-wave amplitudes are stronger
than those of the scattered waves, and it can be argued that this is a fundamental
reason for the higher degree of applicability of a single-scattering approach.

Finally, we consider scanned-energy or arpEFs measurements on S/Ni (001)
of the type pioncered by Shirley and co-workers ®** In this type of experiment,
an adsorbate core intensity is measured as a function of Av in a fixed 8, ¢
geometry, and the resulting exars-like oscillations are analyzed in order to derive
the adsorbate position. The data are usually analyzed as a normalized y(E) or
x(k) function. Figure 19 shows typical expenimental data of this type in a
normal-emission geometry, for S Is emission from c(2 x 2} S/Ni (001).%
Allowance has been made here for the interference between the S Auger peak at
155-160eV aed the S s photoelectron peak. These results are compared to both
MSC-SW calculations by Barton and Shirley™ in Fig. 19a and SSC-SW
calculations by Sagurton ef al.” in Fig. 19b. The agreement is very good for both
sets of theoretical curves, provided that the first nickel—nickel interlayer distance
(dy;) is relaxed outward from the bulk value of 1.76 A to 1.84 A (ctf. the two
theory curves in Fig. 19b). This interlayer relaxation, as first pointed out by
Barton and Shirley, thus dlustrates the high sensitivity of photoelectron
diffraction to subtle structural changes on the order of 0.10 A or less.

It is also clear from this figure and other work on the $/Ni system® 2 that
both the single-scattering and multiple-scattering approaches describe the ex-
perimental results well and that they aiso lead 1o very similar structural
conclusions, with only the perpendicular distance tor § being different by 0.05 A
bc‘twecn the two analyses. Thus, aithough the MSC-SW approach is certzinly in
principle more accurate and does lead to y(k) amplitudes in better agreement

o/
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with experiment, the SSC-SW method appears capable of a usefully quantitative
description of the observed oscillations and fine structure.

Another aspect of this analysis noted by Barton and Shirley™ is that
nearest-neighbor backscattering foliowed by emitter forward scattering {cf. Fig.
3b-i) can be an important factor in producing the full amplitude of the ARreFs
oscillations at low energies. This may be the reason why the single-scattering
curves in Fig. 19b have lower amplitudes, although a different allowance for
vibrational effects also could play a role.?

An additional uscful aspect of such arpers data is in being able to Fourier
transform x(k} curves 10 yield peaks which are for some (but not necessarily all}
of the strongest scatterers rather directly related to interatomic distances via {hc
path-length difference and the scattering angle [cf. Fq. (10)]. The degrec to whlg':
Fourier transforms can be used in this way is discussed in detail elsewhere.”
However, arPErs Fourier transforms (FTs) need not be as simply associated wit_h
certain spheres of neighbors as are those of ExaFs and sexars; the reason for this
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is the potentially large number of scattering events and various pos.zsliblc scattering
angles that can be associated with a given region in the transform. Nonc:helf:ss,
such FTs have been used to rule out certain structures as part of a more detailed
structure determination; we consider such an example in the next section.

4.2.3. Sulfur/Cr (001)

We now tum fo & recent study of ¢{2 x 2) S/Cr (001) by Terminello ef al.®
that serves to represent a state-of-the-art analysis of scanned-energy or ARPEFS
data. In this work, $ ls intensities were scanned as a function of energy up 1o
about 475¢V above threshold; two different emission directions were studied;
[001] and [011}, with polarizations oriented in general along the emission
direction {35° off normal toward [011] for [001] emission and along [011] for [011]
emission). Special care was taken to avoid spurious energy-dependent effects in
the measuring of intensities, with normalization being needed for both the
incident photon flux and the transmission function of the electron-energy
analyzer. As for S/Ni (001), the interference between the S5 Auger peak at
155-160eV and the S 1y photoelectron peak was allowed for by carefully
subtracting out the former. Fourier transforms of the data were made, with the
inner potential being treated as an adjustable parameter and the y(k) data being
multiplied by a Gaussian window function to reduce ringing effects in the final
FTs. The strongest peaks in these transforms were then taken to be semiquantita-
tively indicative of certain ncar-neighbor path-length differences; this analysis
thus implicitdy assumes that the single-scattering Eq. (10) represents a good
first-order description of the diffraction and that there are no significant
interferences between the effects of different near-neighbor scatterers. The
approximate geometric information from the FT peak positions was found to
point to the fourfold-hollow site as the adsorption position.

The final quantitative determination of the site type and the structure was
made by directly comparing the experimental x(k)} curves {Fourer filtered to
remove effects due to path-length differences beyond about 20 A) with multiple-
scattering cluster calculations using spherical-wave scattering. As one example of
these results, Fig. 20a compares experimental curves along the two directions
with curves calculated for S adsorbed on three types of sites. It is very clear here
that the fit is best for the fourfold site (cf. similar comparison for the
scanned-angle S/Ni results in Fig. 18).

Pursuing the fourfold site further by means of an R-factor comparison of
experiment and MSC-SW theory, the authors derive a geometry that includes a
determination of $-Cr distances down to the fifth layer of the substrate. Some of
the results of this R-factor analysis are shown in Fig. 21. It is interesting here that
the two sets of data for emission along [001} and [011] azimuths and with
polarization nearly parallel 1o each emission direction are complementary in their
sensitivities to different structural parameters. The j001] resufts are muck more
sensitive to the Cry-atop position because strong single and multiple backscatter-
ing can be involved (cf. Fig. 3b-i). By contrast, the [011) data is much more
sensitive to the Crjopen position for the same reason. The polarization
Crientations enhance these effects by preferentially directing the initial photo-
electron wave foward these scatterers (cf. Fig. 3a). The final results of this
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R-factor analysis show an 8% reduction of the mean separation of th.c. first and
second Cr layers (compare the 3% expansion in similar S/Ni results in Fig. _19)
and further suggest a slight corrugation of the second layer and a slight expansngn
of the scparation of the second and third layers, although the latter are not fully
conclusive within the error limits of 0.02-0.03 A estimated by the authors.
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A further important point made in this work is that the x(&) curves exhibit
fine structure associated with path-length differences out to about 20 A. Such fine
structure in areers data and the need to use rather large clusters of up 50-100
atoms to adequately model 5/Ni data have also been discussed previously (see
Fig. 19 and Ref. 21). The work by Terminello et af. shows this explicitly by
comparing expermental y(k) curves for S/Cr with MSC-SW curves that have

23
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been cut off at both 10A and 20 A total scattering lengths; these results are
presented in Fig. 20b, where it is clear that the fine structure in experiment is
better modeled by the 20-A curve, especially for wave vectors above about 7 A-!,
This sensitivity permitted a final determination of Cr layer spacings down to that
between the fourth and fifth layers, although the accuracy decieases from an
estimated +0.02-0.03 A for the first three spacings to £0.07A for the founh
spacing measured. It is, finally, worth noting that the approximately 20 A limit
noted here is in the same range as that found in the higher-energy scanned-angle
O/Ni results presented in Fig. 16. Thus, both methods seem to have similar
sensitivity 1o more-distant neighbors.

This work demonstrates the full power of the scanned-energy approach,
provided that the initial intensities are measured carefully and that the finat
results are analyzed by means of a quantitative comparison of experimental y(k)
curves with calculations for a range of choices of geometrical parameters. A very
similar analysis has been carried out for the system ¢{2 X 2) §/Fe (001) by
Zhang ef al.'™ Although much more time-consuming multiple-scattering caleula-
tions were used for all of the geometries tried in these cases, it should be possible
in general to do a much more rapid scarch for promising geometries in single
scattering, with only fine tuning of the parameters then being required in multiple
scattering.

4.3. Epitaxial Oxide, Metal, and Semiconductor Overlayers

4.3.1. NiO/Ni (001)

Although the case of NiO grown on Ni (001) considered in the previous
section does not represent perfect epitaxy, the degree of agreement between
experiment at 12001 and theory in Figs. 132 and 14 clearly shows that the
predominant form of NiO present is of (001} oricntation. Certain structural
conclusions concerning the form of this oxide and its degree of long-range order
before and after annealing have also been made (section 4.2.1 and Refs. 26b,c).
An analysis of the Lesp spot patterns (including a splitting of the NiO (001)
spots and corresponding XPD data in fact suggests a two-dimensional super-
lattice growth of Ni©O (001) with a lattice constant expanded by exactly § with
respect to the underfying Ni substrate (¢f. Fig. 13b). Although LEED patterns for
the unannealed oxide also exhibit a 12-spot ring throught to be due to NiO
{111),” the XPD results of Figs. 132 and 14 indicate that it is at most 2 minority
species of the total NiD present, since NiO (111) would produce 12-foid
symmetric XPD patterns (bottom theory curves in Figs. 13a and 14) that are not
scen experimentally. This example thus indicates a very useful sensitivity of
high-energy XPD to the orientation of an epitaxial overlayer and its degree of
short-range order under various conditions of annealing and deposition.

4.3.2. Cu/Ni (001) and Fe/Cu (001)

We now consider two very different limits of metal-on-metal epitaxial growth
taken from some of the first experimental studies in this field, those by Egeibofl
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and co-workers and Chambers and co-workers: pseudomaorphic epitaxial growth
of Cu on Ni''“'® and island formation by Fe on Cu (001).'™

Figure 22 illustrates high-energy AED for the first case of Cu on Ni (001).
The different near-neighbor forward scattering events aliowed as each new Cu
layer is added arte illustrated by the arrows in Fig. 22a. In Fig. 22b, experimental
data from Egelhofi*' are compared to theoretical SSC-PW curves from Bullock
and Fadiey.” In Fig. 22¢, some of the same experimental data are compared to
very recent multiple-scatiering calculations by Xu and van Hove.™

In Fig. 22b, the relatively abrupt appearance at certain overlayer thicknesses
of forward-scattering features such as those at 8 = 45° and 90° (normal emission)
can be used as a direct measure of the number of overlayers in the range of about
0-3 ML. Comparison with Fig. 22a also shows that the appearance of each of
these two peaks corresponds to the onset of forward scattering by the two nearest
neighbars encountered in this polar scan from (100] to [001]. The simple origin of
these two peaks has also been directly verified by comparing SSC calculations
with and without these important scatterers present.”! )

Thus, simple forward scatiering peaks from nearest and nexi-nearest
neighbors are very useful in studies of epitaxy, as we have also discussed for the
oxide case in the last section. However, the interpretation of weaker features
such as those at ¢ = 20° and 70° in Fig. 22b need not be so simple. Calculations
with various atoms removed from the cluster show that these have more complex
ofigins which require at least a full SSC calculation for their explanation.” For
example, the peak near 70° is a superposition of simple forward scattering by
atoms along [103] and (102] and, more importantly, first-order effects (cf. the
inset of Fig. 8) from the atoms along [001] and (101]. Thus, for atoms that are
further away than the first three or four spheres of neighbors, a mixed origin
in forward scattenng and higher-order interference effects is generally to be
expected. This conclusion has also been confirmed in a recent apalysis by
Osterwalder ef al.** of an extensive sct of high-resolution Ni 2p,,; data from bulk
Ni (001} that we discuss further in section 5.1.

Figure 22a also makes it clear that, in pseudomorphic growth with the lateral
lattice constants locked to those of Ni, the vertical spacing of the Cu layers will
determine the @ position of the peak near 45°. A %1° change in this peak position
from 45° would correspond (0 a £0.12-A change in the vertica! lattice parameter
or a +0.06-A change in the interplanar spacing. This seasitivity has in fact
recently been used by Chambers er al.'™® to measure the degree of outward
vertical relaxation in thin Cu overlayers on Ni (001). It should thus be possible 10
mcasure interlayer spacings with accuracies of berter than 0.1 A in this way?-"*7?
although doing some sort of theoretical modeling at least at the SSC-PW or
SSC-SW level (as Chambers er al. have done'?) is advisable to verify peak
origins, shapes, and predicted shifts with relaxation. Using higher angular
resolution also should be beneficial for such studies by making it possible to
determinc forward-scattering peak positions more precisely.

~ The main point of discrepancy between experiment and SSC-PW theory in
Fig. 22b is that the peak for forward scattering along the nearest-nzighbor [101]
direction has a relative intensity too high for thicker overlayers by about a factor
of about 2. As-expected from the prior discussion of Fig. 5, using spherical-wave



{a) P!“E'l hed ozl |44

7is" a3ar

45 (201

CHARLES S. FADLEY

[epraxiar coonni 00N

e Enpt. (Egathod(}
5\ —-=~Theory: S5C-PW

£ 9N7eV

H

(b) th.l'-‘l-: Aosp Frrc

=)

Cup3d3d AUGER INTENSITY —=

Lo1a P B ad

oo Py (o] feaes ko] 8—

poil _ fozfey _feor
—r u A 3
f-E,,-smv L 3
>1{ (e} i W ML Cu
= ]
2| I
w g
5 =
S| —Em I Y
- - -
'?{‘ i Ew N N
- - p A3l
F T 4;.5’. P
§—

IACRNCY-
18105020 LAYERS Co

RN ——

N, [DON)
(00} — SUBSTRATE

FIGUAE 22 (a) Diustration of possible near-neighbor
forward scatiering avents in the [001}-{100] plane for
Cu grown in pseudomarphic epitaxy on ] (001)._Only
mealcs‘mdso’uﬂullyexplainedbynm
one-event inlerpretation suggested here. {b) Experi-
mantal Cu Auger polar scans at 917 eV {from Flet. '!1)
are compared to SSC-FW calwlam for smessnwm
layers of epitaxial growth of Cu on N} (001_) (fr_om t.
Ti). NMJgthuLmnwnte(\sﬂysnm
tored here, very similar results are obtained frorm *
Cu 3p photoelectron intensity. {c) The same ex
perimental data are compared 10 multiple-scattenng
duster calkculations. (From Rel. 73.)

PHOTOELECTRON DIFFRACTION AND AUGER ELECTRON DIFFRACTION 469

scattering in the SSC model is found 1o significantly improve agreement for this
relative intensity by reducing it to about 3 of the magnitudes seen in Fig. 22b for
thicknesses >3.0 ML*®; it is nonetheless still oo high by 1.3-1.5 fimes in
comparison with experiment. The remaining discrepancy is due to multiple
scattering effects, and the calculations of Fig. 22¢ include the additional
defocusing of intensity along the [101] direction. Much more quantitative
agreement with experiment is obtained here. However, even though certain
forward-scattering peaks may have their relative intensities decreased by multiple
scattering, it should nonctheless still be possible to use the peaks along [001] and
(101] in the simple way described in the preceding paragraphs to monitor
overlayer thicknesses and determine interlayer relaxations.”™

A more recent paper by Egelhoff'™ has also looked experimentally at a
single pseudomorphic Cu (001) layer on Ni (001) buried under various numbers
of Ni (001} overlayers. In this work, the attenuation and broadening of certain
features with increasing layer thickness is interpreted as evidence of stronger
multiple-scattering effects in emission from greater depths. Although the defocus-
ing effects seen in the MS results of Fig. 6 make this a plausible conclusion,
Herman er al.'™ have made 55C-SW predictions for the cases studied, and these
are found to show very similar attenuation to the experimental data. As one
example of this comparison of experiment and SSC_SW theory, Fig. 23 shows
1esults for the 917 Auger peak; the experimental data have been corrected for the
f-dependent instrument response by dividing by the curve for a single Cu
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onentation. {From Rel. 103) (&) Theoretical calculations within the SS5C-SW approximation of the
results in (a), including curves for other ovenayer thicknesses. {From Rel. 105}
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monolayer with no overlying Ni (shown as “0ML"). Although the rclative
intensity of the peak at 45° compared to that at 90° is again predicted in theory to
be too high, the trends in experiment as the Ni overlayer is increased in thickness
are sutprisingly well reproduced by the SSC calculations. In particular, the
change in the absolute intensity of the peak at 45° with thickness is weli
reproduced by the calculations, and its final broadening cut and diminution of
importance in comparison to the peak at 90° is alsp correctly predicted.
Discrepancies noted are that the broad, flat feature seen in experiment at about
70¢ is not fully developed in the single scattering theory and that an initial
narrowing of the peak along 45° that may be due to multiple-scattering effects (cf.
the discussion of Fig. 6 and Fig. 22¢) is not seen. Experimental errors of as much
as +10-20% in measuring the number of monolayers (cf. calculated curves at
other thicknesses), as well as the possible presence of defects in the growing Ni
layer,'™* could also affect the agreement between experiment and theory. More
recent multiple-scattering calculations for this buried-monolayer system by Xu
and van Hove™ and by Kaduwela er al.* yield a more quantitative description of
the decrease in intensity of the peak at @ = 45°, although the experimental
overlayer thicknesses have to be decreased by from 0.6 1o 1.5ML in the
calculations to yield optimum agreement. However, on going to thicker over-
layers on the order of ten layers, there is still a stronger peak in MS theory than
in experiment near 8 = 70°.

Thus, although such a deeply imbedded emitter layer clearly represents an
extreme case of the type shown in Fig. 3b-ii, for which multiple-scattering effects
ought to be maximized, the case for these data definitely exhibiting such effects is
not as strong as might be expected, and the 55C approach still yields at least a
semiquantitative description of the data.

A final note of caution in connection with this study'® concerns the ides that
classical trajectories can be used to predict when and how multiple scattering will
be important in AED or XPD. Although classical arguments can be didactically
useful once the correct answer is known, taking them further seems to be very
nisky, particularly when the gquite simple and wave-mechanical SSC model is
already available for comparisons to experiment and to more-accurate calcula-
tions including higher-order multiple scattering.

We now turn to the second system: Fe/Cu (001) as studied by Chambers,
Wagener, and Weaver™* and by Steigerwald and Egelhoff.'™® Figure 24 shows a
similar set of AED data from the latier study for the case of Fe deposited on Cu
(001) at ambient temperature and comparces it to results like those in Fig. 22b.
It is striking here that coverages of one monolayer or less (even down to 0.1 ML)
already exhibit the strong forward-scattering peak at 45° characteristic of fcc Fe in
islands or clusters at least two layers thick, as well as the beginning of the peak
along the surface normal assocated with three-layer structures. In fact, the 1-ML
Fe curve looks very similar to that for 3.3 ML of pseudomorphic Cu in Fig. 22b.
These results’™® and a more detailed set of polar and azimuthal data discussed by
Chambers er al.’™* thus show that at least the first onc or two layers of Fe grown
under these conditions have a strong tendency to agglomerate on Cu (001}, @
conclusion that has important implications for the magnetic properties of such
overlayers.,'™ This work nicely demonstrates the general usefulness of such
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scanned-angle measurements for detecting the presence of island or cluster
formation, as discussed further in section 4.5.

4.3.3. Fe/GaAs (001)

We now consider another example from the work of Chambers er al. ' jp
which Auger electron diffraction has been applied to the growth of epitaxial
layers of Fe on GaAs (001). This system has been studied extensively because of
its interesting magnelic anisotropies in the surface plane, as first discussed by
Krebs, Jonker, and Prinz.'® It is complicated by the fact that outward diffusion of
As is thought to occur, even though at the same time the Fe atoms appear in LEED
to be growing in (001} epitaxy. A polar scan in the [100] azimuth of the
LM, sM, s Fe Auger peak at approximately 710eV kinetic energy provides
further information on how this might be occurring, as illustrated in Fig. 25.
Here, the experimental AED curve of Chambers er af. for a 10-ML Fe overlayer
on GaAs is compared 10 an analogous experimental Fe 2p,, XPD curve for a
clean bcc Fe (001) surface due to Herman er al.'™; the XPD peak furthermore
has a kinetic energy of about 780 eV, very close to that of the Auger peak, so that
the two diffraction patterns would be expecied to be very similar for a given
erystal structure. In fact, the two experimental curves are very different, with the
bcc Fe (001) showing a much lower intensity for the peak atong [101] and
different fine structure at polar angles of about 15-30° and 60-75°.

Also shown in Fig. 25 are SSC-PW theoretical curves for three overlayer
cTystal structures: bec Fe with @ = 2.82 A [the bulk-lattice constant which also
gives a very good match to the GaAs (001)], primitive cubic (pc) Fe with
a = 282A, and fec Fe with a = 2.82 A. It is clear that the fee caleulation gives
the best agreement with the Fe/GaAs experimental data as to both the refative
intensity of the [101) peak and the fine structure. The calculations for the other
h'vo structures seriously underestimate the intensity of the peak along the [101]
directian. The bee calculation also agrees best with the XPD curve from clean Fe
(001), particularly as to the relative intensities of the weaker features from
€ = 15° to 75°, even if all of the fine structure is not correctly predicted. All
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calculations predict a strong peak along the normal or [001] direction; this is due
to forward scattering from atoms with a closest spacing of 1.000a for all three
structures. Along the [101] direction, by contrast, the fec structure has nearest-
neighbor scatterers at a distance of 2/V2 = 0.707a (cf. Fig. 22a) whereas, in the
bee and pc structures, the nearest scatterers are twice that distance away at
V2a = 1.414a. This explains the stronges forward-scattering peak along {101] in
the fee theory.

The combined experimental and theoretical results in Fig. 25 thus suggest
that the local structure in Fe/GaAs has scatterers that are at the fec positions.
These results have been explained by the interesting proposal'?® that the
outward-diffusing As atoms occupy the face-centered positions in a bec Fe lattice
so as to yield an overall AED patiern that is essentially foc in nature. Although
Fe and As are slightly separated in atomic number (26 and 33, respectively) so
that the all-Fe calculations of Fig. 25 are not in that case strictly correct, the
forward-scattering strength that is dominant at these energies is not a strong
function of atomic number (but rather of atomic size, as noted in section 3.1.3),
and thus these theoretical simulations should be reasonably accurate for the
hypothesized structure as well.

This work thus illustrates another aspect of higher-energy AED and XPD
that should be generally useful ‘in studying the detailed structures of complex
epitaxial overlayers that may have impurities present, such as atoms diffusing
outward from the substrate or inward from the surface. An obvious complemen-
tary and useful type of data that could be derived for such a system would be to
look at the AED or the XPD of the impurity. For the example of Fe/GaAs, if the
hypothesized structure is correct, As also should show an fee type of diffraction
pattern, although perhaps weaker or with less fine structure if it is preferentially
segregated to the surface of the Fe overlayer. Another recent example of this
type is 2 combined AED/XPD study of dopant P and $b atoms in Ge epitaxial
layers on GaAs (001) by Chambers and Irwin;'™ here P was found to occupy
lattice sites, whereas Sb was segregated 1o the surface,

4.34. Hg,_.Cd, Te (111)

As a final example of an epitaxial system, we consider a recent scanned-angle
XPD study by Granozi, Herman e al'® of Hg,_,Cd,Te(il1) grown by
liquid-phase epitaxy. This sample underwent transport at atmospheric pressurc
before being studied and was minimally ion-bombarded so as to remove a thin
oxide layer from the sucface. It was not subjected to bakeout or annealing after
ion bombardment, to avoid depleting Hg from the surface region. At the time of
measutement, the value of x was approximately 0.4. In spite of the less-than-ideal
surface expected to remain after such a treatment, XPD modulations of
Allf,.,. = 15-25% were seen in all of the major photoelectron peaks observable
(Hg4f;, at a kinetic energy of 1383¢V, Cdd,, at 1078 eV, and Te 3ds, at
910 £V). Qualitatively comparing Hg, Cd, and Te diffractions curves immediately

indicated that the Hg and Cd atoms were occupying similar lattice sites, as
expected.
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As another more subtie structural problem resolvable from this data, the
question of the nature of the termination of the surface also was addressed. That
is, was the surface terminated prefereatially with double layers having cationic Cd
{or Hg) on top and anionic Te on the bottom (termed Modcl A) or with the
reverse (termed Model B)? Comparing the azimuthal XPD patterns for Cd and
Te obtained at several polar angles with SSC-SW calculations for both Models 4
and B permits determining the dominant type of termination, even for a surface
that probably has a reasonable amount of damage on it. Some of this data is
shown in Fig. 26, where Cd emission at 8 = 19° and 35° (both chosen 1o pass
through near-neighbor scattering directions) is considered. It is clear that, for
both angles of emission, the agreement between experiment and theory as to both
visual fit and R factor™ is much better for a Model A termination; peak relative
intensities, positions, and fine structure are much better predicted. Similar
conclusions can be drawn from analogous Te azimuthal scans.

As one further aspect of this study, we consider the forward scattering origin
of the various major peaks observed in Fig. 26 with the aid of Fig. 27, which
indicates the several near-neighbor forward-scattering events possible in a surface
terminated as in Model A. For the data at @ = 19°, the effects of the event
tabelled as 6 = 19°, ¢ = 0° are clear in both experiment and theory. For the data
at @ = 35%, the principal peaks are due 1o events of the types labelled 8 = 35°,
¢ = 60° and 8 = 30°, ¢ = 30°, 90°,

The analogous Te curves at these polar angles are very different from those
of Cd in both experiment and theory, with péak shifts and relative intensity
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FIGURE 27. Perspeciive view of the unreconstructed {111} surace of Hg,..Cd.Te{111) in the
Maodel A surlace termination of Fig. 26, with the 8, ¢ coordinates of vanous near-neighbor/low-index
directions along which forward scatiering might be expected to be sirong. These directions would be
the same for the unreconstructed (111) surfaces of any material with the zinchilende or diamond
svucture, &s will be usad later in discussing Fig, 36.

changes. In particular, the peaks at 8 = 35°, ¢ = 30,° and 90° for Cd disappear
in Te and are replaced by 1wo weaker features at @ = 35°, ¢ = 38 and 80°, This
is easily explained, since Fig. 27 shows that, in an A-type termination, the peaks
that disappear are only strong forward-scattering events in the first double layer
for Cd emission; thus, they are not expected to be seen for Te.

Inspection of other azimuthal data of this type shows that most of the sirong
{eatures can be assigned an origin in the various simple near-neighbor forward-
scattering effects illustrated in Fig. 27, although it is again important to realize
that higher-order interference effects can significantly influence the intensities due
to forward scattering by atoms further from the emitter (cf. the discussion of Fig.
22 and, below, Figs. 37 and 38).

This study thus illustrates the further use of higher-energy XPD for epitaxial
systems, for which bonding sites of substitutional atoms and the type of surface
termination of a compound semiconductor can be determined.

4.3.5. Diffraction Effects in Quantitative Analysis and Photoelectron-detected
EXAFS

We conclude this discussion of epitaxial syélcms with two notes of caution
concerning the strong diffraction effects that are expected in either photoclectron
or Auger emission from well-ordered lattices.

Diffraction Effects Must Be Carefully Allowed for in Any Attempt to Do
Quantitative Analyses of Surface Composition. Methods of comrecting for such
cHects have been considered by both Connelly ef al., for simple adsorption on a
metal,'” and more recently for semiconductor surfaces by Ainot ef al.''® Not
adequately dllowing for such effects can lead to errors of as high as +50% in
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ichi tries! Some of the methods for such corrections are
::::'sa';fl: Os:r:;c?f;g';cc:ion curves oblained in more than oncﬁic‘ujlar or a_zimuu_1a|
scan, taking advantage of the crystal-strucufrc syfnrnet.ry to scans in wl.“c-h
different constituents will have nearly identu?al dtffractlfbn patlems‘(c.g_, this is
passible in the zincblende structure*'?), or using theoretical calculations to try to
determine directions in which diffraction effects can bc negiccted.

By contrast, a potentially uscful aspect of dlﬁr?cuo.n effects g;:r surface
analysis is in monitoring intensities along different dlrccuor:’s as ad ‘gctmn of
coverage during epitaxial growth, as suggested by Idzerda e .h Mode|
calculations of such curves in the SSC-PW model suggest that it should be
possible to resolve the completion of the first few layers of growth.

of Photoelectron Intensities 1o Mon.ilor. Exars-like O.ra'Jh_:zion.s
Requ{:‘; ;{f}igz{u Angular Averaging. The idea of using pholoelectror; inten-
sities to measure EXAFS oscillations for ncar_-surfaoe species has recently been
proposed by Rothberg er al*** and applied to _s.emmonductor systems by
Choudhary er al.*** It is clear from the strong oscillations of up to 709: seen in
scanned-energy photoelectron  diffraction and their flram;euc .dcpc'n ence ?,:
emission direction {cf. Fig. 20) that an adequate averaging over dl'rec:]o::\rln:sx
undertaken 1o yield something related to the 4J_r—avcraged ElJlC‘AB sign '.)l though
this is automatic for disordered or polycrysgalhne systems, " it is pro d:manc in
single-crystal studies. Lee*! has in fact queshcrncd on the(?re‘mzl grounc‘h whether
even the maximum 2 averaging possible in photoemission for su mluscs“l;s
sufficicnt to yicld the Exars limit. Nonetheless, _pret.umnary experiments m:u ]jt:
of this type''? using the modest type of averaging inherent in the cot;.:k ;o
angle of a cylindrical mirror analyzer (CM!_L) appear to yield Exars-like ,:::;
However, it is the author’s opinion that a s.mglc~ge.0fnctry CMA measure: ment
does not represent sufficient angular averaging to reliably yield the E);AFS '[“m
and that the close similarity of these result to EXAFs d:ata may h.ave a ortu:f o:s
component. Perhaps measuring intensities for sev?ral different orientations (f) (lh‘e
specimen with respect to the analyzer would improve the rehabultyﬁ;) II:
approach, but it is not clear that this has been done to date. Thc SO ;agc
averaging of a particular analyzer could also be ch.eckcd by carrying ou ¢
calculations over the directions invol:':d and sum‘r;lmg these intensities, as

t al. in another context.

done&::::lll]yb?)gd)ggaa;d AED thus have considerable potential for the study
of the murp,hology of the first 1-5 layers of an c?itax.ia.l system. The stro:;f:::
peaks are expected to be directly connected v!n(h sthlc forward scattering i
the first few spheres of neighbors around a given emitter. Weaker feamr::smlivc
involve a superposition of several types of scattering cvents. Thus, a qx:a:lh P
analysis of the full intensity profile will require ca_]culatfnol.-as at least ad e
level. Predicting peak relative intensities oorrec}'ly if emission a!ot.':gl ade rering
of atoms is involved may also require the inclusion of multiple sl? kness.
However, much useful information about the su.rfac_c structure, laycx: bl;: frorr;
morphology, impurity-site type, and surface termination should be d:n:]':l cr,an:sl
a consideration of the possible strong forward-scattering peaks due to the n
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neighbors (cf. Figs. 22 and 27) combined with theoretical modeling at the single
scatienng level.

4.4. Metal-Semiconductor Interface Formaltion

We now consider two recent examples of the application of higher-energy
XFD to the study of metal-semiconductor interface formation. This kind of XPD
study was pioneered by Kono and co-workers, and more detailed discussions
appear  elsewhere, including work on  other metal-semiconductor
combinations.”'"**!* The examples chosen here bath involve the initial stage of
metal reaction with Si surfaces and represent structures over which controversy
stll exists. The examples differ in the final structure proposed. The first case,
K/Si (001), is a metal overlayer relatively far above the Si surface. The second
casc, Ag/Si (111), is a metal layer nearly coplanar with the first Si layer. This
strongly affects the degree and manner in which forward scattering by Si or metal
atoms influences the observed diffraction patterns.

4.4.1. K/Si (001)

In this study by Abukawa and Kono,'!* azimuthal K 2p XPD data have been
obtained for the structure formed by depositing K to saturation onto the Si (001)
(2 x 1) reconstructed surface. The substrate surface is thought from a number
of previous studies to consist of rows of dimers, as shown by the small open
circles in Fig. 28. The most-often-discussed model for the potassium structure on
this surface is the so-called one-dimensional-alkali-chain (ODAC) model illus-
trated in Fig. 28a; it corresponds to a § ML coverage, and leaves open grooves
adjacent 1o cach high-lying row. However, there is still considerable controversy
surrounding the structure of K adsorbed on Si (001), and this geametry has not
been directly determined.''s There is also disagreement as to what constitutes the
saturation coverage of K on the surface 141150

FIGURE 28B. Schematic illustra-
tion of two structural models
foi the Si {001) (2 = 1) surface
saturated with K: (a} one-
dimensional-aikali-chain (ODAC)
moded, (b) double-layer (DL}
maodel proposed from an analysis
of azimuthal XPD data (see Fig.
28). Silicon dimers appear aloag
the [1, ~1,0] rows in both mod-
els. Each model can exist in two
domains rotated by 90° with
respect (o one another. Some
strong forward-scattering  direc-
tons in the DL model are shown
by amows. {From Ret. 114))

SIDE VIEW SIDE VIEW

4
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Even before considening the actual XPD data, we note thal, i
typc_K. in the ODAC structure are present, the diffraction p;ttfc(r’::y::)?azs :[
dominated by forward scattering from other K, atoms, and this would furth. -
more be s'tro:?g only for very low @ and along the (1, —1,0} rows for which ::‘l’-
interatomic d:stfmces are shortest. The Si atoms should play only a minor rolcc
z:;ll:::s producing fine structure in the azimuthal curves for very low lakcoﬂ"

A set of azrmuthal experimental data for this sys i issi
relati\:e to the surface of 14°-22" is shown as the p-oinytst‘i:n“.ll%‘:.ﬂ;;:rr';"l"‘.lsl:c:'sr:rt::':gk=s
pca-k is seen along {100} for a relatively high value of 8 = 14°, an observafi:vﬂ
wluch. already seems at odds with the ODAC model. Considering also th:
expc'nmentzl anisotropy Al/l,,, (scale along lcft of figure), we sce that it can be
as high as about 39%. a value which is significantly above those expected i
general for such bigher-0 scattering from neighbor atoms that are either ::;
in-plane or all below-plane relative to the emitter (cf. Fig. 15 for ¢(2 x 2) O/Ni
(001?1;.5 a typical example). '

esc results suggest trying in addition to the
structure in which there are scatterers well above sotm? l[()tgitl:::sdelo::o:ll:c;
mod_el is the obvious one of putting rows of atoms of type K; in all of ;hc groovccs
1o yield a 1-ML coverage, as illustrated in Fig. 2Bb. For this double-layer (DL)
l’mot:le], strong forward scattering can occur for higher takeoff angles, as indicated
y the arrows along_both {110} and {100) directions. For very low takeoff angles

:mzc:lsg nz;ﬁ; e;(ther mo:relu islcxpectcd to show strong forward scattering for

i rows parallel to (1, ~1,0). Th i
domains of cither structure rotated by !()0"’ with r)lspccet r;&:::?ng:h::oal?:::a;:ﬁ:;

TAXE OFF
N MNGLE
g LT P
:5:: - 1w
&
z
= 16°
e
-
(7]
P
-3
- 18
| - 0t
[

F_lGUﬂE 29. Anrmm dala for A! Ka-excited K 20 emis- g

son from the Si(001) (2 x 1) surface saturated with K at 72

polar angles trom 14° to 227 abowe the surlace. Experiment T

smgare:wmssc-malmlaﬁmsformetwomodels =

baslmﬁml":;g -ga:\!- (:;330 = dashed curves and DL model 410 Q00 uig

best fring data = sole curves. Very similar curves were  .45° o L5

SW calculations. (From Rel. 114.) AZIMUTHAL ANGLE » (deg)}
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summing two diffraction patterns in the analysis and overall C,, symmetry in both

the observed and calculated pattesns. o
Companing these experimental data to SSC—-PW (or very similar SSC-SW)

caleulations for the two models''* is now found to vyield clearly superior
agrecement for the DL modet (solid curves in Fig. 29). The strong peak at ¢ = o
which grows in for 6 approaching 14° can be explained as being due to emission
from K, atoms and scattering by their second-nearest K, neighbors a‘long {100).
The peaks along (110} and {1, —1,0) are due to K, emission again, but pow
involve scattering from nearest-neighbor K, atoms (and a sum over domains 90°
apart). Additional azimuthal data for @ as low as 4°'** show strong peaks for

— 445° that can be ascribed to the expected forward scattering along
{1, ~1,0) directions within either K, or K; rows. Not surprisingly, these latter

ks arc also present for very low @ in the theoretical curves for both models,
and they are the most sipnificant features in caleulations for the ODAC model.
Comparing experiment and theory for these lower-8 data also is found to support
the DL model. By testing various vertical placements of the two K row types, the
authors were able to determine a 1.1 A vertical separation between the two K
rows, and less accurately to determine that the bottom K row was not lower than
about 0.5 A above the first Si layer. For such a 1.1-A scparation, the K,~K;
distance is 3.99% and slightly larger than the K-K distance of 3.84 A along either
the K, or K, rows. It is also interesting that, for this structure, the K; - K,
forward scattering peaks shouid occur at € =~ 16° along [110} and 6 = 11° along
[100]; this explains the strong peaks scen in the data over this range of polar
angles. The registry of the DL along {1, —1,0) with respect to the underlying Si
surface was not determined, but the six-coordinate site shown in Fig. 28b for
atoms of type K, is that predicted by theory to be the lowest energy.''>**

In a more recent theoretical study of this system by Ramirez,'** it is found
that adsorption in groove sites (including type K in Fig. 28b) is significantly
lower in energy than the six-coordinate site shown for K, atoms. Thus, adsorption
in the grooves is supported by theory as well. However, the 1-ML. structure
proposed in this study is different from Fig. 28b in that the atoms of type K; are
shifted along the {1, —1,0) direction so as to be directly opposite the Si dimers.
The K, atoms in this model are also peedicted to be approximately in-plane with
respect to the Si dimers. However, it is doubtful that this structure would yield
the strong forward scattering peak scen in XPD along ¢ = 0° for relatively high
theta values of 12-16°. Thus, even though these calculations™™ indicate that a
double layer with such shifted K; atoms is lower in energy than the structure
shown in Fig. 28b, the latter structure still represents a better choice based upon
the XPD data.

Overall, these XPD results thus provide important new insights into the
bonding of K oo Si (001) and iilustrate several aspects of the use of this technique

for metal-semiconductor studies.

442 Ag/Si(111)

The Ag/Si (111) system has been studied by almost cvery modern surface-
science technique and is known to exhibit, among other things, a well-ordered
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tion of fee Ag clusters or islands with (111)
(\{3 " \'/3) onf thruc;:rr::sa?:a:h:oﬁ:g:e the 0{?—1.0 I_HL needed jf:st to form the
0\!};!\:'33;1) suucmp:c.‘”"'“""’ In the following section, we consider the use of
gCPD in studying such clusters; here, we c?;;u;entralc on a recent XPD study by
cture.”

Bu"(;dclfltisds'tl?tfiym;g{ugaid\/a:sz)ir::?hal Ag 3ds; XPD data were obtaj.ncfi for a
well-(:lrdcrcd and’vcry stable (V3 x V3)ag sstruc:tun:jI an: L‘h:ls:m i:{;:sm::::a:
results are summarized in Figs. 30a and 31. The smooth an sf cless or

lar scans in Fig. 30a indicates an absence of strong forward scattering
peuan t perhaps al very low takeofl anples of § =~ 4—.8" where a fou}--pcak
e P: in Fig. 31. A simple geometric calculation then permits the
strucltur.c nlsr.}sl:f the Ag.cannot be more than approydrnafcly 0.5A below the
:z:f';::'gt layer. This is also consistent \.vith the lower amsotr;lpyltvaluw‘hof '1:
more than 21% that are found for the azimuthal scans of Figt;ovc. u‘:a?\ us“e
concluded that there are no strong fopuard sca?ter;;na ove uusgs The
azimuthal data are also fully consistent Wl-th an e:arllcr 2 .fil . z()'“ A m,; tem
by Kono ef al.,* but they arc more detailed in involving ful
morri 9'\'11:&:’-“(‘ the scope of this review to discuss the many models that have
becn !axllsd azc being proposed for this structure, but all kpow; :at:(u:mrsﬂl:‘a::;z
been tested against this azimuthal data by Bullock et al., using factors™ a8 the
final quantitative measuse of goodness c_of tjt. '_l'hc alculanf)';s ;cr Carticd ot &t
the SSC-SW Jevel, and in final optimizations also wi emon alstate
interference of 3d emission into 2 a::xd f charlr;zll:. w('fh'::: ::ttcr ooed Hon was not

nclusions, a r expect

f:‘:tﬂa;ofcﬁ!?i;::::’eﬁymx;?). but certainty not for work at less than a few
lglundrcd ¢V, as discussed in section 3.1.2).

A 3dy, INTENSITY

RE 30. Polar XPD scans of Ag 3dsa
;lgr?sﬁy at 1120 eV from: (8) the (V3 x V3)
AgstrucmreonSi(lﬂHomndaﬂeru\nuling
an =1.3-ML Ag avertayer 1o 550°C; (B) 2 Ag
overtayer of epproximately 2 !-IL average
thich at 450°C; and (c) @ iruck Ag over-
layer ol approximatety € ML thickness &l
POLAR ANGLE (") ambient 1lemperature. (From Fel. 50.)
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FIGURE 31. Azimuthal XPD scans of Ag 3d,,, intensity kom (V3 x V3) AgQ/Si (111} at polar angles
from 4° to 20" (solid lines) are compared to SSC-SW calculations for the optimized two-domain model
of Fig. 32 (broken lines), for which 5, = 5, = 086 A; z, = ~0.10 A, z, = -030 A, and a 50:50
mixture of the two domains. Full final-stale interference in the d- to — P + { emission process has

been included. This comparison yields an A factor of 0.14 {cf. values in Figs. 21 and 26). (From Ret.
50.)

The final model proposed on the basis of this work is for two nearly
¢quivalent domains of Ag in a honeycomb array on a Si surface that has had the
top layer of the first Si double layer removed. This two-domain missing-top-layer
(MTL} model is illustrated in top view in Fig. 32. The optimized structural
parameters arc 2 contraction of the Si trimers toward one another in both
domains of 5, = 5, = 0.86 A, vertical distances of the Ag relative to the Si layer
of zy = ~0.1 A for Domain 1 and z, = —0.3 A for Domain 2 (that is, the Agis
very nearly coplanar with the Si in both domains, but just slightly below it),
and 2 mixture of the two domain types that is between 50:50 and 40:60, with
Domain 2 perhaps being slightly more predominant. The fits between experiment
and theory for this fully optimized structure are shown in Fig. 31. All other
models that have been tried yield significanily worse agreement as judged both
visually and by R factors. This two-domain model is also closely related 1o one
derived in a pror XPD study by Kono er al: a single-domain MTL Ag
honcycomb structure of type 1 with s = 0.66 A and a vertical distance of
~0.15A. ‘The presence of Domain 2 is suggested 1o explain the four-peak
Structure at low 8 values in Fig. 31, as illustrated by the nearest-neighbor
forward-scattering peaks for the two domains shown at the bottom of Fig. 32. For

I
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3rd layer
2nd layer

Si:4lhl\fyer /

Pomain 1 J,—*‘ﬁ Domain 2

FIGURE 32. The two-domain missing-lop-layer {MTL} honeycomt model propased for (V3 x V3)
Ag/Si (111). The parameters characterizing it are: vertical positions z, = ~0.1 A and x, = —03 A,
Si lrirer contractions of 5, = $; = 0.85 A, and a 50:50 mixture of Domains T and 2 The lower halt
of the figure shows the two sats of nearest-neighbor S forward-scattering pesks that produce the
four-paak siructure seen 8t kow & values in Fig. 31. (From Refl. 50.)

the lowest 8 values near 4%, an additional correction of possible importance is the
reduction of nearest-neighbor Si forward-scattering strengths due to multiple
scattering effects along the nearly linear rows of atoms that can be labelled Ag
emitter —+ Si first-neighbor scatterer — Si second-neighbor scatterer (cf. Figs. 32,
3b, and 6); very recent MS caleulations by Herman ef al.3* show that this
reduces the absolute peak intensities for § = 4° and ¢ = 16°, 44°, 76°, and 104"
by about 30%, thus improving the agreement of theoretical and experimental
2nisotropies.

A further interesting point in connection ;with this structure is that a recent
Leep study of the clean Si (111) surface by Fan e al.'"? concludes that a
linle-studied (V3 X V/3) Si reconstruction has very nearly the same geometry as
Domain 1 in Fig. 32 if Ag adatoms are replaced by Si adatoms. Although these
authors do not consider the possibility of a second domain of type 2 for (V3 x
V/3) Si, it might be expected to have approximately the same energy (due to weak
fourth-layer interactions) and thus also to exist on the clean surface. This work
thus lends support to the two-domain model for (V' 3 x V3) Ag, since one can
imagine its growth simply by replacing the Si adatoms with Ag atoms.

This structure is still very controversial, and these results thus cannot be
called conclusive, but they further illustrate the way XPD can be used for such
metal-semiconductor studies. This study is also state-of-the-art for XPD in that it
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involves a large azimuthal data set, SSC-SW calculations with correc final-state
interference, and the use of R factors®™ to judge goodness of fit. As one
qualitative figure of merit in connection with this study, the minimum R factors of

0.14 found are about 1 of those found in recent Leep studies of the same

Syslem 117118

4.5. Supported Clusters

In this section, we briefly consider two examples of how higher-energy XPD
has been used to study the formation of three-dimensional clusters on surfaces.
(A third example has already been considered in the data for Fe deposited on Cu
(001) shown in Fig. 24, where agglomeration effects are visible even for very low

coverages.)

451, Ag/Si{111)

We have noted in the last section that Ag readily forms islands and
three-dimensional clusters on the Si (111) surface if the coverage exceeds the
0.7-1.0 ML needed for the {\/3 x V3) Ag structure. I these clusters are more
than one atomic layet in thickness, then strong forward-scattering effects are
expected for emitters in the lower layer(s) of the cluster. Such effects are
illustrated in Fig. 30b,c, where polar scans of Ag3d., intensity have been
measured first in Fig. 30c for a thick Ag reference layer of approximately 6 ML
thickness, and then after heating to 450°C so as to desorb all but an average
coverage of about 2ML. In Fig. 30c, a LEED patiern charactenistic of the epitaxial
Ag (111} that is known to grow on 5i (111) is seen, and strong diffraction peaks
due to buried-atom emission from this thick overlayer are found. In Fig. 30b, the
Ag (111) 1eeD pattern is weakly present and there are still cleas remnants of the
photoelectron-diffraction features scen in the thick overlayer. Thus, such XPD
patterns are very sensitive to the presence of three-dimensional islands.

The previous discussion of Figs. 22 and 23 also suggests that it might be
possible to estimate the average thickness of such clusters up to about SML,
where the XPD features begin to converge to the bulk pattern. An additional
type of information that could be very useful for some systems is the orientation
of the cluster crystal axes with respect to the surface normal. In fact, even if
clusters grow in a textured way (that is, without preferred azimuthal orientation),
polar scans of the type shown here should permit determining whether there is
any preferred vertical axis. Bullock and Fadtey™ ' have also recently pointed
out that, even for two-dimensional islands, it should be possible to use low-8
azimuthal scans to determine the island orientation and, for smaller islands, the
average number of atoms present.

452 PYTIO,

As a second example of cluster studies using XPD, Tamura er al.'* have
considered the interaction of Pt with three low-index faces of TiQ,, a system of
interest in catalysis and for which the so-called strong metal-support interaction



484 CHARLES S. FADLEY

(SMSI1) can oceur. In this study, Pt was deposited at room temperature 0 a mean
thickness of about 18 ML onto the (110), (100), and (001) surfaces of TiO;, and
azimuthai XPD measurements were made at different polar angles for the Ti 2p
and O 1s photoelectron peaks before deposition and for the Pt 4f peaks after
deposition. Similar Pt 4f measurements were made after annealing the samples up
to 800 K.

Some of these results are shown in Fig. 33a for the (110} surface at 8 = 40°
and Fig. 33b for (100) at & = 45°. Considering first Fig. 33a, we see that curves
(i) and (i) show weak difftaction features for both Ti 2p (clean) and Pt 4f (just
after the deposition). The nonconstant background under these curves, particu-
larly for {ii}, is thought to be due to a nonuniform deposition over the region of
the sample seen by the clecuon analyzer; thus, with changes in ¢, a slightly
different area and average Pt thickness might be seen. After the high-temperature
anneal, the Pt 4f features in (iii} are strongly enhanced, with a concomitant
increase in the anisotropy Al/f,,, from 16% to 29%. This is consistent with the
growth of thicker or larger clusters upon annealing, although (ii) indicates that
some sort of ordering must be present even without annealing. Finally, {iv) shows
a theoretical calculation based upon PW-cluster calculations with the effects of
double scattering included. (The possible risk of including only double-scattering
events has been mentioned already in section 3.2). The Pt clusters assumed had
(111) orientation and contained 13 atoms in threc planes; two symmetry-
equivalent orientations with respect to the substrate 180° apart were considered.
The resufting curve in (iv) is found to agree rather well with the annealed Pt 4f
experimental results, suggesting that the clusters ace growing with preferred (111)
orientation.

A similar set of data for the {100) surface are shown in Fig. 33b. Here, (i)
and (ii) exhibit strong diffraction from the O 1s and Ti 2p peaks of the substrate.
Curve (iii) shows the strong diffraction of Pt af after the anneal. (A more uniform
deposition of Pt has here made the background levels very flat.) Finally, curve
(iv) is calculated for the same type of two-domain, three-layer Pt cluster [but with
different assumed registcy with the (100) surfacel, and it again shows good
agrecment with experiment, suggesting (111) orientation for the clusters on this
surface as weli.

For the third (001) surface studied, it is interesting that the Pt 4f oscillations
were weak both before and after annealing, indicating a different kind of
overlayer growth and/for a lower degrec of cluster formation. .

Together the three studies related to clusters that have been considered up to
this point illustrate the utility of both polar and azimuthal XPD or AED data for
studying the amount of cluster formation present and the average oricntation and
morphology of the aggregates formed. Two possible limitations of this kind of
study are that XPD and AED average over all of the clusters present and so
cannot easily be used to estimate the cluster-size distribution. In certain cases, it
might even be difficult to detect the difference between, for example, a full 4-ML
epitaxial overlayer and a collection of independent clusters with an average
thickness of 4 ML, even if the crystallographic orientation could be casily
determined. Although with careful measurements of both substrate  and
deposited-atom intensities before and after deposition and/or heat treatment, the
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data for Pt 4/ and T3 2p emission
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implicit effects of “patching™ in cluster growth should be evident in deposited-
atom-substrate relative intensities. Simple formulas for analyzing such patched-
overlayer relative intensities appear elsewhere.’ It is also clear that combining
XPD or higher-energy AED with scanning tunneling microscopy (STM) would
yicld a particularly powerful set of data for cluster and epitaxial growth studies,
This is because STM can be used to measure directly both the cluster sjze
distribution and the step and defect densities that are averaged over in
XPD/AED. But it may be difficult or impossible with STM 1o s¢e into a cluster or
overlayer so as to determine its crystallographic orientation or thickness. This is
because STM cannot probe below the surface density of states and also is not
atom-specific.

4.6. Core Level Surface Shifts and Chemical Shifts

A further type of problem that has been studied by low-energy photoelectron
diffraction using synchrotron radiation for excitation is metal core level surface
shifts.'**3%121.52 In particular, Sebilleau, Treglia & al.'***™ have tuned the
photoelection energy 1o low values 10 achieve high surface sensitivity and have
looked with high energy resolution at photoetectron diffraction from such
surface-shifted core levels.

Some of their results for tungsten 4f emission from W (100) are illustrated in
Fig. 34, where both the surface and bulk peaks are shown, together with their
individual azimuthal diffraction patterns and corresponding SSC-PW theoretical
curves. The two types of peaks clearly exhibit very different diffraction patterns,
and both of these are rather well predicted by the SSC model, even at this quite
low photoelectron energy of approximately 30eV. It is remarkable that a
single-scattering approach is so quantitative at such a low energy, and this may to
some degree be fortuitous. However, later work by Treglia er al.'®5*% pag
reached similar conclusions, with the only qualification being that it is necessary
at such energies 10 use the correct final-state angular momenta, as expected from
the discussion of Fig. 4 in section 3.1.2. For the low encrgy of this case, the
4f-to-ed channel is assumed to be dominant.

This work thus iltustrates the added ability of photoelectron diffraction to
carry out independent structure determinations of physically or chemically
different species of the same atom through core level shifts. These shifts are not
limited to the clean-surface type considered above, but may also involve the
well-known chemical shifts commonly seen when different chemical bonding or
oxidation states are present. Such state-specific structure studies should be a very
powerful probe of surface reactions, overlayer growth, and interface formation.
They will, however, require very high energy resolutions of 0.3 eV or betser to be
fully effective in resolving smal} shifts.

As an obvious example for future work, it should also be possible 10 do
state-specific diffraction studies on semiconductor surfaces, since both clean
surfaces'™ ™ and chemically reacted surfaces'™ exhibit shifted core levels
characteristic of the different bonding sites and/or oxidation states.

One technologically important example of a semiconductor system for which
mare structural information concerning different chemical species would be useful
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is the formation of the interface between Si0, and Si. Figure 35 shows high-
resolution Si 2py, core spectra obtained by Himpsel ef el.'® from Si(100) and
Si(111) surfaces that were thermally oxidized in UHV conditions (2.5 Torr O3,
7507 C, 20 sec) so as to produce a very thin 5-A oxide film. The overali resolution
here was 0.3 eV, and it is striking that all of the oxidation states of Si are clearly
secn, from the elemental substrate to the 4+ dioxide. The different nature of the
oxidizing surface for Si (111) is further found to lead to a suppression of the Si**
state. These intermediate oxidation states are thought to be associated with the
interface, and, from quantitative estimates of the different depth distributions of
these states, it is concluded that an extended rather than abrupt interface is
involved. Moadels of such an extended interface have been proposed by Himpsel
er al., but these cannot be tested in detail without additional data. It seems clear
that separately measuring the scanned-angle photoelectron diffraction patterns of
the different oxidation states would provide some very useful information in this
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FIGURE 35. The Si 2, components of Si 2p spectra from thin oxide ﬁlms_ ; ale :
thickness thermalty grtr;-nhon Si (100) and Si (111) surlaces. Note the reduced intansity of Si** for Si
{111), assumed to be due 1o structural differences in the interface. [From Rel. 123(c).}

direction, since each state is hypothesized to occupy one or at most a few distinct
i relative to the substrate lattice.
e msough these are difficult experiments at present, th_e dl:tajl_cd state-by-
state information derivable should help in unraveling the microscopic structures
of many surface and interfacé systems. Being able to tune photoq eneigy so as lo
vary surfzce sensitivity or t0 move on or off of resonant pholfx:rms:c_m conditions
would also be an advantage, as noted in prior studies.” Going to higher photon
energy not only permits looking deeper into'thc material and assessing the
relative depth distributions of the different specics, but slfmfld also lead to more
simply interpretable forward-scattering peaks for emission from mlcrfacei
associated atoms. A disadvantage of higher energies is that the substrate signa
tends to dominate the spectrum, but with high encugh rcs?lution and suitable
refecence spectra for subtracting the substrate signal, such high-encrgy measure-
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ments should be possible. Synchrotron radiation will thus be necessary to fully
explait this potential for studying interface growth by state-specific photoelectron
diffraction.

4.7. Surface Phase Transitions

We conclude this discussion of applications of phatoelectron diffraction and
Auger electron diffraction by considering bricfly their possible use in studying
various types of surface phase transitions such as surface premelting, roughening,
or disordering at a temperature below the bulk melting temperature,'™ as well as
surface reconstructions that are temperature-dependent.'24® The short-range
order and directional sensitivity of both PD and AED suggest that they should be
useful probes of such surface phase transitions, which may involve changes in
near-ncighbor atom positions and/or the introduction of considerably more
disorder in these positions. The number of such studies is still very small, but the
mast recent are quite promising. -

An unsuccessful attempt at observing surface premelting for Cu (001) in
grazing-emission XPD was made some time ago by Trehan and Fadley.*** For this
surface, roughening and passibly faceting was observed before any evidence was
seen in the XPD anisotropies of the extra disorder associated with surface
meiting. However, much mare recently, evidence for surface phase transitions
involving surface disordering and perhaps premeiting has been seen in XPD from
Two separatc systems: Pb (110) by Breuer, Knauff, and Bonzel'® and Ge (111) by
Friedman, Ttan, and Fadley.**

For the case of Ge(111), ptior LEED studies and theoretical modeling by
McRae and co-workers' indicate that there is a reversible surface order—
disorder transition at a temperature of 1060 K that is 0.88 times the bulk melting
temperatere. Is this transition visible in XPD? In Fig. 36, we show such XPD
data in which the Ge 3d azimutha! anisotropy was monitored as a function of
temperature. The polar angle of 19° chosen here causes the cmission direction to
sweep through nearest-neighbor forward-scattering directions in the unre-
constructed surface, as shown in Fig. 27, This relatively low 8 value also leads to
higher surface sensitivity.

Figure 362 shows four azimuthal scans taken at temperatures from ambient
1o about S0 K above the transition. (Note the expected similarity of the azimuthat
scan at ambient temperature to that for Hg,_,Cd, Te (111) in Fig. 26a.) As the
temperature is increased, the azimuthal curves gradually Jose much of their fine
structure, and upon passing above the transition point, only two main peaks
remain in the azimuths (1,1, -2] (¢ = 0°) and {~1,2,-1] (¢ = 60°). In Fig.
36b, the intensity of the [1,1, =2] peak corresponding to nearest-neighbor
scattering is plotted against temperature, and it is clear that an abrupt drop occurs
over the interval 850-1050 K. This drop furthermore cannot be explained by
simple Debye-Waller modeling.

McRac ef al.'"™ have measured the intensities of several LEED beams for the
same system as a function of temperature, and their data is similar 1o Fig. 36b in
that the intensities drop sharply toward 1060 K and level off thereafier. Some of
the LEED intensities drop more rapidly than the curve of Fig. 36b near 1060 K;
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some have a form very similar to this curve. Thaus, it can be concluded that the
same (ransition is observed in both sets of data, even though the LEED
measurement is expected to be sensitive to longer-range order on a scale of
;ﬁ;gximalely 100 A, whereas XPD should probe distances on the order of

Although these XPD results have not as yet been analyzed in detail so as to
denve additional structural information, it is clear that obtaining both polar and
azimuthal data at temperatures below and above the transition temperature and
comparing the diffraction structures seen with calculations for different types of
disorder models should yield a better understanding of this and other surface
phase transitions. .

Similar abrupt changes in polar-scan diffraction anisotropics have also been
scen by Breuer e al.'™ for the surface disordering of Pb (110), which has been
observed previously with Rutherford backscattering and low-energy electron
diffraction.'®
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As one interesting future direction for such work, the study of §urfacc phase
(ransitions should also benefit greatly from doing separate diffraction measure-
ments on the various core peaks observed. For example, the Ge (111) surface
exhibits one bulk peak and two surface peaks'®** that could all be studied
separately. However, the small shifts of only about 0.3-0.7¢V involved here
would require very-high-resolution data and the use of curve-deconvolution

procedures.

5. FUTURE DIRECTIONS

5.1. Measurements with High Angular Resolution and Bragg-like Reflections

As noted previously, most prior PD and AED measurements have been
carried out with resolutions of at best a few degrees in half angle. In many
systems, the acceptance solid angle is also not a simple cone, but may have
different dimensions along two perpendicular axes.® For future work, the
question thus arises as 1o what additional information might be gained by going to
much better conic resolutions of, for example, %1.0°

As discussed in section 2, various methods exist for limiting angular spreads
upon entry into the analyzer, but one which has the advantages of being very
certain in its limits and operationally very convenient is the insertion of externally
selectable angle-defining tube or channel arrays between sample and analyzer
entry. The use of such channel arrays has been discussed by White et at.,* and
they have been used to precisely limit angles 10 +1.5° or beuer (that is, <} of
typical prior solid angles).

We bave already discussed two examples of this kind of data: for NiO grown
on Ni (001) in Fig. 14 and for ¢(2 X 2) S on Ni(001) in Fig. 17. For these cases,
we have pointed out the greater sensitivity to the degree of short-range order and
the adsorbate position, respectively.

As a final example of the dramatic effects seen in going to high angular
resolution, we compare in Figs. 37a and b low- and high-resolution XPD data
obtained by Osterwalder, Stewart er al.*® for Ni2p,, emission from a clean
Ni (001) surface at 8 = 47°. A great deal more fine structure is seen in the data
with £1.5° resolution, and the form of the fine structure for ¢¢ = 25°-65° is in fact
completely changed due to a lower degree of angular averaging over such
structures. Very narrow features of only a few degrees at FWHM are also seen in
the results at high resolution.

Figure 37c summarizes a more complete set of such high-resolution azimuthal
data for Ni2p,, that represents the most detailed investigation of XPD fine
structure to date. Here, the polar angle of emission was varied in 1° steps from
8 = 46° to 50°, passing through the high-symmetry value of & = 45* which
contains the {110} directions of nearest-neighbor scattering in its ¢ scan. Full
360° scans were used to generate cach curve, and fourfold averages of this data
into one quadrant shown elsewhere’®*® agree excellentiy with the single-quadrant
results presented here. This three-dimensional plot makes it clear that high-
encrgy clectron diffraction features can change extremely rapidly with either @ or
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ualjtatively explain how the approximately £3.07 averaging
if:- g’;:ﬁ?;e;r:lltdssa:::rgrcs for ¢ i 252'—-65" that are 50 different from those for lh:
high-angular-resolution curve in Fig. 37b. That is, Fig. 37a represents an avcraﬁ
over all of the curves in Fig. 37c from 8 = 44° to 8 = 50, as bounded t;y the
lighter-shaded elliptical area, and the steeply rising ridgf: toward 6 = 44 [[?'us
accounts for the peak seen at ¢ = 45" with lower resolution. The results in l;“lg-
37b, by contrast, rcpresent an average over only the darker-shaded area in Fig.
37c, and so retain a minimum at ¢ = 45
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Figure 38 shows two high-resolution polar scans from the same study of Ni
(001). The unit cell of the metal and various near-neighbor scatterers along
low-index directions is also indicated to permit judging how well various strong
features correlate with them (ef. also Fig. 22a). These polar scans also show
considerable extra fine structure, for example, as compared 1o the same sort of
[100] polar scan for higher-energy Auger emission from bulk Cu (001} shown in
Fig. 22b. These high-resolution data are found to exhibit peaks for emission along
some, but not all, of the near-neighbor directions shown. Peaks are found at
positions corresponding closely to the nearest neighbors (and fourth-nearest
neighbors) along {101}, the second neighbors along [001], and the third neighbors
along [112]. However, minima and/ot significant peak shifts are seen for the fifth
neighbors along [103] and the sixth neighbors along [111]. Neighbors even further
away along [102] and [114] arc also found to show significant shifts compared with
the obscrved peaks. In particular, the [111} direction corresponds to a local
minimum (indicated as point ), with enhanced intensity on either side of the
minimum; a ¢ scan through [111] at & = 35° shows the same sort of profile. As
noted previously in the discussion of Fig. 22, this is due to the influence of higher
orders of interference™ and perhaps multiple scattering effects.™ Thus, we
conclude that the first 3-4 spheres of ncighbors in any lattice will probably
produce strong and simply interpretable forward scattering peaks. Beyond these
spheres, morecomplex origins will require modelling at least at the SSC-PW
level for interpretation.
Three-dimensional data of the type shown in Fig. 37c¢ have also been
obtained at lower angular resolution by Baird, Fadley and Wagner for XPD from

37
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'Au (001)'® and by Li and Tonner for high-energy AED from Cu (001).% These
two data sets span a high fraction of the 27 solid angle above these two surfaces,
and they exhibit very similar intensity contours, as expected since they both
represent high-energy emission from the same fec crystal structure. The more
recent data of Li and Tonner serves as a more accurate reference for the overall
features of such fce XPD/AED patterns at lower angular resolution. These
studies also agree with the preceding paragraph and the discussion of section
4.3.2 in secing simple correlations of peaks with near-neighbor forward-scatiering
directions out only to the fourth shell, with directions such as [111}, {114], [102],
and [103) showing more complex behavior.

The Ni data discussed hete and the other high-resolution results discussed
previously thus make it clear that, at least in higher-energy XPD and AED, using
resolutions that are much worse than +1.0° will blur out some features and lead
to a loss of stuctural information. Such sharp features are generally the result of
superpositions of scveral scattering events, since the relevant scattering factor by
itself exhibits nothing narrower than the forward scattering peak of some 20-25°
FWHM. These features alsc tend 10 involve scatterers further away from the
emitter and thus to be associated with the depree of short-range order around the
emitter. (This is nicely illustrated by the NiG/Ni (001) results of Fig. 14.) Thus,
there is little doubt that XPD or AED with high resclution will contain more fine
details of the structure under study.

At lower energics, by contrast, one expects generally wider features due to
the broader, more diffuse scattering factors involved (cf. Fig. 2) and the Jarger de
Broglie wavelengths that spread out different orders of interference (cf. the
curves in Figs. 4 and 5). However, even for such encrgies, it is possible for
superpositions of multiple events to produce rather nparrow features, and high
resclution might also be a benefit in this case.

The most obvious disadvantage of working at high angular resolution is the
longer data-acquisition times, which may be 10-30 times those of typical
low-resolution operation. A sccond disadvantage is that it is likely that the
effects of multiple scattering will tend to be averaged out somewhat in
lower-resolution data because of cancellations of phases in the many events
involved.?' Conversely, in high-resolution data, such MS effects may be more
important, even though the information content is inherently greater.

A further aspect of the relationship of such high-resolution data 1o more
complex interfefence: effects and more distant neighborsjis the influence of
Bragg-like diffraction effects from planes in multilayer substrate emission. In the
presence of the strong inelastic damping characteristic of both PD and AED, such
Bragg-like events lead 10 what has been termed a Kikuchi-band model of these
phenomena. 1713 Alhough a fully quantitative Kikuchi-band theory of
higher-energy PD or AED based upon the superposition of many Bragg-like
scattered waves is lacking, simple model calculations have been carried out by
Baird er al.,'™ by Goldberg ef al.,™™ and more recently also by Trehan er al,,**
and they arc found to semiquantitatively reproduce the results of XPD measure-
ments on both Au (001) and Cu{001). In particular, the superposition of several
Kikuchi bands along low-index directions yields the forward-scattering peaks scen
in both experiment and $5C calculations.
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More interestingly, there are features in experimental data at high an.gutar
resolution that appear to be associated with specific Bragg events frf)m Iow-mc_lex
planes (such as features 4 and f in Fig. 37b here and as dISCUSSCd.lﬂ 'connccnon
with Fig. 31 of Ref. 9). This suggestion has been given more quantitative support
in a recent high-resolution study of Ni (001) by Osterwalder ef al.*®* Furthermore,
calculations with the $SC model exhibit these same Bragg-like features if the
cluster size is permitted to be large enough and/or the inelastic damping is
sufficiently reduced,®** thus verifying that a cluster-based theoty can be used
for problems varying from short-range order to long-range order. '

This formal equivalence of the SSC model and the Kikuchi-band picture for
describing bulk-like multilayer emission was first pointed out some time
ago,** 2% byt additional clarification seems appropriate in view of misleading
statements concerning the role of the Kikuchi model in the interpretation of XPD
and AED that bave nonctheless appeared in the more recent literature.! From
an experimental point of view, the essentially identical intensity profiles for LMM
Auger clectron diffraction and backscattered Leep “Kikuchi patterns” from
Ni (001) ac 850V observed by Hilferink et al.™ provide a particularly clear
verification of this equivalence. From a theoretical point of view, the relationship
of the two approaches, if both are carried to comparable quantitative accuracy, is
analogous to the equivalence’of the so-called short-range-order and long-range-
order theories of EXAFS, as discussed elsewhere %1 [t is clear, however, that the
SSC and MSC approaches are of greater generality in that they can be applied to
both surface- and bulk- emission and to problems of differing degrees of order.
The Kikuchi-band picture is, by contrast, formulated on a basis of inelastically
attenuated Bloch states that reflect long-range translational order. Thus, the
cluster-based theories are inherently more rapidly convergent and are more
appropriate ways to look at near-surface diffraction from adsorbates and thin
overlayers, as noted previously.**' But it is absolutely incorrect to say that the
ability of the cluster approach to explain forward-scattering features makes the
Kikuchi-band model invalid for describing substrate emission."!

In summary, the use of high angular resolutions on the order of +1.0° should
permit even more precise structural conclusions to be derivable from both
photoelectron diffraction and Auger electron diffraction, especially at energics of
>500 eV, Such data should contain information on neighbors further away from
the emitter, including features related 10 Bragg-like scattering events. It is also
clear that the use of resolutions of +3.0° or worse may conceal a great deal of fine
structure inherent in the experimental curves.

5.2, Spin-Polarized Photoelectron and Auger Electron Diffraction

Beyond increasing both the energy resolution and the angular resolution in
PD and AED as means of deriving more detailed structura! information, we can
also ask what is to be gained if the last property of the electron, its spin, is also
somehow resolved in the experiment. This prospect has so far been considered
quantitatively and observed experimentally only in the case of photoelectron
diffraction, but we return at the end of this section to comment on how it might
also be possible in Auger electron diffraction.
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In the first atlempts at what has been termed spin-polarized ph()loclcc'tron
diffiraction (SPPD), the fundamental idea has l::cen to use core-level multiplet
splittings to produce internally referenced spin-polarized sources of photo-
clectrons that can subsequeatly scatter from arrays of orden?d 'magneuc‘ moments
in magnetic materials. Figure 39a iliustrates how sucp a SP-lmmngan give tise to
spin-polarized photoelectrons for 35 emission from high-spin Mn, . Thc’splmtlng
is intra-atomic in origin and arises from the simple LS terms of °5 and 'S in ll:le
final jonic state of Ma*? with a 35 hole.'” The net_effcsct is to cause the peaks in
the doublet to be very highly spin-polarized, with °§ prcdlf:ted to be 1.C[_)%
spin-up and ’S to be 71% spin-down relative 10 the net 3d spin of the emitting
atom. !> The relatively large exchange imcracli_on between the _ht.ghly overlap-
ping 3s and 3d electrons is responsible for the easEly.resolvablc splitting of 6.7eV
between the °$ and 7§ final states of the photoemission process.

The basic experiment in SPPD thus involves looking t'or' spin-dependent
scattering effects that make two such peaks behave slightly differently in the
presence of a magnetically ordered set of scatterers. Such effects were ﬁfsl
discussed theoretically by Sinkovic and Fadley,'** and they have several special

properties: '

« There is no need for any kind of external spin detector beyond an electron
spectrometer capable of resolving the two pezks in encigy.
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» The fact that the photoelectron spins are referenced to that of the emitting
atom of ion means that SPPD should be capable of sensing magnetically ordered
scatterers even when the specimen has no net magnetization. Thus, studies of
both ferromagnetic and antiferromagnetic matenials should be possible, and
meaningful measurements should also be feasible above the relevant macroscopic
transition temperatures (Curie or Neel temperatures, respectively). For the latter
case, the photoelectrons in each peak would be unpolarized with respect {0 any
external axis of measurement but still polarized refative to the emitting atom.

« The photoelectron emission process is also very fast, with a lime scaje of
only about 107 10 10™!7 seconds; thus, such measurements should provide an
instantaneous picture of the spin confipuration around each emitter, with no
averaging due to spin-flip processes, which are much slower at roughly 1074
seconds.

» Finally, the previously discussed strong sensitivity of any form of photo-
clectron diffraction to the first few spheres of necighboring atoms means that
SPPD should be a probe of short-range magnetic order (SRMO) in the first
1020 A around a given emitter. Thus, provided that a sufficiently well-
characterized and resolved multiplet exists for a given material, this technique has
considerable potential as a rather unique probe of SRMOQ for a broad variety of
materials and temperatures.

Before discussing the first observations of such spin-dependent scattering and
diffraction effects, it is apptropriate to ask to what degree final-state effects such as
core-hole screening may alter or obscure these multipiets. We note first that the
cases of principal interest in SPPD are outer core holes, which are more diffuse
spatially than inner core holes and for which the interaction with the surrounding
valence electrons is thus not as strongly polarizing as for inner core holes (which
can often be very well described in the equivalent-core approximation). Nonethe-
less, it has been suggested by Veal and Paulikas'*” that both screened and
unscreened multiplets corresponding to 34°*! and 34" configurations, respec-
tively, are present in the 3s spectra of even highly ionic compounds such 2s MnF,,

As such effects would make the carrying out of SPPD measurements more
difficult (afthough still certainly not impossible) due to the potential overlap of
peaks of different spin polarization, Hermsmeier er al.™® have explored this
problem in a study of Mn 3s and 3p multiplets for which the experimental spectra
from several reasonably ionic solid compounds have been directly compared to
the analogous spectra from gaseous Mn, a simple free-atom system in which no
extra-atomic screening can occur. In Fig. 40, we show their compilation of 3s
spectra for the diluted magnetic semiconductor CdysMn, ;Te (a), single-crystal
MnO with (001) orientation (b), polycrystalline MnF, as obtained some time ago
by Kowalezyk er al.'® (c), gascous atomic Mn (d), and a free-ion theoretical
calculation of these multiplets by Bagus er af. including configeration interaction,
but totally neglecting extra-atomic screening {e)."? From a consideration of the
experimental data only, it is striking that for both 35 multiplets and 3p multiplets
(not shown here, but discussed in Ref. 138) the solid-state spectra are very similar
to the gas-phase spectra, with the only differences being some extra broadening in
the solid state and some small changes in peak positions that are not at all
surprising. Thus, even without resorting 10 theory, it seems clear that these

A
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spectra are very free-atom-free-ion like, and that a simple multiplet inter-
pretation such as that in Fig: 39a should rather accurately describe the spin
polarizations of the photoelectrons involved.

If we consider now the best available free-ion theoretical prediction for the
3s spectra, this concdusion becomes even more convincing. In Fig. 40e, the
results of a calculation by Bagus, Freeman, and Sasaki**® for Mn** with a 35 hole
and limited configuration interaction (CI) are shown. There is excellent agrec-
ment with experiment not only for the two dominant members of the multiplet
that would be most useful in SPPD, but also for the two much weaker satellites
that directly result from including CI. Similar conclusions ase reached in a
comparison of experiment and theory for analogous 3p spectra.™ We thus
conclude that extra-atomic screening does not cause a major perturbation of these
multiplet splittings and thus also that outer core holes such as 35 and 3p should
exhibit relatively free-atom—free-ion like multiplets for a variety of high-spin
systems. Such muitiplets in turn should be useful as spin-resolved sources in
SPFPD.
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Direct experimental evidence of spin polarization in core spcctra_alsp exists.
A recent measurement with an external spin detector of the spin p?lanza.uoq over
the 3p peak from ferromagnetic Fe by Kisker and Carbone'! yields sngmﬁcam
spin-up polarization at lower kinetic encrgy and spin-down polarization ai higher
kinctic energy that are in the same sense as those expected for a s_lmplc _Bp
multiplet.’*® These results thus suggest that SPPD should be possible with
ferromagnetic metals as well, particularly on the simpler and more widely split 3s
Returning now to a consideration of the SPPD experiments carried out to
date, we have shown in Fig. 39b the ctystal structure of the first material for
which such effects were observed: a (110)-oriented sample of the simple
antiferromagnet KMnF;. [t is clear from this that the relative spins of the emitter
and the first scatterer encountered can be different for different directions of
emission, as for example, between [100] and [101]. Spin-dependent scattering
effects were first observed for this system by Sinkovic, Hermsmeier, and Fadley'*
as small changes of up to about 15% in the ratios of the *5(1) (spin-up) and 'S
(spin-down) peaks in the dominant doublet shown in Fig. 3%a. For this study, a
lower energy of excitation of 192.6 eV (Mo M{ radiation) was used in order to
yield lower-energy photoclectrons at approximately 100eV, which are expected
to exhibit significant spin-dependent effects in scattering.”* This requirement of
low kinetic energies thus makes SPPD inherently well suited to synchrotron
radiation with its tunable energy. i

The 35(1):°5 = I{TWI(}) intensity ratic was found to be sensitive to both
direction of emission (as qualitatively expected from Fig. 39a) and temperature.
Its variation with temperature is furthermore found to exhibit a surprisingly sharp
transition at a point considerably above the Neel temperature (T}), as shown in
Fig. 41a. Here, we plot a pormalized intensity ratio or “spin asymmetry” S,
that is measured relative 1o the value of /{1)/1(]) at 2 limiting high-temperature
(HT) paramagnetic limit. This asymmetry is defined in the inset of Fig. 41a; it
goces.to zero at high temperature.

The abrupt high-temperature change observed in 5., has been suggested to
be due to the final destruction of the short-range magnetic order that is expected
to dominate in producing such spin-polarized photoclectron diffraction effects.
Note also that the short-range-order transition temperature 7y, at which this
occurs is approximately 2.77,,.

In an important confirmation and extension of this earlier work, very similar
SPPD effects have also more recently been observed by Hermsmeier ef al. for
(100)-oriented MnO,'? and two of their curves for the temperature dependence
of the spin asymmetry are shown in Fig. 41b. As for KMnF,, there is a relatively
sharp change in the *5(1):°5 ratio at a temperature that is again well zbove the
long-range-order transition temperature at Zzp = 4.57y. For both KMnF, and
MnQ, it is also interesting that the form of the short-range order transition is very
sensitive to emission direction, being steepest for the nearest-neighbor scattering
direction in Fig. 41a and changing sign with only a 15° shift of emission direction
in Fig. 41b. This sensitivity 1o direction is qualitatively consistent with single-
scattering calculations of the spin-dependent exchange-scattering processes that
may be involved. 3414314
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FIGURE 41. Spin-polarized pholo-
electron diffraction dala indicating
the pr of a high-temp
transition in antlerromagnetic short-
rangs order. () Expecimental spin
asymmetries for tha Mn 3s doublet
from KMnF, with (110) odentation,
as 2 hunction of temperature. Mo ML
radiation at 192.6 eV was used lor
excitation 1o photoeleciron energies
of approximately 100aV. The spin

try is defined in the inset,
whare 1(1}/1{}) is the rabc of spin-up
(*S) to spindown {'S) intensities,
HT relers 10 the highest lemperature
of measurement. Data are shown lor
two emission directions, one of
which is along the [100] nearest-
neighbor direction and the other 9
away from this. (From Rel. 142) (b}
As In (a), but for Mn 3s emission
from MnO with (001} orentation.
Note the different signs of tha spin
asymmetrias for this case. (From
Rel. 143.) {c) As in (D), but ior Mn 3p
emission from MnO with {001} onen-
tation and breating the spinup (*P)
and spindown (P} peaks. (Fiom
Ref. 143)
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Although we have discussed only 35 emission thus far, the more complex 3p
multiplets also should be spin polarized.*®!** And in fact, a very similar
transition has also been seen for MnO in the more widely split *P(1):'F =
1(1)/1(}) doublet at the same temperature Tzq,'*? as shown in Fig. 4lc. The fact
that the same sort of transition is seen for these two peaks in spite of the fact that
they are different from *5(1):’S in both energy separation and mean kinetic
energy provides strong support for the conclusion that this is 2 new type of
magnetic transition.

It is also interesting that the Tgp values are, for both cases, approximately
equal to the Curie-Weiss temperatures of the two materials, a connection which
may be associated with the fact that this constant is proportional in mean-field
theory to the sum of the short-range magnetic interactions.'**

A final observation concerning this data is that the results for MO in Figs.
41b and ¢ show a possible indication of sensitivity to the long-range-order
transition at 7y, as both curves possess a weak peak at 7, which is just outside
of the estimated-error bar of the ratio measurement. If this is true, it is pechaps
not surprising in view of the longer-range sensitivity of PD to neighbors that may
be 20 A from the emitter, as discussed in connection with both Figs. 16 and 20b,

A number of questions are thus raised by these results concerning the nature
of short-range order above the long-range-order transition temperature and the
way in which such effects can be incorporated in a spin-polarized variant of
photoelectron diffraction theary. Although a quantitative theory of alt aspects of
the short-range-order transition and its inclusion in a spin-dependent modeling of
the diffraction process does not yet exist, results in qualitative or semiquantitative
agreement with experiment have been obtained in a few previous
smdics'lu.xu.us.m

The observation that Auger spectra from ferromagnetic matedals exhibit
strong spin polarization from one part of the manifold of features to another by
Landolt and co-workers'* also suggests that spin-polarized Auger election
diffraction (spAED) should be possible. The more complex nature of Auger spectra
in general will make the @ priori prediction of the type of spin polarization more
difficult, but for ferromagnets with net magnetization, an external spin detector
could be used to first calibrate the spectrum for polarization.'* Then, measure-
ments of spin-up—spin-down ratios as functions of direction and/or temperature
could be taken in the same way as for the spin-split core multiplets in SPPD.
Even in antiferromagnetic systems with equal numbers of up and down 3d
moments so that external calibration is impossible, any transition involving the
poluiized 34 valence electrons might be expected to show a net polarization that
would again be internally referenced to the emitter.

A final aspect of such spin-polarized studies is to make use of left or right
circularly polarized radiation, in conjunction with spin—orbit interaction in the
energy levels involved, to preferentially excite one or the other spin polarization,
as discussed recently by both Schuetz and co-workers’™” and Schoenhense and
co-workers.™® The use of such radiation already has produced very interesting
spin-polarized NEXAFS and EXaFs structure from ferromagnets and ferrimagnets'’
and circular dichroism angular distributions (CDAD) from nonmagnetic surfaces
and adsorbates.'® In CDAD for light elements with negligible spin-orbit effects,



502 CHARLES S. FADLEY

" no net spin polarization of the photoelectron flux is involved, but such
measurements provide the interesting possibility of measuring the contributions
of individual m, components to photoemission and photoelectron diffraction. '
The CDAD smdies require lifting the degeneracy of the m, sublevels, and so
have been carried out on valence levels; however, with very high energy
resolution, it might be possible 1o do similar measurements on outer core levels
with, for example, small crystal-field and/or spin—orbit splittings presenat.

With the availability of higher-intensity sources of circularly polarized
radiation from next-generation insertion devices, it should be possible to greatly
expand both of these kinds of study so as to look in more detail at both the angic
and the energy dependence of the photoelectron intensities. For example,
spin-polarized EXAFs requires measuring very accurately the differences in
absorption for right and left polarizations, because the overall effects may be as
small as a few times 107 in K-shell absorption.'” However, studying L, and L,
absorplion for heavier elements with Z = 60 leads to considerably larger effects
that can be on the order of 1072~1072, Extending this to do SPPD would thus
imply measuring similarly accurate ratios or differences of photoelectron inten-
sities. In this case, the magnitudes of the photoclectron spin polarizations are
only on the order of 1% for K-shell emisston, but for heavier elements, they can
be up to 40-50% in L, emission and 20-25% in L; emission.’”” The latter two
cases are thus about §-4 as highly polarized sources as a high-spin multiplet such
as that in Fig. 3%a. One advantage of such an approach would be to expand such
studies to cases for which a suitable high-spin multiplet is not available. A
disadvantage is that an external axis of polarization is involved, so that only ferro-
or ferrimagnetic specimens could be studied. However, in CDAD cxperiments,
this last restniction is not present.'**

SPPD is thus a very new area of photoelectron diffraction, but it has
considerable potential for providing information on the short-range spin order
and spin-spin correlation functions around a given type of emitter site in the
near-surface region of magnetic materials. Other antiferromagnetic and also
ferromagnetic materials are currently being studied in order to better establish
the systematics of the short-range-order transition and the range of utility of this
method. Spin-polarized Auger electron diffraction and other measurements
making use of circularly polarized radiation for excitation also should be possible.

5.3. Synchrotron Radiation—Based Experiments

Looking ahead to the much more intense and/or much brighter synchrotron
radiation sources in the VUV/soft X-ray region that are currently either coming
into operation or being conceived as next-generation devices based upon
undulators or wigglers, one can see much-cxpanded possibilities for all of the
types of photaelectron diffraction measurements discussed up to this point.

Measurcments with both high-energy resolution (to distinguish different
surface layers or chemical states as shown in Figs. 34 and 35, respectively) and
high angular resclution (10 enhance fine structure and thus structural sensitivity)
should be possible. For some types of experiments (e.g., with maximum surface
sensilivity and/or with spin-polarized diffraction in mind), lower photoelectron
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energies of approximately 50-100eV may be necessary, but !or fnuc_h structural
work, energies of 1000 eV or even higher will be beneficial in yielding slron_gly
peaked forward scattering and more nearly single-scattering phenomena, Being
able to go to much higher photoelectron energies of up to 5000—}0,000 eV may
also be of interest in yielding even narrower forward-scattering peaks (as
considered from a theoretical viewpoint by Thompson and Fadley'), more true
bulk sensitivity via the longer electron attenuation lengths, and simpier theoreti-
cal intcrprétalion. Being able to tune energy is also essential for the scanned-
enetgy of ARPEFS experiments; it should be possible to carry these out much more
rapidly and over a broader energy range abave threshold. The polarization vector
can also be oriented in either scanned-angie or scanned-energy measurements so
as to enhance the contributions of various important scatterers (cf. Figs. 3a and
18). And we have already considered in the last section the possibility of using
circularly polarized radiation. Finally, photoelectron microscopy with resolutions
on the order of 500 A or less is currently being dcvclopcd,‘-"" and the additional
dimension of using simultaneous photoelectron diffraction to probe the local
atomic structure in such a small spot is quite exciting.

Auger clectron diffraction may not benefit as much from synchrotron
radiation, because excitation can be achieved with either photons or electrons and
because the spectral form is'not dependent on the excitation utilized if the initial
hole is formed well above threshold. However, even for this case, synchrotron
radiation could provide 2 more intense and less destructive excitation source
than, for example, an electron beam or a standard X-ray tube. Also, it would be
interesting to look at the diffraction process as the excitation encrgy is swept
through threshold, so as to yield a purer one-hole initial state.

5.4. Combined Methods and Novel Data-Analysis Procedures: Photoelectron

Holography?

It is clear from the foregoing cxamples that both scanned-angle and
scanned-encrgy photoclectron diffraction measurements can provide useful infor-
mation concerning surface structures, but that scanned-angle measurements are
simpler in pcoeral to perform. Going 1o higher energies leads to easily
interpretable forward-scattering features for many systems, but at the same time
provides little information on the atoms that are below or behind the emirting
atom as viewed from the detection direction. Thus, there are clear advantages 1o
using lower energies as well, even if these icad to a potentially greater influence
of multiple scattering. In the scanned-energy arpess work discussed in sections
4.2.2 and 4.2.3, a major reason why interlayer spacings down into the bulk were
derivable is that these lower energies exhibit the strongest backscattering effects
and provide the largest escillations in the x(k) curves (cf. Fig. 20).

[t is thus easy to suggest that the ideal photoelectron diffraction experiment
based upon present methodology would consist of carrying out both high-energy
measurements at kinetic energics greater than approximately 53 eV and low-
¢nergy measurements al approximately 50-100 ¢V. Being able to scan Av would
also be desirable, but not essential. A typical structure could then be analyzed by
first making scanned-angle measurements at high energy and using the real-space
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aspects of any forward-scattering effects to narrow down the I'a?:)gc of pos_si!aic
structures (cf., for example the discussion of Figs. ?9 and 30). Olgmbnnln;
scanned-angle measurements at high and lo'w encrgics then should permit
determining structures in detail, including atomic positions both below and above
the emitter in the sense mentioned above. Or sc:_mned-cncrgy_l_'ncasuremc{m
could be performed as a second step as well, leading to the utility of Ifolmcr
transform methods for narrowing down the number of structures. Using an
clectron spectrometer that can simultaneously analyze and detect cleﬂror';s overa
range of emission directions™™>* would also clearly speed up such sludu-:s, with
the only likely drawback being that angular rcsoh._mon is often lower in such
systems, particularly when working at h!gher energies. lf‘ all of th&_sc mctjf;o&_
the final precise structural determination \Afould require comparison of ex-
perimental diffraction curves or x functicns with calculated curves f9r a .nl.lmbcr
of geometries, with the most quantitative method of comparison being \{m some
sort of R factor. ™2 This is thus exactly the same methodology cmployed in
LEED, except that in photoelectron diffraction, a single scattenng ZEPI'M?: sho:_l‘d
already provide useful information for many cases and there is :::1 _ mgl: u:':: ity
available structural information concerning the rype of local bonding site that can
ist i i es. )
a-SSlStAI: :ll ili':agl ct'\uctv.'st:i‘ilruc.:tzon in the analysis of scanned-angle d_ata, we co_nsndcr
the recent interesting proposal by Barton,'*! based on an earlier suggestion by
S20eke,'*? that it should be possible to difcc_tly determine atomic pcl)smc'ms v':a
photoelectron holography. According to this idea, tlfe pholoeif.mron cagng tbe
emitter is treated in first approximation as a sphc_:ncal outgoing wave that, '1y
virtue of the scattering and diffraction from its ne:ghb?rs. 1:brodut:&sl an lntcn_;;:l y
modulation outside of the surface that can .be _oons:dcrcd a ho og;am. is
hologram is then simply the intensity distribution of a given .pea] over a
rwo-dimensional range in 8, ¢ {or, equivalently, some two-dnmcns:oln :-angc;;n
k_, k). This intensity distribution can then be _descnbcd by a forfnu_a o c;;csz
tl:e s’amc type as Eq. (10), but with some important gcncral{zﬂlonsi These
generalizations are that the scattering amplitude §f| and phasF shift ;. olf her
with the factors for the excitation matrix element and attenuation due to :,lzl eri ?
wave, inclastic, and vibrational effects, must be replaced by an over: wa ;
amplitude |F] and phase v, for each scatterer tha.t sums over all lsmgl;-ﬂ ;:)r:e
multiple-scattering events which tcrmin?sl;: in atom j as the last scaotr;rernSional
the detector. It can then be shown thali inverting t.l_us tw lmedouble
hoiogﬂm mathematically to produce a real image i equivalent to 2 oumle
Fourier integral in k, and k,, in which the des:.re.d z p_lane of the 1mzicﬁ s 2
variabie paremeter within the integral. Thus, two dunrfnswnal X—y CIOsS
at different z positions are in principle _posm!:le wn:h this mc}.hod. o using
Barton has carried out a theoretical simulation of this new me e
MSC-SW intensity distributions in @, ¢ for the c(2 X 2) S/Ni (001) syst:‘el;nh 2
kinetic energy of 548cV and with a width of an_gular detection in bg . hav;
and k, directions of +40°. The inversion of this hol?gram is foun o
rnaxim,a that can be directly rclated to different near-ne:ghbor_Nl aloms;BL e s
estimated resolution in x and y of 0.5 A and in z of a much higher 2.3f - The *
and y resolutions are ultimately limited by the Rayleigh cntgnon or
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(hologram} of a given opening angle. For the maximum reasonable detection-
angle ranges in a spectrometer of £40° to £60°, this in turn yields resolution
limits Ax and Ay that are very close to the de Broglie wavelength of the clectron
(i.e., 0.52 A at S48 eV). This is a likely reason why a rather high kinetic energy in
the typical XPS range was used for this simulation.

As noted by Barton, some limitations and/or problems that need to be
addressed in the further development of this technique are the relatively low
position-resolution obtainable, particularly in z; the presence of twin images at
+z for each atom (a universal effect in holography), which could cause serious
overlap problems for bonding geometrics involving atoms that are below-planc;
the fact that mulitipie scattering effects on the F, may cause deviations of the
image positions from the actual sites, thus requiring an iterative correction via
theoretical calculations of these generalized scattering amplitudes for an assumed
geometry; the fact that several images at different energies, or even an additional
Fourier transform of encrgy-dependent data at ecach 6, ¢, may be necessary to
effect this correction; and the added experimental difficulty in requiring some sort
of high-speed multichannel eiectron analyzer that can obtain such large data sets
in a reasonable amount of time.*

Another limitation not mentioned in connection with this  theoretical
simulation is that the high energy used implies relatively ‘weak backscattering
effects of only 15% or so compared to forward scattering (cf. Fig. 2); thus, the
actual degree of modulation in intensity observed may be quite small, making the

- measurements rather difficult. Going to higher energies to improve resolution via

shorter de Broglie wavelengths will make this problem worse due 10 even weaker
backscattering. Thus, for an adsorbate or surface atom that has not significantly
penetrated a surface, there will always be a tradeoff between resolution and ease
of measurement in photoelectron holography. Of course, if the emitter is found
below the surface, then strong forward scattering of the type discussed previously
here can take place, and the resulting hologram should then show larger intensity
modulations; however, forward scattering effects by themselves contain bond
direction information, but not bond length information, so that the weaker
modulations due to higher-order features would still need to be accurately
measured in order for the inversion of the hologram to yield the full structure.

As a polentially more convenient experimental altemative for holography, a
suitable Auger peak involving three filled levels might be useful as a spurce of a
more nearly spherical wave as assumed in the image reconstruction, although the
poorly understood mixing in of other / components could complicate a precise
theoretical analysis of the effective amplitudes |F| and phases y,. Also, using
Auger peaks that are too broad in energy would reduce the degree of
monochromaticity {i.¢., coherence) required in the source.?'™

No matter how these problems are dealt with, even low-resolution three-
dimensional images from such holography could be useful in ruling out certain
bonding geometries in a semiquantitative way, much as Fourier transforms in
ARPEFS can be useful through the approximate path-length differences they
provide. It will be interesting to see what the first inversion of an experimental

photoelectron hologram brings. (Please see the added note on holographic
methods at the end of this chapter.)

%3
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6. COMPARISONS TO OTHER TECHNIOUES AND CONCLUDING
REMARKS

We begin this concluding section by comparing photoelectron and Auger
electron diffraction to several other curtent probes of surface structure in order 10
assess their relative strengths and weaknesses. As a first overall comment, it is
clear from any perusal of the current literature (e.g., Ref. 1) that no one
surface-structure probe directly and unambiguously provides all of the desired
information on atomic identities, relative numbers, chemical states, positions,
bond distances and bond directions in the first 3-5 layers of the surface. The very
small number of surface structures for which there is a general consensus in spite
of several decades of careful study of some of them testifies to the need for using
complementary information from several methods.

To provide some idea of this complementarity of approaches, we show in
Table 1 several techniques assessed according to a number of characteristics:
photoclectron diffraction (PD) in both scanned-angie and scanned-energy forms,
Auger celectron diffraction (AED), surface éxtended X-ray absorption fine
structure (SEXAFs),'" near-edge X-ray absorption fine structure NExars,™15.154
low-energy clectron diffraction (LEED),® surface-sensitive grazing incidence X-ray
scattering (GIXS),” scanning tunneling microscopy (STM),’** and Rutherford
backscattering (RBS) or medium-energy ion scattering (MEIS)."™ This is nat
intended to be 2 complete list of modern structure probes, but it roughly
represents the group most used at present.

These techniques are rated, first, according to whether they directly provide
information on atomic identity (a positive feature of all techniques except for
Leen, GIXS, and STM) and chemical state (possible only with PD, AFED, and
NEXAFS). Atom identification is possible in GIXS only if use is made of anomalous
dispersion pear a certain absorption edge. State-specific information is not
derivable in typical sExaFs measurements because of the overlap of different
oscillatory absorption structures above a given edge.

Also, we assess whether other subsidiary types of structural and bonding
information can be obtained in a straightforward manner. Of course, once a
structure has been determined and optimized to fit the data of any one of these
methods, it has implicit in it bond directions, bond distances, site symmetries, and
coordination numbers, but the table entrics have been chosen to refiect the
directness with which these can be extracted from the raw data with a minimum
of data analysis. The types of information considered are valence electronic levels
or excitations (directly accessible only in wexars and S$TM), bond directions
(particularly easy 1o determine in high-energy PD/AED with forward
scattering—as discussed in comparison to other techniques in section 4.1.4—and
RBS(MEIS with shadowing and blocking), bond distances {very direct in SEXAFs
Fourier transforms), local bonding-site symmetries (casiest to determine with FD,
AED, sexars, and RBS/MEIS), and coordination numbers (derivable directly
fro!.n high-energy PD and AED and less directly from the amplitudes of SEXAFS
oscillations). STM can also directly image surface atoms and thus provide
coon-iinalion numbers, but it is limited to looking at only the outermost surface
density of states, and so does not probe the bonding below this level in a direct
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way. Distinguishing between structures that are related (o fxtOmic positions and
protrusions in the density of states can also be a problem in STM. [t has been
suggested that NEXAFS resonance energies can be used 19 measure bond
distances,”™ but this approach may be limited to well-calibrated series of
homologous molecules, and has been called into qucstion.“_‘ N _

‘The estimated accuracies of finally determining atomic positions with the
current state of these techniques is also indicated, Numbers smaller or larger .ﬂ}an
these will be found for some cases in the literature, but it is the author’s opinion
that the numbers in the table are a better representation of the true absolute
accuracies if all of the various uncertainties in both experimental parameters and
the modeliing or treatment of the data are taken into account. Surfacc‘ X-ray
diffraction is the most accurate, but its principal sensitivity is to horizontal
positions, with vertical positions being derivable ooly via the more difficult
method of measuring rod profiles normal to the surface. PD in any of its forms
and AED should be inherently as accurate as SEXaFs, if not more so, particularly
if the latter has been analyzed only with transform and back-transform methods
without any final theoretical modeling. PD should also ultimately be as accurate
as Leen,™ particularly for a given amount of input to the theoretical analysis.

The degree to which these techniques probe short-range order in the first
i10-20 A around a given site versus longer-range order over 100 A or more is also
considered. Except for reep and X-ray diffraction, all of the techniques are
primarily sensitive to short-range order, although we have also pointed out that
PD and AED actuvally have sensitivity extending over a region of diameter as
large as 40 A, Although inherently larger-scale probes, LEeo and X-ray diffraction
can with spot profile analysis be used to study the breakdown of long-range order
in such phenomena as surface phase transitions.

Next, several characteristics relating to the ease of obtaining data and
analyzing it theoretically are indicated: the overall percentage change in intensity
as one measure of the ease of determining the signal (which is particularly large
for PD, AED, and LeeD); the possibility of using a simple, usually kinematical,
theory to analyze the results; and the feasibility of using Fouder transform
methods to more directly derive structural parameters. The overall figures for
percentage effect should be assessed carefully, however, since thc inelastic
background under some photoelectron and Auger spectra can be high, thus
making even a 50% modulation of the peak intensity difficult to measure. By
contrast, for some applications of sexars, background effects can be much
reduced by using X-ray fluorescence detection,'™ although surface specificity is
then lost. Problematic background effects can also arise in SExafs scans such as
Auger-photoelectron interferences if either type of peak is being used to monitor
the absorption and sharp spikes or glitches of intensity due 10 Bragg reflection of
X-rays from very well-ordered crystals such as semiconductors. Auger-photo-
electron interferences can also make the use of scanned-energy photoelectron
diffraction more difficult if there are any Auger peaks from the sample that lie in
the kinetic-energy range from about 100 eV to 400 eV. Standard Auger 'bula-
tions show that this could yield difficult background subtraction problems for the
atomic number ranges 4-7, 14-22, and 37 upward. As examples of this, sulfur at
16 involves such an interference, as noted previously in sections 4.2.2 and 4.2.3,
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" and the Ag/Si system considered in section 4.4.2 was found in a recent
scanned-energy expcrimcm”‘"to exhibit extensive interferences over the full
90350 ¢V range duc to the various peaks in both the Si KLL and the Ag MNN
spectra.

As a last and important criterion for the present volume, we indicate whether
a given technique requires synchrotron radiation, as about haif of them do.

The ideal structural probe would have “yes” for all of the nonquantitative
characteristics in this table except the last one, which for reasons of broadest
utility would be “no.” It is clear that each method has positive features, but pone
constitutes this ideal probe. Thus, complementary information from several
methods is in general desirable for fully resolving any structure. PD and AED are
positive on sufficient points to be attractive additions to this list. AED is easier to
excite (e.g., with photons or electrons), but the more complex nature of Auger
spectra will prevent doing state-specific diffraction measurements for many cases,
and an accurate theory, especially for lower energies, will be more difficult. Not
being able 1o use radiation polarization 1o selectively excite towards a given
scatierer is also a disadvantage of AED. As one disadvantage of scanned-angle
PD and AED, we note the present lack of being able to use Fourier transform
methods to determine structure directly (although photoelectron holography is a
proposal to do this); thus it may be necessary to carty out a number of
calculations for various structures, a procedure znalogous to that used in Legp.
However, some aspects of the data (e.g., forward scattering peaks at high energy)
provide structural information very directly, and a good deal of any analysis
should be possible within the framework of a simple single scattering picture.
And in any case, the final test of any structural model derived in PD, AED, or
sexars should be 10 compare experiment to a diffraction calculation on a cluster
of atoms of sufficient size to adequately include all significant scatterers.

Thus, although photoelectron diffraction and its close relative Auger electron
diffraction are relatively new additions to the array of tools for studying surface
structures, they have already proven to be useful for a broad variety of systems.
Even at the present stage of development of both techniques with, for example,
standard X-ray tubes or electron guns as excitation sources, and theory at the
single-scattering-cluster~spherical-wave level, structurally useful and unique in-
formation can be derived for a range of problems including adsorption, molecular
orientation, oxidation, epitaxial growth, mectal-semiconductor interface forma-
tion, cluster growth, surface phase transitions, and shon-range magnetic order.
The use of higher angular resolutions promises to provide more precise structural
inforenation, particularly concerning longer-range order. The wider availability of
synchrotron radiation, especially from the next generation of high-brightness
insertion devices, will enormously increase the speed of both scanned-angle and
scanned-cnergy measuremeats, thus permitting mote studies of surface dynamics.
The accurate-intensity ratio measurements at low kinetic energy required in
spin-polarized photoelectron diffraction will also become easier. Some degree of
lateral-resolution photoclectron microscopy-plus-diffraction should aiso become
p_osiblc. And with focused eclectron beams, Auger clectron microscopy-phus-
diffraction is also feasible. Also, high-brightness radiation sources should permit
increased energy resolutions of the order of 0.3 eV even at the higher photon
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energies of 1.0-2.0keV that zre optimum for taking ad\fanlagc of for.ward
scattering and a single-scattering approach. Separate diffraction patterns will be
obrainable for the various peaks in a given spectral region that are produced by
chemical shifts, multiplet splittings, or more complex final-state effects. ‘Using
both lincarly and circularly polarized radiation will also permit the selecuon_of
specific scatterers and spin-polarized final states, rcsp:cti}rc!y. Slat?-spccx_ﬁc
structural parameters should thus be derivable in 3 way that is not passible with

other methods.

NOTE ON HOLOGRAPHIC METHODS

Since the original writing of this review, the use of holographically motivated
Fourice-transform inversion methods for deriving surface structural information
from both photoelectron- and Auger electron-diffraction data (cf. discussion in
section 5.4) has advanced considerably. Some of these developments are
discussed below.

The first experimental data have successfully been inverted to yield direct
images of atomic positions near Cu surfaces by Tonner er af.*** Mote recently, the
same types of images have been observed for the semiconductors Si and Ge by
Herman et al.*® and for the simple adsorbate system (2 x 2) S/Ni (001) by Saiki
et al'® in general, these images are accurate to within about £0.2-0.3 A .in
planes parallel to the surface and more or less perpendicular to strofg forward
scattering directions, but only to within about £0.5-1.0 A in planes perpendicular
to the surface or containing forward scattering directions.

Methods have been proposed for eliminating the observed distortions in
atomic images duc to both the anisotropic nature of the electron—atom scattering
and the phase shift associated with the scattering by Saldin ef al.,'® Tong et al., '
and Thevuthasan ef al.'®? Preliminary tests of these methods are encouraging, but
more applications to experimental data are needed to assess them fully. Further
image distortions duc to anisotropies in the electron emission process have been
discussed, "% and corrections for these also appear to be useful. Additional
spurious features that may arise in images due to the strength of the electron-
atom scattering and resultant self-interference effects have been pointed out by
Thevuthasan ef af. ' By contrast, the multiple scattering defocusing iflustrated in
Figs. 3b—ii and 6 has been shown to reduce the image distortions for the special
case of buried emitters that are separated by several atoms from the detector.'s?

Finally, Barton'® has shown in theoretical simulations that the simuitaneous
analysis of photoelectron holographic data obtained at several different photon
energies, involving in effect an additional Fourier sum on energy, should act to
reduce the influence of both twin images and maltiple scattering on atomic
images.

Thus, the holographic analysis of both photoelectron and Auger electron
data is in an intense period of evaluation, with several indications already that it
may ultimately provide reasonably good starting-point structures which can then
be refined by the more classic trial-and-crror methads discussed previously in this
review, but in much reduced time,
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Abstract

The current status of photoeleciron diffraction studies of surface structures is bricfly reviewed, and several recent
developments and proposals lor future areas of application are then discussed. The application of full-solid-angle
diffraction data, 10gether with simuilaneous characterization by low energy eleciron diffraction and scanning tunneling
microscopy, lo epitaxial growih is first considered. New instrumentation for carrying out such studies with third-
generation synchrotron radiation is then presented and several types of results obtained with it are discussed. These
results inctude photoelectron diffraction lrom surface and interface atoms, the possibility of time-resolved measure-
ments, and circular dichroism in photoelectron angular distributions, The addition of spin 10 the photoelectron
diffraction measurement is also considered, and ¢an be achicved cither through corte-ievel multiplet splittings or by

circular-polarized excitation of spin-orbit-split levels. This last development makes it possible to study short-range
magnetic order, pethaps even in a holographic fashion.

Keywaords: Hologre~hy; Pholeclectron diffraction; Photoelectron spectrescopy; Surface structure; Synchrotron radiation

1. Introduction group was a pioneer in scanned-energy PD, pub-

lishing the initial paper in 1978 (1f]. The aim of
these measurements is to deduce information
about the atomic structure around the emitter, or
perhaps also the type of magnetic order surround-
ing it. There are by now a number of groups in the
world engaged in such experiments, using both
laboratory X-ray sources and synchrotron radia-
tion (SR), and a variety of systems have been stu-
died to date with this technique, including systems
exhibiting surface core-level shifts, adsorbed atoms
and molecules, epitaxial overlayers, and atoms at
buried interfaces. Several reviews of this Reld have
appeared in recent years [2-71, and it will thus not
be our aim to survey it in getail. Rather, we will

0368-204%/95/309.50 € 1995 Elsevigr Scienee B.V. All rights resecved
$SDI 0368-2048({95)02545-6

In photoelectron diflraction (PD), a photon
excites an electron from a core level, and the out-
going photoelectron wave is scattered (rom the
atoms neighboring the emitter, producing an inter-
ference patiern. Sirong medulations in intensity of
as much as +40% are observed as a function of
cither the direction of electron emission or the
energy of excitation, leading to what have been
termed scanned-angle or scanned-enerpy measure-
ments, respectively. The first sel of papers on PD
began appearing 25 years ago (1), and the Shirley

* Cogresponding author.
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bepin by briefly deseribing those basic characteris-
tics that make PD an attractive structural probe,
consider some of jts limitations and dificulties, and
then go on to concenlrate on several more recent
developments involving both laboratory and next-
generalion SR sources that promise to make it an
even more widely used tool for susface, interface,
and nanostructure studies in the future,

We begin with the positive aspects of PD, several
of which will be illustrated wilh more specific
examples in the following sections.

(i) Atom specificity. PD is an atom-specific probe
by virtue of the fact that a certain core level is
probed. Thus, the structure around each type of
atom in the sample can be probed separately,

(ii) Chemical-state or site specificity. With suffi-
cienl resclution, core binding energy shifts with
chemical state (e.g. the different oxidation states
of a given alom) or binding site (e.g. between the
bulk and surface of a metal or semiconductor) can
be used 1o study the atomic structure around each
type of alom separately [8].

(iii) Spin-specificity. Although not nearly as
much explored, the diffraction patterns of photo-
electrons of different spins can also be studied sepa-
ralely, yielding the promise of determin . the local
magnetic order around both magnetic atoms and
non-magnelic atoms surrounded by magnetic
atoms. Such spin sensitivity can he achieved by
using the multiplet splitting inherews in the core
specira of various transiticn melals or rare-earth
elements, by exciting spin-orbit-split core levels
with circularly polarized radiation, or by some
combination of these two effects. This leads to
what has been termed spin polanized photoclectron
diffraction (SPPD) [9).

(iv} Polarization dependence. Beyond using cir-
cular polarization to produce spin polarization,
varying polarizalion (rom linear to left or riy -
circular to unpolarized further permits selectively
directing the outgoing photoelectron probe wave
into different regions of the atomic structure sur-
rounding the emiller, so that complementary struc-
tural information can be oblained for different
relative orientations of light and sample [2,4].

(v) Energy dependence. PD makes use of energy
dependence in three basic ways. Al higher energies
of more than 500 ¢V, the electron-atom scaltering

C.8. Fadiey e( ol [Journal of Electron Speciroscapy and Relaied Phenoniena 75 (1993} 271-297

factor is highly peaked in the forward direclion,
producing pronounced peaks in diffraction pat-
terns along, for example, bond directions in
adsorbed molecules and low-index directions in
cpitaxial layers [2,3,5]. For lower energics below
300 eV, the scattering factor is more uniform over
all directions, and usually has a strong peak in the
backward direction; thus, the locations of atoms
behind the emitler as viewed from the detector
can be studied [4,6), although their bond directions
cannot be as directly determined as in forward scat-
tering. Being able to vary encrgy between these two
limits using synchrotron radiation thus permits the
full structural environment of a given emitter to be
studied. Going to lower energies in the 50-100 ¢V
range further leads to increased sensitivity to the
surface (via the reduced inclastic attenuation
length) and to magnetic scattering effects, (via the
enhanced exchange interaction); such energies are
thus those of relevance in SPPD measurements {9).
Finally, the encrgy dependence of the photo-
clectron de Broglie wavelength is also what leads
to the modulations measured in scanned-energy
photoelectron diffraction.

(vi) Simple first-order theoretical interpretation,
In a number of studies to date, it has proven pos-
sible to derive useful surface structural information
by comparing experimental data with the results of
rather straightforward single-scattering (SS or
kinematical) theoretical calculations [2,3a). How-
ever, il is also by now clear that a fully quantitative
treatment of all of the features in both low-energy
and high-energy diffraction patierns will require
more sophisticaled calculations at a fully con-
verged multiple scattering {MS) level [10} that
have many similarities to those used in low energy
clectron diffraction (LEED) analyses. We shall
illustrate below both types of theoretical analysis.

(vii) Direct derivation of structural parameters,
A final advantage is that there are several ways in
which it is possible to directly derive structural
parameters from PD data. We have already noted
that forward scatiering peaks directly give bond or
low-index directions [2,3,5). Beyond this, a Fourier
transform of scanned-energy PD dala yiclds path-
length differences for different scatterers that can
olten be used to rule out some adsorbate geome-
tries in a search fos the truc structure [2,4,6b,11).
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Finally, taking a larger data set that invelves
varying both energy and angle over some volume
in the momentum space of the photoclectron can
be used with scveral recently suggested transform
algorithms 1o holographically derive atomic posi-
tions in three dimensions [12—-19], a topic to which
we shall return in connection with spin-resolved
studies.

By contrast, some difliculties with PD are as
follows.

(i) More complex cquipment. Relative to a stan-
dard laboratory photoelectron spectroscopy sys-
tem, a more precise, computer-driven sample
manipulator is required. For the most versatile
and powerful experiments with variable cnergy
and/or variable polarization, access to a synchro-
tron radiation beamline is also necessary.

(ii) Long measuring times. Measuring hundreds
or perhaps even a few thousand separate core spec-
tra 1o produce a single angle or energy scan or a
more complex scan over both angle and energy that
can be used in a holographic sense {12-19] can be
very time consuming, and take between hours and
days with most present systems. However, next-
generation  synchrotron radiation beamlines,
coupled 1o appropriately high-throughput spectro-
meters and detectors, promise to reduce these times
to the minutes-to-hours rar:ze. This should also
permit a broader range of dynamical studies on
surfaces.

(iii) Macroscopic domain averaging. At present,
PD data are taken from the full area illuminated by
the radiation, which is typically of the order of
I mm? to 10 mm?. Thus, many domains are aver-
aged over, and structural conclusions ¢an be con-
fused by the resulting overlap of diffraction
patterns from different site types. Various kinds
of photoclectron microscopy are currenily being
tested at different synchrotron radiation sources
around the world, as discussed in the article in
this issue by Tonner et al. {20]. These developments

_ may ultimately permit PD 10 be carried out on

arcas a3 small as a few hundred angstroms in
radijus, thus focussing on a single domain or nano-
structure on the surface. This last prospect is to be
sure a tour de force experiment for third-gencra-
tion (or even fourth-generation) synchrotron radia-
tion sources, but realizing it would be exciling

indeed, because a further space dimension could
then be accessed.

(iv) Complex muliple-scattering theoretical
inlerpretation. We have already noted zbove that
data can often be analyzed to a useful point within
a single-scautering framework, but future studies
will no doubt make more use of the more quanti-
tative multiple-scattering model. However, a num-
ber of groups by now have multiple scattering
programs operating [10], and these will no doubt
become faster, more accurate, and more user
friendly; as they have in LEED analysis.

We will now tumn to a few recent examples ol PD
data and its theoretical interpretation, and to the
development of nexi-generation instrumentation
for such measurements. These examples are chosen
primarily from the work of our groups, but we
hope that they are illustrative of both some current
forefronis of PD studies and some of the more
exciting future directions in this fieid.

2. Fuli-solid-angle diffraction dsta

Although the first full-solid-angle PD pattern
was measured some time ago [21a), it is only in
receni years that these time-consuming experi-
ments have been performed on a more routing
basis, beginning parlcularly in the Osterwalder
group [7,21b-¢]. We here illustrate the utility of
this kind of data for a recent study of the growth
of iron oxides on Pt(111){22]. In this work, anaother
noleworlhy element was added in that X.ray
photoelectron diffr:rtion (XPD) measurements in
a laboratory-based system were combined with in
situ characterization by both LEED and scanning
tunneling microscopy (STM), such that the com-
plementary nature of these surface structure probes
could be exploited.

Some of the data from this study for a | mono-
layer (ML) overlayer of FcO on P1(111) are shown
in Fig. 1, where a LEED pattern, STM image, and
full-solid-angle XPD patterns [or all three atoms
present {Pt, Fe, and Q) are compared for the
same surface preparstion. The LEED pattern
shows the basic Py(111) spols, but with a rosette
of superstructure spots around cach one indicative
of some longer range order. This longer range
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(2) Low energy eleciron diffraction

{b) Scanning lunneling microscopy

53A = 584
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(c} Photoclectron diffraction

Pt df, 1414 eV

Fig. 1. LEED, STM, and XPD data for 1 Mlof FeQ on P({111). The full-solid-angle XPD patterns for Pur, Fe2p, and Ols emisstion are

shown, (From Ref. [22])

order is directly imaged by STM, with a hexagonal
unit cell of approximately 26 A x 26 A superim-
posed on the atomic-resolution hexagonal oxide
unit cell of 3.1 A x3.1 A. Such combined LEED

and STM data led Galloway et al. {23} to proposz a
particular superstructure or lateral Moiré pattern
consisting of a hexagonal-symmetry bilayer of
FeO{11!} composed of a layer of Fe aloms on
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(a) ra cht . Expt

(b) Fe Chi -- Relaxed
90 7%
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{€) re chi -- Unrelaxed
5

Fig. 2. The full-solid-angle Fe2p XPD pattern for 1 ML of FeO
on Pt{111): (x) experimental dats; (b) single scattering theory
with sn Fe-O interplanar distance of 0.65 A; (c) single-scatier-
ing theoty with an Fe-0) interplanar distance of 1.25 A as in
bulk FeO. (From Ref, {22])

top of, or below, & layer of O atoms. However, this
model left several questions about this overlayer
unanswered. Among these questions were: Which
atomic layer is outermost, Fe or Q7 What is the
interplanar distance between Fe and O Is there a

preferred relative orientation of the FeQ bilayer in
its growth with respect to the underlying P?

The XPD results in Fig. 1 serve to answer all
three of these questions. The Pudl diffraction
pattern is dominated by scattering in the substrate
crystal, and so does not contain any casily-
derivable information coneerning the structure of
the overlayer, It does, howevet, provide a direct
internal refersnce in the data for the orientation

. of the overlayer, The Fe2p diffraction patlem con-

tains three strong peaks with some fine structure
around them, immediately suggesting that there
are forward scallering atoms between Fe and the
detector. Thus, O appears to be the outermost
layer. Finally, the Ols pattern is devoid of any sig-
nificant diffraction features, (urther confirming
that it is the outermost layer. The second question
regarding interlayer spacing is also easily answered
by measuring the polar angle at which the Fe-O
forward scattering peaks occur, and combining this
with the lateral unit cell dimensions of the FeO
overlayer from LEED and/or STM. Simple trigo-
nometry then yields an interplanar distance of only
0.65 A that is much contracted from the 1.25 A
between (111) planes in bulk FsQ. This distance
can be further checked by carrying out single-
scaitering diflraction caiculations for this over-
layer, with single-scatiering being a very good
approximation for this situation in which there
are no chains of forward scattering atoms [2]. The-
oretical calculations for both 0.65 A and §25 A
interplanar spacings are compared to experiment
in Fig. 2. The agreement beiween experiment 2nd
the calculation for 0.65 A is excellent, including
even the weak diffraction features aronod the for-
ward scattering peaks, Fora 1.25 A spacing, agree-
ment is poor, both for the polar angle position of
the forward scattering peaks and the weaker fea-
tures. Finally, the fact that there are only three
forward scattering peaks in the Fe diffraction
pattern immediately implies that only one orien-
tation of the hexagonai Q overlayer with respect
to the underlying Pt surface exists, even though
two O overlayer orientations rotated by 180* with
respect to one another are equally likely as far
as the Fe layer is concermed. Thus, there is an
O-P interaction through the Fe layer that is
strong enough to select only one orientation of

L N
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the O overlayer, a subtle aspect of the growlh pro-
cess that would be difficult to determine with any
other method.

This is thus an illustrative example of both how
useful full-solid-angle diffiraction patterns can be
(sce also Refs. {7] and [21] for other examples)
and how important it is to have additional comple-
mentary structural probes in the same experimental
chamber, with LEED and STM being two particu-
lacly useful ones.

3. A next-generation photoclectron spectrometer/
diffractometer

In Fig. 3, we show a schematic view of a photo-
electron spectrometer that has been configured for
high-resolution, high-intensity spectroscopy and
diffraction measurements, and initially instalied
on bending magnet beamline 9.3.2 at the Advanced
Light Source in Berkeley. Fig. 4 shows a photo-
graph of the system, with major components
labelled. The clectron energy analyzer is a tune-
able-resolution farge-diameter hemispherical elec-
trostalic systern (Scienta ES200) that has been
incorporated into a chamber which can rotate
over 60° in the plane of the electron storage ring.
This rotation is made possible by a large-diameter
bellows Jinking the chamber to the beamline, as
shown in these figures. Such in-plane analyzer rota-
tion, although common for much smaller analyzers
mounied inside the vacuurn system, has not been
atiempted before in such an ex situ mounting, and
it permits selectively varying of the fundamental
excitalion cross section, keeping the photon-sam-
ple geometry fixed while measuring intensities over
a large fraction of the 2x solid angle above the sur-
face, and scanning the analyzer with the sample
polar-angle motion to keep the photoelectron
escape process constant. The analyzer is presently
equipped with a single multichannel detector cap-
able of an integrated count rate of aboyt 100 kHz,
but will in the near future be modified to include a
much higher speed multichannei detector operating
up to the gigahertz range, together with an alier-
native spin deteclor of the so-called microMott
type thal will be inlerchangeable in situ. The
spherical grating monochromaior and analyzer
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together should be capabie of operating at energy
resolutions of | : 10°, The analyzer is also equipped
with a demountable collimator at its entry (o limit
the solid angle of acceptance to +1.5° for high
angular resolution studies. The beamline optics
also permit radiation to be taken both above and
below the plane of the electron orbit, thus obtain-
ing a high degree of left or right circular polariz-
ation, and linear polarization with in-plane
operation, This beamiine and end station has
been constructed as a collaborative project with
the Shirley group. We now briefly consider some
first results obtained with this instrumentation.

3.1. Full-solid-angle photoelectron diffraction from
surface and bulk atoms of a clean surface

In Fig. 5(a), we show the geometry f(or an
experiment in which the surface and bulk Wdf
peaks from a clean W(110) surface have been
measured with this system. It is well known that
the clean (110) surface exhibits a surface compo-
nent shified to lower binding energy by 320 meV
{8a,24a), and this is cleanly resolved in the spectrum
of Fig. 5(b). The 120 meV full width at half
maximum (FWHM) for the bulk peak is slightly
narrower than anything measured before [24a),
and is essentially limited by the various sources of
natural . linewidth for this level. PD has been
measured before for this case [8a,24b,c), but has
only involved a few scans in azimuthal angle or in
energy. The high rate of data acquisition possible

“with this new system (a spectrum like that in

Fig. 5(b) can be obtained in 20 s or less) has now
permitted measuring essentially the full solid angle
of data for both the bulk and surface peaks, as
shown in Figs. 5(c) and 5(d), respectively {25].
The photoelectron encrgies here are in the very sur-
face sensitive 39-40 ¢V range. Thus, it is obviocus
that it wilt be possible in the future to obtain much
more complete photoelectron diffraction informa-
tion than in prior studies.

One immediate benefit of such data seis is the
possibility of making more rigorous tests of the
muitiple scattering theory that is now being used
by several groups to analyze PD data. In particular,
we have carried out multiple-scatiering and single-
scatiering calculations to simulate the surface-atom
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diffraction pattern in Fig. 5(d), using a program
developed by Kaduwela et al. [10e] and based on
the convenient Rehr—Albers approximation for
treating multiple scattering [10d). The experimental

structural™ parameters for the calculations of inner
potential ¥, and inelastic attenuation length A,
were determined from the PD data by optimizing
the fit of the MS calculations to expediment and

Fig. 4. Photograph of 1he photoclectron spectrometer/diffractomerer of Fig. 3.

data for surface emission are shown again in Fig.
6(a), where they are compared ta both multiple
scattering and single-scattering results. The "non-

analyzing azimuthally-averaged surfacesto-bulk
ratios 2s & function of photoelectron takeoff
angle relalive to the surface; the values of

L% N
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W df12 =W(110)
Surface Resolved Photociectron Diffraction

(a)
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{b)

Experiment
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Exin = 39.7eV

Theory - MS

Vo =13.75eV
Ae= 3.0A
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Fig. 6.~ Full-solid-angle diffraction from the surface stoms
scaltering theory, {From Ref. [25])

13.75¢V and 3.0-4.0 A 50 derived &re in excelient
agreement with independent determinations from
band structure and other theoretical calculations,
Moreover, the MS calculations are in excetlent
agreement with experiment for all the major dif-
fraction features, thus showing that existing PD
theory is capable of an accurale description of

Theory - 58

Vo= 13.75¢V
Ae= 10A

of W(L10): {s) experimental data; (b) multiple scatiering theory,; (c) single

such data even at such low kinetic encrgies. The
S8 calculstions based on the same input para-
meters show similar diffraction features, but clearly
do not describe the data as well as the MS results;
thus M5 effects will definitely need to be included

for a quantitative description of such low-energy
data.
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3.2. Photoelectron diffraciion from interface atoms

The delailed structure of interfaces, €.g. between
an epitaxial overlayer and the substrate on which it
is grown, is clearly one of the most important cur-
rent surface-structure probiems. It is also a difficuit
problem 10 solve, because most surface structure
probes cither cannot uniquely resolve interface
atoms from their ncighbors or cannot probe very
deeply below the surface. PD with high energy
resolution has been shown to be capable of study-
ing interface atoms that are at least a few atomic
Jayers below the surface (8d], and future experimen~
tal capabilities promise to expand this application
dramatically.

As one illustration of what is possible, we show
in Fig. 7 results obtained with the system in Figs. 1
and 2 for the case of 1.2 ML of Gd deposited on
W(110) [26]. It has been shown by Tober et al. [27]
in a combined STM and LEED study that this first
monolayer forms a ialeral superstructure or Moiré
pattern with (7 x 14) periodicity in which a hexa-
gonal Gd{0001) layer is formed on the surface with
relatively little lattice constant change compared 10
bulk Gd. However, this layer is only weakly bound
to the underlying W, and many types of Gd-W
bonding sites are involved over the (7 x 14) unit
cell. Fig. 7(b) shows that it is nonetheless possible
1o clearly resolve the interface W atoms via the 4f
spectrum, and that these interface atoms exhibit a
binding energy that is even lower than that for the
clean W sueface. A likely reason for this lowering of
binding energy is the additional core-hole screening
possible in the Gd monolayer, which has only a
very weak bonding interaction with the substrate.
It has also been possible to measure the separate
PD patterns for the bulk and interface W peaks in
‘this system, and they are compared in Fig. 7(c}, (d)
with the corresponding patterns for the clean sur-
face. Because there are many scattering geometries
between either an interface W atom or a bulk W
alom and the overlying Gd atoms, it is not surpris-
ing that the interface diffraction curve is very much
like the surface diffraction curve, and that the two
bulk curves are also very similar. Overall the Gd
scattering here acts to simply produce a nearly uni-
form background of intensity underncath the
dominani pattern associated with W-atom

scattering. However, for other kinds of metal-
metal epitaxy such as pscudomorphic growth in
tegistry with the substrate, the overlayer would be
expected Lo produce more dramatic changes in the
diffiraction. Future applications of high-resolution
interface PD to metal-metal, metal-semiconduc-
tor, and oxide semiconductor overlayer growth
are thus very promising.

3.3. Time-dependent measurements

As one illustration of how rapidly it should be
possible to 1ake PD data in the future, we show in
Fig. 8(a), (b} two lower-resolution spectra from
W(110} that were the beginning and end points of
a rapid accumulation of over 180 spectra takenina
70 min time interval. Each spectrum was obtained
in only about 4 5. The initialty nearly clean surface
was exposed 10 about 6 x 107" Torr of O, abovea
2 % 107" Torr base pressure over this time, and the
surface peak thus slowly decreased in intensity and
shifted toward the bulk peak in energy (an cffect
that has been seen before [24a]), while a weak oxide
peak grew in at about 0.35 ¢V higher binding
energy than the bulk peak. The curves in Fig. 8{c)
illustrate the time dependence of the surface and
oxide intensities and the surface peak position
(which becomes more uncertain as its intensity
dies away). These data thus clearly indicate the
potential for kinetics studies in which intensities
are measured at several key energies or directions
as a function of time, thus yiclding time-resofved
PD. With further optimization of the beamline and
end station on which these data were obtained,
andfor carrying out the same type of measurement
on a more intense third-generation undulater
beamline, we estimate that it should be possible
to improve these data acquisition speeds by at
least one order of magnitude, if not two.

4. Circular dichroism in photoelectron angular
distributions

Circular dichroism in pholoetectron angular
distribution (ofien termed CDAD) was first
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Fig. 7. Photoelectron diffraction from interface W atoms below one monolayer of Gd on W(110): (a) the experimental geometry; (b)
comparison of Wafy; spectra for clean W(110)and 1.2 ML of Gid on W(110) at n takeoiT angle of 45* with respect 10 the surface; (c), (d}
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{Erom Ref. {26])
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Fig. 8. Time and staie resolved photoelectron spectra for a clean W{110) vurface exposed 10 oxygen: (s) clean surface Waf, ; spostrum st
atars of scany (7 = 0); (b) surface after 70 min, with depleied surface peak and “oxide™ peak axsocisied with sdsorbed oxygen, (c) time
dependence of surface and “oxide™ intensitics, together with surface core Jevel shilk. (From Ref, [25].)

observed for emission from a core Jevel for the case
of an adsorbed molecule on a surface (Cls emission
from CO/Pd(111}) by Schinhense and co-workers
[28]. This dichroism, or difference between the
intensitics with left and right circvlarly polarized
light (I* and 77, respectively), is most conve-
niently measured via a normalized asymmetry that
is defined as

OAD T UTRSR(£) + T (£

where k is the direction of eleciron emission.
Changes in this asymmetry with direction by as
much as +75% were observed for CO/Pd. These
measurements thus made it clear that even & nen-
chiral molecule can exhibit circular dichroism when
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Fig. 9. Circular dicheoism in the angular distributions of photo-
eler.}n_ms _rrom Si(001): (n) the experimental geomelry, with
m_muon incident normal 1o the surface and o display snalyzer
being used to simul ly detect clect aver 8 245° cone;
(b). (c) experimentsl $i2p intensity distributions st a kinetic
energy of 350 eV and with lellcircularly polarized {LCP) and
right-circularly polarized {RCP} excitation, tespeciively; (d), (e)
as (b), {c). but multiple scartering photselectron difTraction
theary; (M) analogous multiple ing theury for i
with unpolarized radiation. (From Refs. [30] and [31}}
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it is fixed to a surface, provided 1hal a certain geo-
metrical condition is satisfied between the molecu-
lar axis 4, the light incidence direction §, and k: in
particular Acpap can be non-zero whenever these
three vectors are not co-planar. Such data were first
interpreted wsing quantum-chemical theoretical
methods for the isolated adsorbate molecule
[29a]. However, the chirality must be associated
with the final-state photoelectron wave function,
because the initial core state is spherically symme-
trical. This suggests using & PD point of view to
interpret such results, as has been done more
recently [29b). In this picture, all information on
the chirality is carried in the geometry of the light
incidence, the locations of all scatterers around the
emitter, and the direction of electron emission. This
approach thus permits easy inclusion of contri-
butions to the dichroism from atoms in the sub-
strate, PD calculations were in fact also found to
correctly predict the effects seen for CO/PA(111)
[29b].

More generally, it has now been realized that the
emission from any core level in a single crystal
specimen can exhibit non-zero CDAD effects, pro-
vided that the plane containing § and & does not
also coincide with a plane of mirror symmetry per-
pendicular to the surface {30,31]. In particular,
intensity distribution measurements for Si2s and
Si2p emission fram a Si(001) surface in a geometry
with the light incident along the normal (see geo-
metry in Fig. 9(a)) have shown that there are not
only very strong CDAD effects of as high as about
+20%, but that the observed diffraction patterns
exhibit what can in a first approximation be
described as peak “rolations™ across mirror planes.
S9me of these experimental data are shown in
Fig. 9(b), {c), where all the main diffraction peaks
clea_rly appear o move counterclockwise with LCP
excitation, and clockwise with RCP excitation.
Also shown in Fig. 9(d), (¢) are corresponding dif-
fraction patterns calculated from MS PD theory,
and the agreement with the observed cffects is
excellent for both peaks of types “1” and "2"
that can be secn in both experiment and theory.
For reference, the theorelicaldpanem with unpolar-
ized excitation (for which /YMF can rigorously be
shown to equal simply 77 4+ /1P (31)) is shown
in Fig. 9(). Exciting with circularly polarized
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radiation thus yiclds onc or the other of the two
components present in the unpolarized diffraction
pattern, with unpolarized radiation producing
broader features that are the sum of the two.

Considerable physical insight into the origin of
the peak rotations seen in Fig. 9 can also be gained
via an approximate model first introduced by
Daimon et al, {30]. This notes that, for emission
from a given n;im, state, the dipole selection rules
for circularly-polarized  radiation amt =
mp—m;=—1, and A =y —mi = +1,
coupled with the angular and radial integrations
involved in calculating the pholoelectric cross
section, lead to a dominance in the fnal-state
phototlectron wave of the spherical harmonics
It=5+1, me=mggoma = F(i+1), respec-
tively. These spherical harmonics then have an azi-
muthal dependence of exp (im¢$) which yields
spiral, rather than cylindrical, constant-phase sur-
faces. Because photoelectron current will propa-
gate perpendicular to such constant-phase planes,
these two dominant components, which have
spirals of opposite sense, will *'rotate” any difirac-
tion feature (for example, a forward scattering
peak) in opposite directions. For circularly-
polarized radiation incident perpendicular to a
surface, a simple formula even results for these
azimuthal rotations Ad,,

my

B = 1k @

where Ry is the component of the nearest-neighbor
distance along some forward scattering direction
along the surface, and kj is the component of the
photoelectron wave vector along the surface. This
simple formula is in fact very suocessful in predict-
ing the peak rotations seen in Fig. 9(b), (c), as indi-
cated by the black crosses. It is not however,
expected to be fully quantitative for emission direc-
tions too far from the surface plane, nor for cases
where there is significant mixing of different fy, m;
componeits in the final state.

More recent data obtained with the system ol
Figs. | and 2 confirm the generalily of such peak
rolations, but also mare guantitatively show the
additional peak distortions that can occur in chan-

ging from LCP to RCP {32). The case studied was a
{1 % 1) oxide overlayer on W(110), prepared in a
manner described previously [33). The experimen-
1a} geometry was very similar to that of the Si(001)
experiment, as shown in Fig. 10(a). The W4[ spec-
tra for this surface shown in Fig. 10(b) are clearly
split inte oxide and bulk components, with a
separation between them of about 0.70 V. In
Fig. 10{c), we show single azimuthal scans of the
bulk and oxide peaks {or a takeofl angle # with
respect to the surface of 26.5%, with excitation by
linearly-polarized light (LP), and LCP and RCP
light. The correct mirror symmetry across the
[001) azimuth at 90° is scen in both bulk and
oxide for LP excitation, but peak rotations and
considerable distortions, are scen with LCP and
RCP excitation. The overall diffraction patterns
furthermore obey the symmetry expected from
the normal-incidence experimental geometry,
because the mirror image of the LCP intensities
for both oxide and bulk are essentially identical
to the RCP intensities. These symmetries and rota-
tions are even more clearly seen in the oxide/bulk
ratios of Fig. 10(d), in which various sources of
absolute experimental intensity dnft with time
(and thus angle) are eliminated: in particular, a
+6° rotation is sesn here between LCP and RCP.
MS PD calculations furthermore well predict both
the overall rotations of features and the peak dis-
tortions seen here [32].

Thus, such circular dichroism in photoelectron
angular distributions is expected to be a very gen-
eral phenomenon for any non-magactic (of by
implication also magnetic) system, and it can also
be quantitatively described by PD theory. Qne
reason for being interested in this effect is that cic-
cular dichroism in magnetic systems {magmetic
circular dichroism or MCD) is usually a much
more subtle difference in intensities that may be
only a few percent in magnitude {34). MCD effects
in photoelectron angular distributions are due to a
combination of the spin—orbit and multiplet split-
tings inherent in core spectra [34a] and possible
spin-dependent exchange scattering from magnetic
atoms during photoelectron escape from the sur-
{ace. By contrast, the CDDAD efects discussed in
this section are due to the strong coulomb-plus-
exchange scattering from every atom in the speci-
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the same azimuthal scan, again for LP, LCP, and RCP excitation. (From Ref. {az1)

men. Thus, property allowing for the latter will be
essential to accurately measuring the former [29).
We aiso note that the interplay between strong
non-magnetic scattering and diffraction effects and
weaker magnetic dichroism efTects will no doubt
also cxist in the more recently discovered magnetic

linear dichroism {MLD) [35a, b] and magnetic
unpolarized dichrosim (MUD) {35c—¢], bolh of
which effects manifest themselves in core-
photoclectron angular distributions.

We now address the more subtle spin-dependent
scattering effects in more detail.
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S. Spin-polarized photoelectron diffraction and
hetography

S.1. Multiple! splittings and spin-polarized
photoelectron diffraction

We have already noted that being able to
separately measure intensity distributions for
spin-up and spin-down photoelectrons should in
principic make it possibie to determine the short-
range magnetic order around a given type of emit-
ter via what can be called spin-polarized photoelec-
tron diffraction (SPPD). The use of multiplet
splittings for this purpose is by now well-estab-
lished [or both simple antiferromagnets [9) and fer-
romagnetic metals [36), and we show in Fig. 11{a)
an exchange-split 3s spectrum from antiferromag-
netic KMnF, (100) that is one of the few cases
studied to date by SPPD. The predominant spin
polarizations of the two components are indicated
in this figure, together with the overall electron
configurations and L-S multiplets associated with
each peak: the 35 peak at lower kinetic energy is
expected to be 100% up-spin and the 'S peak 71%
down-spin; spin polarizations arc here measured
with respect to the emitting Mn?* jon. In Fig. 12,
some experimental {9c, d] and theoretical [37)
results related 1o SPPD from the similar antiferro-
magnetic system MnO(001) are presented. Plotted
in Fig. 12(a) is the temperature dependence of the
spin  asymmetry S, & normalized spin-up/
spin-down intensity ratic that is defined to go
to zero at the high-lemperature (HT) “para-
magnetic” limit of the experimental data via
S(T)=100[Ry — Ryy] (in %) [Fb—c). Here
R = I/1,. and the subscripts indicate the tempera-
ture at which the ralio was measured. For a low
average kinetic energy of 111 eV, this asymmetry
shows dramatic changes at about 4.5 times the bulk
Néel temperature, with the sense of this change
being opposite for wwo different directions of
observation. For a high kinetic epergy of
1405 ¢V for which exchange scattering effects are
expected to be negligibly smalil, no such effect is
observed. These experimental results are in quali-
tative agreement with PD calculations assuming
that there is an abrupt loss of short-range antifer-
romagnetic order at this high temperature, even
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xt_u: surface Néel temperature could be significantly the 5/2 peak for RCP or LCP excitation, and a
higher than that in the bulk {37), Fig. 12(b) shows magunitude only 3/4 as large (the inverse ratio of
the results of Monte Carlo calculations for a subshell occupation numbers), as expected from
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simple atomic considerations [39]. These polariza-
tions are thus comparable 10 the 70-100%
expected for simple 3s multiplets of the type dis-
cussed previously, and immediately suggest using
such spectra as internal sources of spin-polarized
photoelecirons for SPPD studies, Such SPPD
studies based on circularly-polarized excitation
have in lact been attermnpted for the first time
recently [40). Theoretical curves for the energy
dependence of the 5/2 spin polarization are also
shown in Fig. 13{a). Simple free-atom calculations
based on the work of Cherepkov [41] agres very
well with experiment, but with some deviations at
lower and higher energies. PD calculations with
only one emitter and no scatterers present fi.e. the
free-atom limit of the algorithm) agree with the
analytical {ree-atom results, an important self-
consistency check. MS PD calculations from a
large W(110) cluster in the nominal geometry of
the expeniment show the same general trend of
polarization variation with energy as experiment,
but have a significant dip at about 125 £V that is
not seen in experiment, However, a small azi-
muthal rotation of the cluster by 10° that is within
the experimental uncertainty of alignment sup-
presses this dip, and also yields exceilent agresment
with experiment. The change in the PD polariza-
tions with cluster orientation, however, suggests
that photoelectron scattering, even in a non-
magnetic lattice, can significantly alter the degree
of spin polarization in a core spectrum. To explors

this effect further, we show in Fig. 13{b), (c) the full .

three-dimensional contours of the absolute value of
the W4{,,; spin polarization, as plotted relative to
the origin of the coordinate system. In Fig. 13(b) is
shown the contour for a {rec atom, tilted toward
the upper right due to the light incidence direction,
as shown in the inset geometry. This is a smooth
curve, with basically a donut shape and overall
negative polarization. Fig. 13(c) shows the same
kind of contour for a W emitter beneath four W
scatterers: a five-atom cluster in the W(110) geome-
try. It is here obvious that scattering and diffraction
effects cause a strong modulation of the spin polar-
ization with direction, with one manifestation of
this being the dip seen at 125 eV in Fig. 13(a).
The origin of these dramatic changes is that the
separate spin-up and spin-down intensity distri-
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butions excited from the 5/2 level have very differ-
ent shapes, as shown in the plots of Fig. 13(d), (¢},
and they thus sample differently the non-magnetic
scatterers around the emitting atom. Such effects
should be very general, very strong, and occur in
both non-magnatic and magnetic surroundings,

3.3. Spin-polarized phoioelectron holography
Finally, we turn to another intriguing prospect

for the future of spin-resolved photoelectron dif-
fraction studies: the possibitity of directly imaging

the spins around a given emitter via holegraphic’

inversion methods. So-called “direct methods”
for deriving threc-dimensional atomic structures
have been discussed in two other papers in this
volume by Schafl et al. [6b] and by Terminello
et al. {16e}, and we thus introduce them here
only briefly, to be able to discuss adding a spin-
dependent aspect. All direct methods involve
carrying out some kind of mathematical operation
that is closely akin to a Fourier transform on a
large set of data involving perhaps 1500-4000 dis-
tinct intensity measurements. In genecral, the
photociectron intensity I{k) for a certain wave
vector k is converted to a normalized x function
in a standard way via

(k) — Io(k Tiky = I (k
W= o e @

where Jo{k) is the intensity in the absence of any
scatterers. Measurements of x(k) arc made at
several directions of emission (several k), and also
pethaps at several energies of excitation {several
|k]). The most common way to holographically
invert such a x(k) data set is to carry out the
following transform over the relevant volume jn

k-space [12d,14a,b)

jmexp(--':uvnjj*.

x exp (ik « P)x(k}|k|* dikisin 65 A9 dgy (4)

Ulr) =

where 8, and ¢; are the angles defining the direc-
tion k. Several prior studics have obtained success-
fu] three-dimensional images of near-necighbor
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atoms using this approach or close relatives of it
[12-19], and it seems ciear that, at least for back
scattering atoms around a given emitler, very use-
ful structural conclusions can be drawn. These
images include some obtained with only one energy
(e-g- Refs. [13,152,b,d,16]) and others in which the
transform of Eq. (4) is medified to allow for non-
ideal scattering effects and/or 10 somehow focus on
the region of image space that is most nearly ideal
(c.g. Refs. [13,14,15,176,18,19]).

We have already noted that two core photoelec-
tron peaks can often be found at relatively close-
lying energies that are strongly spin-polarized in an
opposite sense. This might be due to a core multi-
plet splitting or a spin-orbit doublet excited with
circular polarization, or some mixture of these two
effects. Thus, it is in principle possible to separately
measure x; and x, for the two different spin orien-
tations, and this could fead via spin-dependent
scattering effects to the holographic imaging of
the local magnetic order around a given type of
emitter [42). There are two obvious spin-sensitive
imaging algorithms based on Eq. (4) and x; and x;
[42b)

Alr)=Ui{r) - 4yl (5)
with obvious notation, and

8'0) = || exp -t [ [ exp k- rce)

= x (k)AL dk) sin 8y do, d¢a| ®

which is simply the image U(r) calculated only on
the difference of the spin-up and spin-down x
values. Additional vector-based spin-sensitive
holographic imaging functions have also been pro-
posed [d2a).

As a brief indication of tha potential of this kind
of photoclectron holography, we show in Fig. 14
holographic inversions of multiple scattering calcu-
lations for emission of spin-up and spin-down elec-
trons from Mn** jons in a small plapar cluster
representing a portion of the MnO{001) surface
[42¢). The cluster is shown in Fig. 14(a). Spin-up
Mn'" scatterers in this cluster have been distin-
guished from spin-down scatterers by having an
addilional exchange potential due to five unpaired
3d electrons that interacis only with spin-up pheto-
electrons. Spin-down scatterers have the same 3d

exchange potential, bul it interacts only with spin.
down photoelectrons. Thus, the potential is slightly
more attractive when the photoelectron spin is
parallel to that of the scatterer. Spin-up and spin-
down holograms were calculated in a fully-
converged MS way for 10 energies between 127 eV
and 278 <V, and holographic images then derived
via Egs. (4)-(6). The normal images U in the plane
of the cluster for spin-up and spin-down ¢electrons
arc shown 11 Fig. 14(b), (¢} together with the cor-
tresponding spin-sensitive images A(r) nd A'(r) in
Fig. 14(d), (¢). The normal images show features
for all of the atoms in the cluster, including the four
non-magnetic O atoms. These spin-up and spin-
down images are 3’5o very similar, as expected
because the 3d exchange scattering is only 5-15%
of the total eflective scattering potential at these
energies. By contrast, neither A(r) nor A'(r)
conteing any image intensity for the O atoms,
verifying that sither of these choices of imaging
algorithm is predominantly sensitive to only the
magnetic scatterers. The peaks and valleys in the
spin-sensitive images are in general about 7-9% as
strong in transform amplitude as the normal
images, suggesting the experimental possibility of
carrying out such imaging, albeit a von-trivial
exercise, A{r) and A'(r) are also inherently differ-
ent in that A(r) images both orientations of scat-
terers in the same way, due the absolute value in
Eq. (6), while A’(#) changes sign when the scatterer
is Oipped, and thus also is sensitive to the orien-
tation of a given scatterer. A'(r) also involves the
phase of the scattering factor, and thus can show
sign changes over the region of & magnetic scat-
terer; however, it is clear from this and other cal-
culations that the sign changes are exactly reversed
if the orientation of the scatterer spin is flippad
from up to down.

Thus, spin-polarized photoelectron holography
represents an intriguing and challenging experi-
mental possibility for the future,” but one well
matched ta the new synchrotron radiation sources
that are now becoming available,

6. Concluding remarks

Photoelectron diffraction is thus in some respects

6l
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(b)

)

Fig. 14. A theorctical simulation of spin-polarized photockectron holo
MnO, with an emitter in ils cenler; (b), {

178 eV, (d) the spin-sentitive hologra
by using Eq. (6). (From Rel. [42b))
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a malture field, but at the same time one in which
several exciling new possibilities for surface and
magnelic structure studies are found. The simple
extension to taking full-solid-angle data often per-
mits much clearer conclusions regarding structures,
especially when high energies with forward scatter-
ing are present, and complementary structure
probes such as LEED and STM are used in sitn
with ji. Next-generation instrumentation, particu-
larly at third-generation synchrotron radiation
sources, will much expand the use of state-resolved
photoelectron diffraction, including the resolution
of surface atoms and atoms at buried interfaces,
time-dependent structural studies, and different
types of dichroism in both non-magnetic and mag-
netic systems. The use of circularly-polarized radia-
tion for excitation shows up aew phenomena in
diffraction peak rotations and distortions, and
makes il possible to excite spin-polarized photo-
electrons from aay spin-orbit split level. Spin-
polarized photoelectron diffraction and its more
difficult cousin spin-polarized photoelectron holo-
graphy also promise to provide informalion on
local magnetic order io an element-specific, and
also a site-specific, way.
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Abstract

We consider studics of the atomic and magretic structure near surfaces by photoelectron diffraction
and by the holographic inversion of both photoelectron diffraction data and diffraction data involving
the emission of fluorescent x-rays., The cument status of photoelectron difffaction studies of
surfaces, interfuces, and other nanostructures is fisst briefly reviewed, and then several recent

lopments and proposals for future areas of application are discussed. The application of full-

solid-angle diffrection data, together with simultaneous characterization by low energy electron
diffraction and scanning tunneling microscopy, to the epitaxial growth of oxides and metals is
comidered. Several new avenues that are being opened up by third-generation synchrotron radiation
sources are also discussed, These include site-resolved photoelectron diffraction from surface and
interface atoms, the possibility of time-resolved measurements of surface reactions with chemical-
nate resolution, and circutar -dichroism in photoelectron angular distributions from both non-
magnetic and magnetic systems. The addition of spin 16 the photoelectron diffraction measyrement
is also considered as & method for studying short-range magnetic order, including the

of surface magnetic phase transitions. This spin sensitivity can be achieved through either core-level

i
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multipiet splittings or circular-polarized excitation of spin-orbit-split levels. The direct imaging of
short-range stomic structure by both photoelectron holography and twa distinet types of x-ray
holography involving fluorescent emission is also discussed. Both photoelectron and x-ray
holography have demonstrated the sbility to directly determine at least approximate atomic
structures in three dimensions. Photoelectron holography with spin resclution may make it possible
also to study short-range magnetic order in & holographic fashion. Although much mote recent in its
firt experimental demonstrations, x-ray fluarescance holography should permit deriving more
zccurate atomic images for s variery of materials, including both surface and bulk regions.

Acronyms

ALS Advanced Light Source
CDAD Circular dichroism in photoelectron anguiar distributions
FWHM Full width at half-maxirmm intensity

LCP Left circulary-polarized radiation
LEED Low energy electron difffaction

Lp Linearly-polarized radiation

MCD Magnetic circular dichroism

MCDAD Magnetic circular dichroism in photoelectron angular distributions
MEXH Multi-energy x-ray holography

ML Monolayer

MLD Magnetic linear dichroism

MS Multiple scattering

MSC * Multiple scattering cluster

MUD Magnetic unpolarized dichroism

PD Photoelectron diffraction

PH Photoelectron holography

RCP Right circularly-polarized radiation

SR Synchrotron radiation

SPPD Spin-polarized photoelectren diffraction
5§ Single scattering

55C Single scatiering cluster

ST™ Scanning tunneling microscopy

ur Unpolarized radiation

XFH X-ray fluorescence holagraphy

XH X-ray hotography using flucrescence emission (2 types)
XPD X-ray photoeleciron diffraction

XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction



1. Introduction

A. Photoelectran Diffraction and Holography

The basic process invoived in photoelectran diffraction (PD) is illustrated in Fig. 1. A
photon excites an electron from # core level that is necessarily well {ocalized in space, and the
outgoing approximately-spherical photoelectron wave is scatiered from the atoms neighboring the
emilter, producing an interference pattern. It is the interference of the unscattered component ¢g
with the scattered components $;, (where j = 1, 2, 3, ...and is summed over an atomic cluster of
sufficiently large size to be convergent) that produces the final diffraction pattern. Some of the key
physical parameters conirolling this process are indicated in the figure. These parameters are; € =
the light polarization which influences the initial photoelectron excitation matrix element, = the
photon wave vector, k = the electron wave vector directly related to the momentum § = ik and
the electron de Brogfie wavelength X, = k), rj-(e,-) = the electron-stom scattering factor for a
given scatiering angle 8 {describsble in first order via plane-wave scattering but more accurately via
spherical-wave scattering), A, = the antenuation length_controliing the exponential damping of the
clastic photoelectron signal due to inelastlc scattering, Uj = the mean-squared atomic vibrational
amplitude involved in the damping of the diffraction pattern due 10 vibrational effects (as included
most simply in & Debye-Waller factor), Vg = the inner potential which produces refraction of the
photoelectron in crossing this surface potential barrier, and £y = the effective analyzer acceptance
solid over which the diffraction pattern is averaged in the actual experiment. All of these aspects
will be included in the theoretical calculations presented here.

Beginning with the first experiments of this type {1], strong modulations in intensity of as
much as £50% have been observed as a function of either the direction of electron emission or the
energy of excitation, leading to what have been termed scanmed-angle or scamed-energy
measurements, respectively. The aim of these measurements is to deduce information about the
atomic structure around a given type of emilter, or perhaps also the type of magnetic order
surrounding such an emitier. There are by now a number of groups in the world engaged in such
experiments, using both laboratory x-ray sources and synchrotron radiation (SR), and a variety of
systems have been siudied 1o date with this technique, including adsorbed atoms and molecules,
systems exhibiting surface and interface core-level shis, epitaxial overlayers, surface structural and
magnetic phase transitions, and atoms at buried imerfaces. Several reviews of this field have
appeared in recent years [2-7], and it will thus not be our aim to survey it in detail. Rather, we will
begin by briefly describing those basic characieristics that make PD an attractive structurat probe,
consider some of its limitations and difficulties, and then go on 16 concentrate on several more
recent developments involving both laboratory x-ray sources and next-gencration SR. sources that

promise 10 make it an ¢ven more widely used too! for surface, interface, and nanostructure studies in
the future.
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Fig. 1. Hustration of the basic photoelectron diffraction process, with various key physical
quantities necessary for theoretically modeling such phenomena labelied and defined.

We begin with the positive aspects of PD, several of which will be illustrated with more
specific examples in the following sections:

o Afom specificity: PD is an stom-specific probe by virtue of the fact that a certain core level is
excited. Thus, the siructure around each type of atom in the sample can be probed separately.

e Chemical-stare or sife specificity. With sufficient resolution, core binding energy shifts with
chemical state (e.g., the different oxidation states of a given atom) or binding site (¢.g, berween the
bulk and surface of a metal or semiconductor} can be used to study the atomic structure around each
type of atom separately [8].

e Spin-specificity:  Although not nearly as much explored, the diffraction pattems of
photoelectrons of different spins can also be studied separately, yielding the promise of determining
the local magnetic ocder around both magnetic atoms and non-magnetic atoms surrounded by
magnetic aloms. Such spin sensitivity can be achieved by using the multiplet spliting inherent in the
core spectra of various transition metals or rare-earth elements, by exciting spin-orbit-split core
levels with circular-polarized radiation, or by some unavoidable combination of these two effects,
This teads 1o what has been termed spin polarized photoeleciron diffraction (SPPD). [9).



e Variation of light polarization: Beyond using circular polarization to produce spin polarization,
varying polarization from linear (LP) 10 left or right circufar (LCP or RCP, respectively) to
unpolarized (UP) further permits selectively directing the outgoing photoelectron probe wave into
different regions of the atomic structure surrounding the emitter, so that complementary structural
information can be obtained for different relative ofientations of light and sample [2,4].

e Variation of excitation cuergy: PD makes use of the ability to vary the excitation energy (and
thus also the photoelectron kinetic energy) in several ways. At higher kinetic energies of 2500 eV,
the magnitude of the electron-atam scattering factor |f(8;)} is highly peaked in the forward direetion,
producing proncunced peaks in diffraction patterns along ¢.g. bond directions in adsorbed molecules
and low-index directions in epitaxial layers {2,3,5). For lower energies of 5300 eV, the scattering
factor for lower-Z atoms is more uniform over all directions, and ofien has a strong peak in the
backward direction; thus, the locations of atoms behind the emitter as viewed from the detector can
be fruithally studied [2,4,6], although their bond directions cannot be s directly determined as in
forward scattering. Being able to vary energy between these two limits wsing synchrotron radiation
thus permits studying the full struclural environment of a given emitter. Going to lower energies in
the 50-100 eV range Further leads to increased sensitivity to the surface, as this is where most
meterials possess & minimum in the inelastic attenuation length Ay for electrons., Alsa, the 50-100
&V range is one in which magnetic scattering effects, particularly due to the exchange interaction are
strongest; thus, such energies are those of relevance in SPPD measurements [9]. Being able to tune
the photoeleciron energy to maxima, minima, and/or resonances in the various photoelectric cross
sections is & usefusl possibility in SR studies. And finally, the dependence of the photoelectron de
Broglie wavelength on kinetic energy Eyq, which is given by Ae(A) = ’ 1 -‘%kin (eV)* is of course

also what leads to the modulations measured in scanned-¢nergy photoelectron diffraction.

 Simple first-order theoretical interpreiation: In s number of studies to date, it has proven
possible to derive useful surface structural information by comparing experimental data to the results
of rather straightforward single-scattering (SS or kinematical} theorstical calculations [2,3(a)].
However, it is also by now clear that a fully quantitative treatment of all of the features in both low-
energy and high-energy diffraction patterns will require more sophisticated calculations at a fully-
converged multiple scatrering (MS) level [10]. These calculations have many similarities to those
used in low energy electron diffraction (LEED) analyses . We wilt below illustrate both types of
theoretical analysis.

¢ Short-range order sensitivity: The natute of the photoelectron emission process (into an
outgoing spherical wave which decays as 1/r) and the inelastic scattering process (with very short
attenuation lengths A, in the ~5-20A range) can be shown to make PD a probe of shon-range
atomic or magnetic structure, with primary sensitivity to the first 5 or so spheres of neighbors
around a given emitting site, or within a sphere of maximum radius ~20 A [2,4]. This can be of
sdvantape in studying any sort of nanostruclure which does not exhibit long-range order over a

surface. LEED by comparison is generally used 10 probe longer-range order over perhaps 50-100
A, although spot profile analysis is now being used 1o derive shorter-range information.

* Direct derivation of structural parameters and photoelectron holography: A final advantage is
that there are at least three distinct ways in which it is possible to directly derive structural
parameters from PD data with 2 minimum recourse 10 theoreticat modeling. We have already noted
that forward scattering peaks directly give bond or low-index directions [2,3,5]. Beyond this,
Fonrier transforms of scanmed-energy PD data yield path-length differences for different scatterers
that can often be used to rule out some adsorbate geometries in a search for the true structure
{2.4.6(b).11). Finally, holographic iransformys of larger dara sets that involve varying both energy
and angle over some volume in the momentum space or k-space of the photoelectron can be used to
directly derive atomic positions in three dimensions [12.21]. This was first suggested by Szoke
[12(2)). The process is illustrated in Fig. 2(b), in which the unscattered component g is now
identified with the holographic reference wave and the scattered components | &3 ,$3,... with the
object or subject waves. Various attempts have been made to derive atomic structures by
photoelectron holography (PH), including several methodolagies for generating atomic images [12-
21).  Comparisons of these methods and general criterin for optimizing the taking of such
holographic data so as to minimize measuring times also have been presented recently [15(e)-(g)].

By contrast, some difficulties and limitations of PD are:

& More complex insirumeniation: Relative to » standard laboratory x-ray photoelectron

spectroscopy (XPS) system, & more precise, computer-driven sample manipulator is required.
However, adequate manipulators are now available from various commercial sources. For the most
versatile and powerful experiments with variable energy and/or variable polarization, access 1o a
synchrotron radiation beamline is also necessary, although much can still be done with a standard
laboratory XPS system,

» Longer measuring times: Measuring hundreds or perhaps even a few thousand separate core
spectra to produce a single angle or energy scan or a more complex scan over both angle and energy
that can be used in a holographic sense [12-21] can be very time consuming, and may 1ake between
hours and days with most present systems. However, state-of-the-art laboratory XPS systems and
next-generation synchrotron radistion beamlines, coupled with appropriately high-throughput
.spectromclers and detectors, promise 1o reduce these times to the minutes to hours range. Such
instrumentation should also permit a broader range of dynamical studies on surfaces. We discuss
below one such experimental system at the Advanced Light Source in Berkeley, and some time-
resolved surface kinetics measurements that have been performed with it

» Macroscopic domain averaging: As presenily carried out, PD data is 1aken from the full area
illuminsted by the radiation, which is typically of the order of | mm2 to 10 mm2. Thus, many
atomic domains are averaged over, and structural conclusions can be confused by the resulting
overlap of diffraction patterns from different site types. Various kinds of photoelectron microscopy
are currently being tested at different synchrotron radiation sources around the world, as reviewed
recenily efsewhere by Tonner et al. [22]. These developments may ultimately permit doing PD on
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(b) Photostactron Holography (PH),
X-ray Fluorescance Holography (XFH)

(€) Muttipte Energy X-ray Holography (MEXH)
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Fig. 2. Sche'matic Hllustration of some methods for determining atomic structure, (a) Conventicnal
x-ray dlﬂi‘!cuon‘from a crystal, in which the incident wavefront ¢, does not usually contribute to the
diffracted intensity spots . (b) Localized-source holography in which a certain atom emits cither a
core photoelectron, yielding photoelectron holography (PH) or & core-derived fluorescent X-Tay,
_yne!dmg x-ray fluorescence holography (XFH). (c) A second type of x-ray holography in which :h;
incident x-ray scatters from near-nrighbor atoms 1o create an interference at a certain emitter of
fluorescent x-rays, This is the time-reversed version of XFH in (b).

areas as small as a few hundred A in radius, thus focussing on a single domain or nanostructure on
the surface. This last prospect is to be sure a four de force experiment for third-generation {or even
fourth- generation) synchrotron radiation sources, but realizing it would be exciting indeed, as two
further spatial dimensions could then be accessed in the experiment.

« More complex multiple-scaitering thearetical interpretation: We have already noted above that
date can often be analyzed in a useful way within a single-scattering framework, but future studies
will no doubt make more use of the more quantitative multiple-scattering model. However, 2
number of groups by now have multiple scattering programs operating [19], and these will no doubt
become faster, more accurate, and more user friendly, a5 they have in the LEED community, We
illustrate the need for this more accurate modeling in specific cases discussed below.

In what follows, we will present a few recent examples of PD data and its theoretical
interpretation, and also consider the development of nexi-generation instrumentation for such
measurements These examples are chosen primarily from the work of our group, but we believe that
they are illustrative of both some current forefronts of PD studies and some of the more exciting
future directions in this field.

B. X-Ray Fluorescence Holography

We will also consider & much more newly developed technique for directly determining
shori-range atomic structures, but one which is a very close relative of photoelectron hologrephy
(PH): x-ray holography (XH) [23,24]). In PH, the photoelectric effect creates an outgoing
photoelectron wave from a given atomic center. As noted previously, the unscattered component of
this wave is trexted as a reference wave which interferes with the scattered components, with the
latter being treated as the object or subject waves in a standard holographic exposure (cf. Fig. 2(b)).
In the first method of doing XH, the deexcitation of a core hole in a given atom creates an outgoing
fluorescent x-ray, with the unscattered and scattered components of this wave again serving as
reference and subject in a holographic exposure. This also is shown in Fig. 2(b}, and it has been
termed x-ray flourescence holography (XFH). A second XH method called multi-energy x-ray
holography (MEXH) and iliustrated in Fig. 2(c) is in a sense the time-reversed version of XFH and
will be introduced in more detail later. .

Because x-rays scatier much more ideally from aloms than electrons (i.e.. much more weakly
and isotropically, and with negligible scattering phase shifls wj). one expects either way of doing XH
1o yield more accurate holographic images than those from PH. However, the intensity modulations
in an x-ray hologram are also expected to be much weaker (by & factor of ~10-3-10-9), so that such
experiments will be inherently more difficult 1o perform. The much grealer penetration depths of x-
rays in maiter also means that XH can be used 10 probe nanostructures quite far below a surface,
with surface or interface specific studies being possible only if a certain atomic type is present only in
the near-surface region 1o be studied. XH thus shares some of the advantages of PD/PH ; atom
specificity, variation of exciting light polarization, an even simpler kinematical theoretical
interpretation, short-range order sensitivity, and direct derivalion of three-dimensional atomic
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structures.  And it also shares some of the disadvantages: complex instrumentation, even longer
measuring limes, and macroscopic domain averaging. Nonetheless, the exciting promise of XH as a
complement to the well-developed x-ray diffraction {XRD) methods for studies of atomic structure
(¢f. Fig. 2(a)) has led to a few pioneering measurements of this type (24] that we will briefly
overview below.

2. Full-Solid-Angle XPD in Combination with LEED and STM

Althouph the first full-solid-angle photoelectron diffraction patlern was messured some time
ago [25(a)). it is only in recent years that these time-consuming experiments have been performed on
a more routine basis, beginning particularly in the Osterwalder group [7, 25(b).(c)]. We here
iltustrate the uvtility of this kind of dam in two recent studies of epitaxial growth: iron oxide on
Pt(111) [26] and Cu on Ru(0001) (27]. In the iron oxide work, ancther noteworthy element was
added in that x-ray photoelectron diffraction (XPD) measurements in a laboratory-based system
were combined with in_situ characterization by both LEED and scanning tunneling microscopy
{STM), such that the complementary nature of these surface structure probes could be exploited
[26(0)).

Some data for a 1 monolayer (ML) overlayar of FeQ on Pir{111) obtained by Kim et al.
{26(b)] are shown in Fig. 3, where a LEED pattern, STM image, and full-solid-angle XPD patterns
from all three atoms present (P1, Fe, and O), as excited by Al Ka radiation at 1,487 &V, are
compared for the same surface preparation. The LEED pattern in Fig. 3(a} shows the basic Pt(111)
spots, but with a rosetie of superstructure spots around each one indicative of some longer range
order. This longer range order can in turn be directly imaged by STM {26{a)] as shown in Fig. 3(b),
and it consists of a hexagonal unit cell of approximately 26 A x26 A superimposed on the atomic-
resolution hexagonal oxide wnit cell of 3.1 A x 3.1 A, Such combined LEED and STM data led
Galloway et al. [26(a)] to first propose a particuler superstructure or lateral Moiré pattern consisting
of a hexagonal-symmetry bilayer of FeO(111) type and composed of a layer of Fe atoms on 1op of
(or perhaps below) & layer of O atoms. But this model left several questions about this overlayer
unanswered. Among these questions were: Which atomic layer is outermost, Fe or 07 What is the
interplanar distance between Fe and Q7 [s there a preferred relative oriertation of the FeQ bilayer in
its growth with respect to the underlying P1?

The XPD results in Fig. 3(c) serve to answer all three of these questions. The Pt 4f
diffraction pattern is dominated by scautering in the substrate crystal, and so does not contain any
easily-derivable information conceming the structure of the overlayer, }t does however provide a
direct internal reference in the data for the orientation of the overayer, with the [112] direction
lying in the Pt{111)} surface indicated on the figure. The Fe 2p XPD pattern contains three strong
peaks with some fine structure around them, immediately indicating 1hat there are forward scattering
atoms between Fe and the detector. Thus, O is immediately sugnested to be in the outermost layer
and responsible for this forward scattering.  Finally, the O 1s pattern is devoid of any significant
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Fig. 3. (Upper left) (a) LEED, (b) STM, and (c} full-solid-angle XPD data for 1 monolayer (ML) of

FeO on Pi{1i1). The XPD patterns for Pt 4f, Fe 2p, and O 1s emission are shown in stereographic
projection. [From ref. 26(b).]

Fig. 4. (Upper right) Full-solid-angle Fe 2p XPD pattern for 1 ML of FeO on Pi(111): {a)
experimental data, (b} single scattering theory with a best-fit Fe-O interplanar distance of 0.68 A, (c)

single-scattering theory with an Fe-O interplanar distance of 125 A as in bulk FeO. [From ref
26(b}.]
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diffraction features, further confirming that it is the outermosi Jayer. The second question 3s 10
interlayer spacing is also easily answered by measuring the polar angle of 209 (measured with
respect to the surface) at which the Fe-O forward scattering peaks occur, and combining this with
the lateral unit-cell dimensions of the FeO overlayer as derived from LEED and/or STM. Simple
trigonometry then yields an interplanar distance of only 0.65 A that is much contracted from the
1.25 A between (111} planes in bulk FeQ. This distance can be further checked by carrying out
singjo-scmering diffraction calculstions for this overlayer, with single-scattering being an exceflent
approximation for this situation in which there are no chains of forward scattering atoms [2].
Comparing such calculations with experiment via R-factors developed specifically for the analysis of
PD data [26{c}] [(as done also in quantitative LEED structural analyses} finally yields the most
accurate interplanar distance of 0.68 A that is very close 1o the simple estimate based on the forward
scattering direction. Theoretical calculations for both 0.68 A and 1.25 A interplanar spacings are
compared to experiment in Fig. 4. The agreement between experiment and the calculation for 0.68
A is excellent, including even the weak diffraction features around the forward scattering peaks. For
a 1.25 A spacing, agreement is poor, both a3 to the polar angle position of the forward scattering
peaks and the weaker festures, Finally, the fact that there are only three forward scattering, peaks in
the Fe diffraction pattern immediately implies that only one orientation of the hexagonal O overlayer
with respect to the underlying Pt surface exists, even though two O overlayer orfentations rotated by
180* with respect to one another are equatly likely as far a3 the Fe layer is concerned. Thus, there is
an O-Pt interaction through the Fe layer that is strong enough to select only one orientation of the O
overlayer; in fact, this interaction must involve second-layer Pt atoms. Thus, XPD can be used to
determine a final sublle aspect of the growth process thai would be difficult to amive at with other
methods.

Thus, this is an iliustrative example of both how useful full-solid-angle difftaction patterns
can be {see also refs. 7 and 25 for other examples, including a very recent application to Cgg in ref.
25(c)) and how impontant it is to have additional complementary structural probes in the same
experimental chamber, with LEEDY and STM being two particularly useful ones.

A second example of epitaxy recently studied using data from these combined techniques is
Cuw/Ru(G001), a system that at one level exhibits classic Siranski-Krastanov growth, but which on
closer examination with STM by Gunther et sl [27(a)] shows four stages of growth from a
pseudomorphic first layer through various types of lateral contraction until finally reaching Cu(111)-
like islands with essentially the butk Cu strucrure. Subsequent theoretical analysis of these results by
Hamilton and Foiles have successfully predicted these stages of growth as well {27(b)). Rucbush,
Couch et al. [27(c)] have now measured full-solid-angle XPD from both Cu and Ru for this system,
and analyzed these results together with the STM results obtained by Ganther et af. [27(s)]. Some
of their experimental data for 1, 2, 3 and 4 ML Cu coverages are shown in Fig. 5 together with
theoretical calculations based upon both muliple-scatiering cluster (MSC) [10(e)} and single-
scattering cluster (S5C) [10(c)} methods. In general, MSC theory better describes these data, for
example, as to the sharpness of the two sets of sixfold rings seen for | ML, and the relative
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Fig. 5. X-ray photoeiectron diffraction from the Cu 2p3/; level of Cu on Ru(0001), for coverages of
Cu from 1 to 4 ML. The kinetic energy is 556 eV. Also shown are the results of muitiple scattering
cluster (MSC) and single scattering cluster (SSC) calculations in which the interplanar spacings have
first been varied to achieve best agreement with experiment. [From ref. 27(c) ]



intensities of the most intense forward scattering peaks for 4 ML (which are 100 sirong along these
low-index directions in SSC). However, as noted before {2], SSC theory nonetheless predicts most
of the major feslures away from such low-index directions. Comparing these XPD data with theory
via PD-specific R-factors [26(c)] has furthermore permilied determining the average interlayer
spacing of the Cu overlayers as 1 function of overlayer thickness, with the interesting result that
significant contraction is found to persist even up to 5.8 ML coverages. A simple theoretical picture
based on the Frenkel-Kontorova model [27(c)] on the other hand predicts a much guicker
convergence to the bulk interlayer spacing than is seen in experiment.  Accurately knowing such
interlayer spacings is clearly important for an understanding of both the chemical reactivity and
magnetic properties of such epitaxial metal overlayers, and full-solid-angle XPD can play a very
useful role in such studies.

3. Photoelectron Diffraction Studies with
Third Generation Synchrotron Radiation

There are at present several "third-generation” synchrotron radiation facilities cither already
operating or under construction, and these sources of very bright vacuum ultraviolel and soft x-ray
radiation in roughly the 30-2000 eV range will permit a number of exciting new directions to be
explored in both photoeleciron diffraction and photoclectron holography. We illustrate some of
these possibilities with data obtained at the Advanced Light Source (ALS) in Berkeley, using a new
high-resolution spectrometer/diffractometer that has recently been built for use there.

A. Next-Generation Photoelectron Spectrometer/Dilfractometer

In Fig. 6, we show & schematic view of a photoelectron spectrometer that has been
configured for high-resolution, high-intensity photoelectron spectroscopy, diffraction, and
holography measurements, and initially installed on bending magnet beamline 9.3.2 at the Advanced
Light Source in Berkeley {2(f})). Figure 7 shows a photograph of the system, with major
components labelled.  The electron energy analyzer is a tuneable-resolution large-diameter
hemispherical electrostatic system (Scienta ES200) that has been incorporated into a chamber which
can rotate over 60° in the plane of the electron storage ring. This rofation is made possible by a
large-diameter bellows linking the chamber to the beamline, s shown in these figures. Such in-plane
analyzer rotation, although common for much smaller analyzers mounted inside the vacuum system,
has not been zttempted before in such an ex sifv mouniing, and it permits probing the angular
dependence of the fundamental photoelectron excization cross section, keeping the photon-sample
geometry fixed while measuring intensities over a large fraction of the 2n solid angle above the
surface, and keeping the photoelectron-sample geometry fixed by scanning the analyzer
synchronously with the sample palar-angle motion while measuring intensities as a function of light
incidence direction. This analyzer is presently equipped wilh a single multichannel detector tapable
of an integrated count rate of about 500 kHz, but it will in the near future be modified so as 1o

2

ADVANCED PHOTOELECTRON SPECTROMETER/
DIFFRACTOMETER

OTARY A

TO R

Fig. 6.. 'Schematic drawing of the advanced photoelectron spectrometer/diffractometer (APSD)

presently ‘situuted on beamfine 9.3.2 of the Advanced Light Source. The rotation of the main
chamber, including electr

o oers on analyzer, and the range of photon-electron geometries possible are also
include ® much higher speed multichannel detector operating up to the GHz range, as well as an
aliemative spin detector of the so-called microMott type that will be interchangeable i sirr. The
spherical grating monochromator in this beamline, 1ogether with the Scienta analyzer, are capable of
operating a1 overall kinetic energy resolutions of AE/Epinm1:10%  The analyzer is also equipped
with & demountable collimator at jts entry 1o limit both the solid angle of acceptance to ~%1.5° for
high angular resolution studies and the area of the sample surface seen by the analyzer, The 9.3.2

beamline optics also permit taking radiation both above and below the plane of the electron orbit,
thus obtaining a high degree of left or right circuler polarization, as well as linear polarizationt with
in-plane operation. We discuss below the use of this capability in measuring circular dichroism

effects in photoelectron angular distributions {CDAD). We now briefly consider some first
obtained with this instrumentation.

results
B. Full-Solid-Angte Photoelectron Diffraction from Clean-Surface and Bulk Atoms

In Fig. 8(z), we show the Beomelry for an experiment in which the surface and bulk W 4f
peaks from a clean W(110) surface have been measured with this system, It is well-known that the
clean (110) surface exhibits a surface component shifted to lower binding energy by 320 meV
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[8(2).28], and this is cleanfy resolved in the spectrum of Fig. 8(b). The 120 meV full width at half
maximum (FWHM) for the butk peak is slightly narrower than anything measured before {28(a)],
and is essentially limited by the various sources of natural linewidih for this Jevel. PD has been
measured before for this case [28(b)]. but these studies involved only a few scans in azimuthal angle
or in energy. The high rate of data acquisition possible with this new system (a spectrum like that in
Fig. 8(b) can be obtained in 20 sec or less} has now permitted measuring essentially the full solid
angle of data for both the bulk and surface peaks, as shown in Figs. 9(a) and 9{b), respectively [29].
The photoelectron energies here are also in the very surface sensitive 39-40 eV range. Thus, it will
be possible in the future to obtain much more complete site-specific photoelectron diffraction
information, and we discuss the application of this to holography below.

b)
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Fig. 8. (a) Experimental geometry used 10 study clean W(110), showing the two types of W atom

sites resolved. (b) High-resolution W af3/2 spectrum from W({110), showing surface and bulk
components. [From ref. 29.]

One immediate benefit of such data sets is the possibility of making more rigorous tests of
the multiple scattering theory that is now being used by several groups to analyze PD data [10]. In
particular, multiple-scattering and single-scattering calculations have been carried out to simulate
these diffraction patterns (29], using programs developed by Kaduwela et al. [10(c}] and by Chen et
al. [10{g)] and based on the convenient Rehr-Albers approximation for treating multiple scattering
[10(d)]. These calculations have been carried out for a range of interlayer spacings z between the
surface W layer and the second layer below, with PD-specific R-factors [26(c}] once more being

used to determine the best estimate of the structure. Experiment and theory for the optimized
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Fig. 9. Full-solid-anule WAafs, photoeleciron dilfraction patteras (a) bulk-resolved experiment, (b}
surface-resolved experivtent, {(¢) bulk theory for the optimum interlayer distance, (d) surface theory
for the optimum interfayer distance; and {¢) R-factor comparison between experiment and multiple-
seatiering theory for the surface-atom W A7+ photoelectron diflraction patiern of Fig. 9{b}. The
curve represents a normalized sum of five R-factors  The horizontal line corresponds 1o an R-facior
for caleulations in which no bulk scatnterers were presem [From ref 29]
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distance are compared in Figs. 9(a)-(d), and the resultamt R-factor curve from Lhe more sensitive
analysis of the surface-atom data is shown in Fig. %e). There is excellent agreement between
experiment and theory for most of the features in the surface-atom diffraction patiern and very good
agreement for the more complex bulk case, which involves emitiers in various layers below the
surface. The overall conclusion based on the surface difftaction pattem is that the surface W layer
relaxes outward from the bulk position by 0.10-0.15:0.05 A, comresponding to a very small change
of 4.4-6.7% of the bulk interlayer spacing. These results furthermore agree in genenl with prior
studies of this surface by PD and LEED [28(b} and refs, therein]. Corresponding SSC calculations
based on the same input parameters show similar diffraction features, but are not found to describe
the data as well as the MSC results shown in Fig. 9. Thus, MS effects will definitely need to be
included for a quantitative description of such low-energy data.

C. Photoelectron Diffraction from Interface Atoms

The detailed structure of interfaces, e g between an epitaxial overlayer and the subsirate on
which it is grown, is clearly one of the most important current surface-structure problems. It is also
a difficult problem to solve, because most surface structure probes either cannot uniquetly resolve
interface atoms from their neighbors or cannot probe very deeply below the surface. PD with high
energy resolution has been shown capable of studying interface atoms that are at least a few atomic
layers below the surface in studies by Olmstead and co-workers of insulalor growth on a
semiconductor {8(d)], and future experimental capabilities promite to expand this application
dramatically,

As one illustration of what is now possible, we thow in Fig. 10 photoelectron spectra
obtained with the same experimental system at the ALS for the case of ~1 ML of Fe and ~1 ML of
Gd deposited on W{110) [30). The first monolayer of Fe is kaown 1o grow in a (1x1) structure on
W(L10), with presumably a single unique bonding site for every Fe atom [31]. On the other hand, it
has been shown by Tober et a1 [32] in a combined STM and LEED study that the first monolayer of
Gd forms a lateral superstructure or Moiré patiern with (7x14) periodicity in which a hexagonal
Gd(0G01) layer is formed on the surface with relatively little lattice constant change relative to bulk
Gd. However, this layer appears to be only weakly bound to the underlying W, and many types of
GA/W bonding sites are involved over the (7x14) unit cell. Fig. 10 compares W 4§73 photoelectron
spectra from the clean surface in (a) with those from Fe/W in (b) and Gd/W in {c). The W atoms at
the F&/W and GA'W interfaces are clearly resolved from those in the bulk. For Fe/W, the second-
layer W atoms are even displaced from the bulk due 10 their strong interaction with the Fe, as noted
previously by Shinn et al. [31]. Thus, it has been possible 1o measure separate PD patierns for the
bulk and interface W atoms in these systems, and for Fe/W also for the second-layer W atoms, and
to use these data to directly probe the metal-metal interface structure [30]. Some of these results for
Fe/W are shown in Fig. 11. Because there are many scattering geometries between either an
interface W atom or a bulk W atom and the overlying Gd atoms, we find that the interface G&/W
diffraction patterns are very much like the clean-surface diffraction pattemns, and that the two bulk
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Fig. 10. (Upper left) W 4fy;; photoelectron spectra taken with a photon energy of 71 eV from_(n) .
the clean W(110) surface, (b) | ML of Fe in a (1x1) overlayer on W{110), and (c} 1 ML of Gd ina
{7x14) Moiré superstructure on W(i10). [Fram ref 30.]

Fig. 11. (Upper right) Full-solid-angle W 4fy,y photoelectron difl‘raciiion patierns for the (I1x1}
FeW(L10) system taken from (a) experimenial daia for the -2358 meV-shifled .\\ lnltrfa!;c_pcak. (b)
theoretical multiple scattering caleulations for the (1x1) Fe/W (1 10) interface with an oplu:uzcd two-
fold bridge adsorpiion site for Fe, and (¢} experimental data for the -90 mc\’-slufted W 2nd-layer
peak. The photoelectron kinelic eneryy outside the surface was Eqjp = ~40 eV i< 3l cases. The
data shown span takeolT angles relative (o the surface from 12° 10 90"(n9nnal'emllssmn). and the
W{100) azimwth is toward the top of the page in each of these siereagraphic projeciions. [From ref.
in|



patterns are also very similar [30] Thus, The Gd scautering here overall acts to simply produce a
nearly uniform background of intensity underneath the dominant pattern associated with W-atom
scattering. But for the Fe/Gd case, the interface-atom diffraction is much different from the clean
surface diffraction (compare Fig. 1§(a) with Fig. 9(b)) . Therefore, for this case, comparisons of
experiment with theory for different Fe bonding geometries via R-factors {26(c)} has permitted
determining the bonding site {a twofold bridge site which corresponds to continuing the W crystal)
and the Fe-W interlayer distance (2.17 A) for the first time. Future applications of high-resolution
interface PD to metal-metal, metal-semiconductor, snd oxide semiconductor overlayer growth are
therefore very promising,

D. Time-Dependent Measurements

] We now consider the possibility of time-resolved measurements of surface reaction kinetics
and atomic structure. To illustrate this, Ynzunza et al. [29] studied an initially clean W(110) surface
which was exposed to a constant O pressure of 3 x 109 10mr (riding on a base pressure in the
system of 2 x 10-10 1orr). The reaction of this surface with oxygen was monitored over 70 min. by
taking many photoelectron spectra in rapid succession. We show in Figs. 12(a)-(c) three W 4fy/2
spectra that were taken at the beginning, middle, and end of this rapid accumulation of over 130
spectra.  Each spectrum was obtained in 20 sec, and this provides some idea as to how rapidly it
should be possible to accumulate PD data in parallel to such time-resolved spectra in the future.
Four distinct states of W are seen in these spectra (as described below). The quentitative time
evolution of these states is shown in Fig. 12(d), where intensities have been derived by fitting
appropriste peak shapes to each spectrum of the series. The clean-surface peak decays to zero
intensity over sbout the first 20 min. and comcomitant with this, the bulk peak actually grows in
intensity over about the first 10 min. Simultancously, a peak due to W atoms in interaction with
chemisorbed oxygen begins to grow in at about 0.35 eV higher binding energy than the butk peak,
reaching its maximum intensity (corresponding to about 0.5 ML coverage) after about 30 min.
Finally, » peak due to W atoms mare strongly bound to oxygen in an incipient-oxide like state begins
to grow in just as the chemisorbed species reaches its maximum intensity. This state can grow
finally to & 1.0 ML coverage before saturating, although this is not reached during the time of our
measurements. These data thus clearly indicate a strong interrelationship of these states via the
kinetic mechanisms that are operative for this oxidation reaction, and further analysis of these results
in this context is now underwny, However, thess data already illustrate the considerable potential
for future studies of nanestructure growth kinetics in which intensities are measured at several key
energies or directions as a function of time, thus yielding also time-resolved PD. With further
optimization of the bend-magnet beamline and end station on which these data were obtained, and/or
making the same type of measurement on a more inlense third-generation undulator beamline, we
estimaze that it should be possible to improve these data acquisition speeds by at least one order of
magnitude, and probably two, 5o that individual spectra could ultimately be obtained in ~0.1-1.0
seconds.
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Fig. 12. Time- and state- resolved W 4f5 photoelectron specira for a clean W()10) surface
exposed to oxygen at 3x10-? tomr for 70 min.: {2) t = O min.—-initial clean surface showing the
surface core level shifted peak at -320 meV with respect to bulk; (b) t = 3§ min--surface after 35
min., showing the two oxygen-induced peaks at -350 meV and -730 meV; () t = 70 min.—fina}
spectrum of 1he series after 70 min, shawing the increase of the oxide peak at the expense of the

chemisorbed oxygen peak; (d) time dependence of the intensities of the four peaks observed in these
spectra. [From ref. 29.]

E. Circular Dichroism in Photoelectron Diffraction

(i Non-magnetlc systems. Circular dichroism represents another aspect of photoelectron

diffraction that can be explored with synchrotron radiation, and we here briefly discuss its essentials,
with more detailed accounts appearing elsewhere [33-37].  Circular dichroism in photoelectron
angular distributions (often termed CDAD) was first observed for emission from a core-level for the
case of an adsorbed molecule on & surface (C 1s emission from CO/Pd(111)) by Schonhense and co-
workers [33(b)].  Such dichroism is defined via the difference between the intensities with left and
right circutar-polarized fight (IRCP and ILCP, respectively), and is most conveniently measured using
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a normalized asymmetry : Acums[lncp(ﬁ)-— ILCP(E)]I[]RCP(E)+1LCP(E)1, where k is the
direction of eleciron emission. Changes in this asymmetry with direction by as much as £75% were
observed for CO/Pd, These measurements thus made il clear that even a non-chiral molecule can
exhibit circular dichroism when it is fixed 10 a surface, provided that a certain geometrical condition
is satisfied between the molecular axis fi, the light incidence direction §, and k: in particular
AcCDAD tan be non-zero whenever these thiee vectors are not co-planar.  Such data were first
interpreted using quantum-chemical theoretical metheds for the isolated adsorbate molecule
[33(b).34(8)). However, the chirality must be associated with the final-state photoelectron wave
function, since the initial core state is spherically symmetric. This suggests using a photoelectron
diffraction point of view 10 interpret such results, as has been done more recently [34(b)). In this
picture, all information on the chirality is carried in the geometry of the light incidence, the locatians
of all scatterers around the emitter, and the direction of electron emission. This approach thus
permits easily including contributions to the dichroism from atoms in the substrate. PD calculations
were in fact found 1o correcily predict the effects seen for CO/PA(111) [34(b)].

More generally, it has now besn realized that the emission from any core level in a single
crystal specimen can exhibit non-zero CDAD effects, provided that the plane containing §and k
does not also ceincide with a plane of mimor symmetry perpendicular to the surface [3536]. In
psrticular, intensity distribution measurements for Si 24 and 2p emission from a Si(001) surface in a
geometry with the light incident along the normal by Daimon et al. [35]) have shown that there are
not only very strong CDAD effects of as high as ~320%, but that the observed diffraction patierns
exhibit what can in first approximation be described as peak “rotations” across mirror planes
perpendicular to the surface. Daimon ct al. [35] have also discussed a simple physical model for
understanding why individual features should appear to rotate one way in azimuth with one
polarization and the other way with the other polarization. This model considers the transfer of the
z-companent of angular momentum from the radiation 1o the outgoing photoelectron wave, and its
influence on forward scattering diffraction peaks. In addition, more quantitative multiple scattering
PD calcutations have been shown to well predict these alterations in diffraction patterns with a
change in polarization [36].

More recent data obtained at the ALS by Daimon, Ynzunza et al. [37] confirm the generality
of such peak rorations, but also more quantitatively show that additionat pesk distortions beyond a
simple rotation can occur in changing from LCP 1o RCP. The case studied was a | ML coverage of
oxygen on W(110) in the incipient oxide overlayer associated with the +730 meV peak in Fig. 12(c),
and prepared in a manner described previously [38). The experimental geometry was very similar to
that of the SI(001) experiment [35), and is shown in Fig. 13(a). The W 4f spectra for this surface
shown in Fig. 13(b} are clearly spiit into oxide and bulk components, with & separstion between
them of 0.73 V. In the solid curves of Figs. 13(c),(d), we show single azimuthal scany of the oxide
and bulk peaks for a takeoff angle 8 with respect 10 the surface of 26.5°, and with excitation by
linear-polarized (LP) light, as well as circular-polarized LCP and RCP fight. With LP excitation, the
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Fig. 13. Circular dichroism in the angular distributions of photoelectsons from (1x1Y0/W(110) with
a (Ix12) incipient-oxide superstructure: (8) the experimential geometry, with radiation incident
normal to the surface and the rotating analyzer of Figs. 6 and 7 being used 10 measure at various
takeoff angles B wilh respect to the surface; (b) a W 4f spectrum with oxide and bulk peaks
resolved; (c),(d) azimuthal scans at 3 takeoff angle of 26.5° for boith oxide and bulk W 4f
components for linear-polarized (LP) light, left-circular-polarized (LCP) light, and right-circular-
polarized (RCP) light (solid curves), In (d) is also & comparison of the experimental curve for bulk
emission with theoretical photoelectron diffraction calculations (dashed curve). [From ref. 37.]
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Fig. 14. Large-solid-angle photoelectron diffraction patierns for oxide [(a).(b).(c)] and bulk
[(d).(&).(N)] W 4f emission from a (Ix!}-(1x12) oxygen overlayer on W(110). Panels (8} a_nd‘(d)
are for LP excitation, (b) and (e} are for LCP excitation, and (¢) and () are for RCP excilation.

Note the apparemt rotation of certain major features in the patterns between LCP and RCP,
particularly for the oxide patterns [From ref. 37.]
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correct mimor symmetry across the [001] azimuth at ¢ = 90°is seen 1o within statistical uncertainty
in both oxide and bulk. But with LCP snd RCP excitation, differences which can be interpreted as
peak "rotations”, as well a8 other relative intensity changes and distortions, are found. The rotations
appear as a general lefiward movement of peaks and valleys with LCP, and a general rightward
movement with RCP. The ovenalt diffraction patterns furthermore obey the symmetry expected
from the normal-incidence experimentsl geometry, as the mirror image of the LCP intensities across
[001} for both oxide and bulk are within statistics identical to the RCP intensities. These symmetries
and rotations are even more clearly seen in the large-solid-angle data sets in Fig. 14. In particular,
an approximately £5-6° rotation of the most prominent peaks is very clear in the oxide data between
LCP 2nd RCP. MSC PD calculations furthermore well predict both the overall rotations of festures
and the peak distortions seen here [37), and the dashed curves in Fig. 13{d) present some
preliminary theoretical results.

Thus, such circular dichroism in photoelectron angular distributions is expected to be a very
general phenomenon for any non-magnetic system (or by implication, also any magnetic system), and
such effects can also be quantitatively described by PD theory. One reason for being interested in
this phenomenon is that circular dichroism in magnetic systems (magnesic circufar dichroism or
MCD} is usually & much more subtle difference in intensities that may be onty a few % in magnitude
(39]. MCD effects in photoelectron angular distributions are due to & combination of the spin-orbit
and multiplet splitt :.gs inherent in core spectra {39(n)], as well as possible spin-dependent exchange
scattering from magnetic atoms during photoelectron escape from the surface [9]. By contrast, the
CDAD effects discussed in this section are due to the strong Coulomb-plus-exchange scantering
from every atom in the specimen. Thus, properly allowing for the latter will be essential to
accurately measuring the former [34(b),35,36]. The same kind of allowance will be necessary in the
more recently discovered magnetic linear dichroism (MLD) [40(a)] and magnetic unpolarized
dichroism (MUDY) [40(b)] effects in core photoelectron angular distributions.

(i) Magnetic systems. As a recent example of the kinds of magnetic circular dichroism effects seen
in ferromagnetic systems, we show in Fig. 15(a) some Gd 4d spectra from Gd(0001) obtained by
Morais, Denecke et al. [41]. Both of these spectra are split into various final-state multiplets, with
the five-component fine structure clearly resolved for the higher energy peak. The Gd has been
magnetized in a mirror plane of the crystal, along M as shown in the inse1, and the two spectra
correspond to having M parallel or anti-parallel 10 the plane containing §, the surface normal 7, and
k {i.e., the angle &y¢ = 0° or [80° respectively). There is a dramatic difference between these
spectre, and it results in the MCD signal shown in Fig. 15(b), which is as large as +30%. Figure
15{c) now shows a free-atom theoretical ealculation of such effects by Van der Laan et al. [42], and
the agreement with experiment is excellent, including a state-by-state prediction of the degree of
MCD.

Figure 16 now shows the azimuthal angular dependence of this Gd MCD, with the sample
being rotated about its normal 50 as to vary ¢y and the MCD always being measured as a difference
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Fig. 15. (Upper left) (1) Gd 4d photoemission spectra taken at a photon energy of 450 eV using left

circular polarized light. The solid-curve specirum was taken with the sample magnetization M
parallel to the azimuth of the light incidence direction (P),,=0*), and the dotted-curve specirum an
antiparallel arrangement (®) = 180°). (b) The normalized difference of the spectra in (2) or MCD
asymmetry. (c) A free-stom theoretical calculation of the MCD asymmetry, taken from ref. 42. The
inset shows the experimental geometry. [From ref. 41.)

Fig. 18. (Upper right} Angle dependence of the overall MCD effect for Gd 4d core-level emission.
{(») Normal emission, (&) Electron takeoff angle = 70* (20® from normal}. In both cases the solid
lines show theoretical curves calculated for the respective cases. In (a) the calculation is for a free
atom, in (b) it is for emission from an atomic cluster three layers thick in order to account for
photoelectron diffraction effects. [From ref. 41.}

of spectra for ¢y and ¢y + 180°. There is a strong ~#35% variation of this signal with éy4.
including an overall cosine-like behavior that is characteristic of the free atom and dominant in Fig.
16{z) for normal emission. But additional reproducible fine structure in the ~+5% range is also
present in Fig. 16{b) for emission 20° off normal. Such magnetic circular dichroism effects in
photoelectron angular distributions (MCDAD} thus will be useful in studying magnetic arder and
local structure in an element-specific way, but it is clear that a fully quantitative understanding and
use of them will require considering final state photoelectron scattering and diffraction.

4, Spin Polarization in Photoelectron Diffraction

A. Multiplet Splittings and Spin-Polarized Photoelectron Diffraction

Being able to separately measure intensity distributions for spin-up and spin-down
photoelectrons should in principle make it possible to determine the shori-range magnetic order
around a given type of emitter via what has been termed spin-polarized photoelectron diffraction
(SPPD) by Sinkovic et al. {9{a).(b)). This is because the scattering of spin-up and spin-down
photoslectrons is slightly different in the presence of magnetic order, primarily due to the exchange
interaction between the photoelectron and the unfilled 4 or f valence shells responsible for the
magnetic order, The use of multiplet splittings for deriving such spin-resolved spectra is by now
well-established for both simple antiferromagnats [9] and ferromagnetic metals [43], and we show in
Fig. 17(a) a multiplet-split 35 spectrum from antiferromagnetic KMnF;(100) that is one of the few
cases studied to date by SPPD. The predominaat spin polarizations of the two components are
indicated in this figure, together with the overall electron configurations and L-S5 multiplets
associated with cach peak: the 3s!...3d% S peak st lower kinetic energy is expected to be 100% up-
spin and the 3s!...3d5 7S peak to be 71% down-spin. Spin polarizations are in the case of such
multiplels measured with respect 1o the emining aiom or ion, The spin-upfspin-down intensity ratio
I+ /1) in such multiplets has been measured previously for both KMnF3(110) and MnO{001) as a
function of both temperature and direction [9(b)-(d}), and these results indicate some sort of high-
temperature magnetic phase transition which occurs at 3-5 times the bulk transition temperature or
Neél temperature of these matecials. Some of these results due to Hermsmeier et al. [9(¢),(d)] are
shown in Fig. 18(2). Plotted in this figure is the temperature dependence of the spin asymmetry
S(T). a normalized spin-up/spin-down intensity ratio that is defined 50 as to go to zero at the high-
temperature (HT}  “paramagnetic” limit of the  experimental data  via
5(T) =100[Ry — Ry} (in %)}[S(b)-(e)]. Here, R=14/1;, with the subscripts indicating the
temperature at which the ratic was measured. For a low average kinetic energy of 111 eV, this
asymmetry shows dramatic changes at about 540 K or 4.5 times the bulk Neel temperature, with the
sense of this change being opposite for two different directions of observation. Thus, the effect
shows a strong dependence on emission direction. For a high kinetic energy of 1405 eV for which
exchange scattering effects are expected 10 be negligibly small, no such effects are observed. Thess
experimental results are in qualitative agresment with PD calculations assuming that there is an
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Fig. 17. Spin-polarized core photoclectron spacira: (2) a Mn 3s spectrum from KMnFj, with the
electronic states and spin polarizations relative 1o the emitting Mn?* jon indicated [From ref. 9(4_:).];
(b) a spin-resolved W 4f spectrum from W(110), excited by LCP light (top panel} and by RCP light
{bottom panel). {From ref. 463 In (b), the spin-resolved intensities &5 measured parallel or
antiparallel to the light incidence direction §are indicated.
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asymmetry data based upon Mn s spectra from MnO(001): In the top panel (i), the electron energy
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abrupt loss of short-range antiferromagnetic order at this high temperature, even though the bulk
long-range order is lost at the much lower Nécl temperature [9(d)]. One possible explanation for
this effect is that there are local domains of short-range order that persist up to this higher
temperature and then abruptly disappear. Another possibility recently discussed by Zhang &t al. [44}
is that the surface Néel temperature could be significantly higher than that in the bulk. Figure 18(b)
shows the results of Monte Carlo calculations for a simple-cubic Ising antiferromagnet of Mn2* jons
in which the surface exchange coupling between Mn2+ spins has been set to be 6.0 times that in the
‘bulk. For this simple model, it is seen that the spin-spin comelation functions for both nearest
neighbor M2+ jons and next nearest neighbor MnZ* jons show a relatively sharp transition in the
surface layer (here indicated as the first layer) at a temperalure that is a few times the transition
tempersture for the rest of the layers {i.e., the bulk in this model). Thus, it is also possible that these
SPPD experiments have detected a highly elevated surface Néel iemperature for this system,
although it remains 1o be seen whether the surface exchange coupling is really enough higher than
that in the bulk to produce such an effect, ‘

In a more recent study, Tober etal. {45} have used the analogous Gd 4s and 53 multiplets to
carry out SPPD measurements on Gd(0001), an interesting system because it is thought to have a
surface Curie temperature that is 20-60 K above that of the bulk (46]. For this case, the reievant
multiplets are ns!...417 7S and %S in symmetry, and they again yield the predominantly spin-up and
spin-down intensities, respeciively. The temperature dependence of the spin asymmetry S for this
cuse is shown in Fig. 19 for four different cases, three directions with s emission and one direction
with 4s emission. There is strong angular dependence in the 5s results, with broad peaks spanning ~
275-375 K for the first iwo cases in Figs. 19(a) and (b), and no visible effect of temperature beyond
s monotonic decrease for the third case in (). This angular dependence is found to be consistent
with diffraction theory [45]. The presence of two distinct transitions is particularly dramatic in the
Gd 4s results of Fig. 19(d). Overall, these resulis thus confirm ihat there are two different magnetic
transitions about 60-80 K apart, with the bulk Curie temperature being st 293 K and the surface
Curie temperature at about 360-380 K.

Although further experiments and theory will be necessary to fully clarify the nature of the
magnetic transitions observed in SPPD experiments to date [9,45], these studies indicate the
considerable potential of this technique for $tudying short-range magnetic order in both
antiferromagnetic and ferromagnetic systems.  Exploiting this potential should be assisted
enormously by the use of nexi-generation synchrotron radiation facilities,

B. Spin Polarization from Circular-Polarized Excitation

Spin-polarized photoelecirons can also be produced by exciting a spin-orbit-split core level
with citcular-polarized radiation, making use of the well-known Fana effect fiom atomic physics
[47]. We itlustrate this with some very recent data obtained by Starke et al. [48] for the non-
magnetic system W(110), in the experimental geometry shown in the inset between Figs. 20(b) and
{c). Figure 17(b) shows spin-resolved W 4f spectra for the two different circular polarizations of the
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Fig. 19. Experimental spin asymmetry S(T) derived from Gd 55 and 4s multiplet intensity ratios R =
14 /1;as a function of temperature T for (a) Gd Ss emission slong the normal (8 = 90°, ¢ = 180°
along the "c” axis), {b) Gd Ss emission (8 = 54°, ¢ = 180° along the "-b” axis), {c) Gd 55 emission (
6= 54° ¢ =90° along the "a" axis), and (d) Gd 4s emission (8 = 90°, $ = 180° along the "c" axis).
Note the strong angle and level dependence of these results, with broad peaks in (a) and (b) for 5s,
no visible effect in (c) for 5s, and two distinct features in {d) for 4s.
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as {b). but for a MS cluster PD calculation in a S-atom clusier .(an ‘emnuef below 4 surfacl?
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48]
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incident radiation, with the photoeleciron spin being measured either parallel or antiparallel to the
resulting direction of the light helicity, which is in wrn parallel or antiparallel 10 the light incidence
direction. That is, for this case, the spin polarizations are referenced externally 1o the direction of
ltight incidence.  There is a clear and strong spin polarization in both the 5/2 and 7/2 components,
with the expected change of sign as the polarization of the light is changed. These spin polarizations
are also found to increase markedly with photon energy fram 80 eV to about 130 eV, and to remain
Jarge at about 50-60% over the range from 130 eV 1o 240 eV, as shown in Fig. 20{a). These
polarizations are thus comparable to the 70-100% expected for simple ns multiplets in high-spin
atoms of the type discussed previously for Mn [9] and Gd [45], and immediately suggest using such
spectra also as internal sources of spin-polarized photoelectrons for SPPD studies. Such SPPD
studies based on circular-polarized excitation have in fact been attempted for the first time recently
[4%]. Theoreticai calculations of such effects have also been carried out. For example, for the W
4fsy7 results in Fig. 20(x), the simple free-atom calculations [50] shown as the solid curve agree very
well with the energy dependence seen in experiment. MSC PD calculations from a large W(110)
cluster in the nominal geometry of the experiment show the same general trend of polarization
variation with energy as experiment, but have a significant dip at about 125 ¢V that is not observed
experimentally. However, 2 small azimuthal rotation of the cluster by 10° that is within the
experimental uncertainty of slignment suppresses this dip, and yields very good agreemem with
experiment as well. This predicted change in the PD polarizations with cluster orientation however
suggests that photoelectron scattering, even in a non-niagnetic laitice, can significantly alter the
degree of spin polarization in & core spectrum [48]. The origin of these changes is that the separate
spin-up and spin-down intensity distributions excited from the 572 or 712 Jevels have very different
shapes, and that they thus sample differently the non-magnetic scalterers around the emitting atom.
These effects are illustrated in the theoretical calculations in Figs. 20(b)-{e): the three-dimensional
distribution of polarization for the free-gtom in (b) is significantly altered when emission from a 5-
atom cluster is considered in (b). This alteration can furthermore be qualitatively understood from
the dramatic differences in the separate spin-up and spin-down intensity distributions for the free-
atom in (d) and {e). Such effects should be very general, very strong, and occur in both non-
magnetic and magnetic surroundings.

Finally, we note that the separate measurement of spin-up and spin-down intensities over a

range of directions and/or energies can in principle lead 1o spin-polarized photoelectran holography
[51), 2 prospect that we discuss briefly below.

5. Photoelectron Holography

We now turn to the potential for directly determining short-range atomic structures by
holographically inverting data sets that may span both photoelectron direction and energy. All of
these so-called “direct” methods involve carrying out some kind of mathematical operation that is
closely akin to a Fourier transform on a large set of data involving 21000 distinct intensity
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measurements.  in general, the photoclectron intensity (k) for a cernain wave vectar k is

converted 10 a normalized ¥ funciion in a standard way via:

o HRY -1 (R) (k) - 1o (k)
k)= - . )
(k) 1o(k) or lo(E)m

where lo(E)xI%f is the intensity in the absence of any scatterers. Measurements of x(k) are
made a4 several directions of emission (several k), and also perhaps at several energies of excitation
{several k|), The most common way to holographically invert such a (k) data set is 10 carry out
the following transform over the relevant volume in k-space, as first suggested by Sztke for single-

energy data [12(a)], and amplified upon by Barton et al. {12(d)}, and by Tong et al. [14(a)) for
multi-energy data:

U=

£HP(-iIE!I?I)JJ=xP(iE-?)x(E)IFIzdlﬁisinekdanﬁx : @
ikl k

Here By and &, are the angles defining the direction k. Several prior experimental and theoretical
studies have obtained successful three-dimensional images of near-neighbor atoms using this
approach or close relatives of it [12-21), and it seems clear that, at lexst for back scattering atoms
around a given emilter, useful structural conclusions can be drawn, These images include some
obtained with only one energy [e.g., 15(s),(b),(d); 17], and others in which the sransform of Eq. (2)
is modified 1o allow for non-ideal scattering efects and/or 1o somehow focus on the region of image
space that is most nearly ideal fe.g., 13,14,15,18(b),(c),20).

We will illustrate this method as applied to a first-of-a-kind extended data set obiained by
Denlinger, Rotenberg et al. on beamline 7.0 at the Advanced Light Source, and analyzed recently by
Len et al. [52). The clean W(110) surface discussed previously has been used as a test case, with the
intensities of the bulk and surface peaks in spectra such as that in Fig. B(b) being measured over
essentially the full hemisphere abave the surface and for kinetic energies between 41 eV (about like
that in Figs. 8(b) and 9) and 302 V. A total of about 20,000 unique intensities was thus measured.
Figure 21 shows the sepsrate data sets thus derived for both bulk and surface emission, in a cutaway
volume representstion. Fig. 22(a) now shows a holographic atomic image reconstructed via Eq. (2)
(here referred to as Method A from among several considered elsewhere [15(g),52])) from the
surface-atom intensity data, as first normalized to produce y(k) via Eq. (1). This image is in the
vertical (T137) plane, the emitter position is indicated by a dashed square, snd the ideal positions of
the ncighboring atoms are indicated by circles. We see that the back scattering atom just below the
emitter (denoted [TT0)) is very welk imaged, with a sharp peak that is centered very close 1o the
rue atomic po;igim} gwithin ~0.2 A). The side scattering atoms surface atoms just next to the

i

emitter (denoted [337)and [-;-%%]) are also clearly imaged, but with some smearing in the vertical
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Fig. 21. Cutaway views of volume representations of the normalized intensities x{k) for W 4,
emission [rom clean Wi(110), with (a} from the bulk peak and (b} from the surface peak (as shown in
Fig. 8(1)) The vertical scales are kinetic encrey (KE) and wavevecior, and each plane represents a
sterengraphic projection of a ncarly full-hemisphere data set 1aken over directions from the surface
normal to within 10° of the surface. (From ref. 50

(110} (A——

(111] (Ao

Fig. 22. W(110) hoiographic atomic images in the vertical (113} plane, as reconstructed using Eq.
{2) from (a) the experimenal surface-resolved W 4f;,» data set of Fig. 21{b). {b) corresponding
single scanering calculations, and {c} corresponding multiple scantering calculations The surface-
atom emitier is indicated by a dashed square. and the ncar-neighbor scatierers by circles. Image
intensities for vertical coordinates €-3 § A have boen rescaled, with the scale factors indicated on the
fiwures. [From ref. 50)



direction, and positions that are fyriher from the true positions, being shifted inward toward the
emitter by about 0.7 A and downward from the surface plane by sbout 0.2 A. Nonetheless, this
experimental image could be used to provide a good first-order estimate of the local geometry
around these W surface atoms if it were not already known (e.g. via the PD analysis in Fig. 9 and
other prior studies discussed in ref. 28). .

In Figs. 22(b) and (c) are now shown corresponding images derived from both smgle
scaltering and multiple scattering calculations, Single scattering is found not to agree as :well with
experiment, for example for the form and relative intensity of the image of the back ;c..n!tenng‘nlom.
The image of this atom is found to be split and much weaker in intensity than is found in e).cpe.nmem.
Multiple scattering is found to much better predict the image of this back scattering -alom in b?lh
form and intensity. Both theoretical images are found 1o show a doubling of the ssd.e scattering
atomic images that is not as evident in experiment, but they agree in predicting mward. and
downward shifts in the center of gravity of these images, as seen in experiment. Thus, experiment
and multiple scattering theory are in very good agreement, but with the experimental images being
even cleaner representations of these nearest-neighbor atomic images than found in theory. )

Similar results for a bulk emitter are not as encouraging, with the forward scattering aloms
sbove & typical emitter showing elongated and shifted images that would make it difficult to use
them for a precise structural prediction [52]. Various other imaging algerithms (denoted Methods
A", B-D) have also been applied 10 these surface and bulk holographic data to assess the -degree 1w
which they improve the stomic images [52]. Overall, it i% concluded that backscattering atoms
below and side-scatiesing atoms beside a given emitter that is in turn at or near the surface can be
imaged successfully, with forward scattering atoms above an emitter that is below the'surfncc‘ r.m\
being imaged as accurately. Large data sets of the iype considered here should permit exp|o;t{ng
holographic imaging to & maximum degree in the future, although it should not be necessary .for
most cases 1o obtain more that 3,000-5,000 intensities to accurately image the near-neighbor region

[35(e)(N).
6. Spin-Polarized Photoelectron Holography

We turn now 1o another intriguing prospect for the future of spin-resalved photoclectron
diffraction studies; the passibility of directly imaging the scatterer spins around a given emitter via
holographic inversion methods. We have already noted that two core photoelectron peaks can oﬁe‘n
be found at refatively close-lying energies that are strongly spin-polarized in an opposite sensel. This
might be due 1o a core multipler splitting or a spin-orbit doublet excited with circular polarizallon, or
some mixture of these two effects. Thus, it is in principle possible to separately measure x1 (k) and
u(i) for the two different spin orientations, and this could lead via spin-dependent ?cﬂter'mg
effects to the holographic imaging of the local magnetic order around a given type of emitter [S1].
There are two obvious spin-sensitive imaging algorithms based on Eq. (2) and separate
measurements of x1(k) and x (k) [51¢b).()]:

A(T) = U () - U (7)), &)

with obvious notation, and
a'(ry = {exp(-niurt)uexp(ii-f){mu'c)-u(E)]n?[’dsizsinekdekdm .@
Ik k

which is simply an image like U(?) but calculated only on the difference of the spin-up and spin-
down x's. Additional vector-based spin-sensitive holographic imaging functions have also been
preposed by Timmermans et al. [51(a)).

As a brief indication of the potential of this kind of photoelectron holography, we show in

Fig. 23 holographic inversions of multiple scattering calculations for emission of spin-up and spin-
down clectrons from Mn2* ions in a small planar cluster representing a portion of the MnO(001)
surface ($1(c)]. The cluster is shown in Fig. 23(a). Spin-up MnZ* scatterers in this cluster have
been distinguished from spin-down scaiterers by having an additionat exchange potentisl due to five
unpaired 3d electrons that interacts only with spin-up photoelectrons. Spin-down scatterers have the
same 3d exchange potential, but it interacts only with spin-down photoelectrons. Thus, the potential
is slightly more attractive when the photoclectron spin is parallel to that of the scatterer. Spin-up
and spin-down holograms were calculated in & fully-converged MSC way for 10 energies between
127 eV and 278 ¢V, and holographic images then derived via Egs. (1)-(4). The normal images Up
and U} in the plane of the cluster for spin-up and spin-down elecirons are shown in Figs. 23(b),(c),
together with the corresponding spin-sensitive images A(T) and A'(T) in Figs, 23(d){e). The
normal images show features for a!l of the atoms in the cluster, including the four non-magnetic O
atoms. These spin-up and spin-down images are slso very similar, as expected since the 3d
exchange scattering is only 5-15% of the total effective scattering potential at these energies By
contrast, neither A(T) nor A'(T) contains any image intensity for the O atoms, verifying that either
of these choices of imaging algorithm are predominantly sensitive to only the magnetic scatterers.
The peaks and valleys in the spin-sensitive images are in general ahout 7-9% as strong in transform
amplitude as the normal images, suggesting the experimental possibility of cartying out such
imaging, albeit & non-trivial exercise. A(F) and A'(T) are also inherently different in that A'(F)
images both orientations of scatterers in the same way, due the absolute value in Eq. (4), while A(T)
changes sign when the scatterer is flipped, and thus afso is sensitive 1o the orientation of a given
scatterer.  A(T) also involves the phase of the scattering factor, and thus can show sign changes
over the region of a magnetic scatterer: however, it is clear from this and other calculations that the

sign changes are exactly reversed if the orientation of the scatterer spin is flipped from up 1o down.
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Fig. 23, A theoretical simulation of spin-polarized photoeleciron holography: (2) a nine-atom
cluster re?rescnling the (001) surface of MnO, with an emitter in itls center; (b).{¢) normal
holographic images U(TYU(T) generated for the two diffcrent photociectron spins by using Eq. (2)
and holograms at 10 energies between 127 and 378 eV, (d) the spin-sensitive holographic image A

generated by using Eq. (3), (e} the spin-sensitive holographic image A'(r) generated by using Eq
(3) [From refs 49(¢).(d) )

Liz

Thus, spin-polarized photoelectron holography represents an intriguing and challenging
experimental possibility for the fulure, but one well matched to the new synchrotron radialion
sources that are now becoming available.

7. X-Ray Holography Using Fluorescence Emission

A. X-Ray Fluorescence Holography

We now consider an alternative type of holography involving the scatiering of x-rays by the
near neighbors to & given atom that is emitting Mluorescent x-rays. This method has been discussed
previously from a theoretical point of view [23). bul the the much weaker diffraction modulations
involved have prevented the first experimental explorations of it until very recently [24(a).(c),(d)].
The first method for doing such x-ray holography, which has been termed x-ray fluorescence
holography (XFH), is illustrated in Fig. 2(b). As indicated, it is identical in philosophy to
photoelectron holography, except that it is now a fluorescent x-ray which scalters instead of a
photoelectron. This makes the scattering much weaker, by 103 or 1074, bul much more ideal and
optical in character. The former means that such measurements will be more difficult 1o measure,
but the latter means that they should be more accurate, and thus worth assessing. Comparing Fig.
2(a) with Fig. 2(b) also points out the fundamental difference between a classic x-ray diffraction
(XRD) measurement and XFH. In XRD, scattered waves ¢, $;. $3,...from the various atomic
planes in a sample with Jong-range order constructively interfere to yield various Bragg refiections,
and the reference wave ¢ is Jost into the crystal. Thus, & direct holographic inversion of such data
is not possible, although there are by now several well-established approaches for solving the
resulting "phase problem” so as 1o determine unique atomic structures [$3], and more recently, the
use of x-rsy standing waves has also been discussed for this purpose [54(a)}. In XFH by contrast,
the reference wave is involved in producing the diffraction pattern, which is created by the scattering
from the near neighbor atoms involved in the short-range order around a given emitter. Thus, a true
hologram is generated, and inversion of it using Eqs. (1) and {2) becomes feasible.  Scatiering of
fluorescent x-rays from the long-range order in the crystal also can oceur, and this produces
features known as Kosse/ lines which have also been suggested as an altermate way of doing x-ray
holography [54(b)]. In fact, photoelectrons exhibit such features as well, which are called Kikuchs
bands {55). But we will focus here on the shert-range-order effects in XFH that are completely
analogous to the dominant effects in a normal photoelectron diffraction pattern.

The first XFH measurements were performed recently by Tegze and Faigel [24(a)). They
measured the hologram by monitoring the single-energy Sr Ka emission (E = 14.10 keV, k = 7,145
A) from a single crystal of SrTiO3. Approximately 2,400 intensities were measured over a cone of
60° half angle above the surface. The final hologram was found to have anisotropies in intensity of
81Ty~ 0.3%. These small effects mean that much more demanding detector counting statistics are
required in x-ray holography measurements than with comparable phototlectron holography
measurements in which L/, can be 50%. The reconstruction of this hologram via the algorithm of
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Fig. 24. Single-encrgy x-ray fluorescence holography (XFH) atomic images of SrTiQ3 in the
vertical {010) plane, abtained from {a) experimental [24(a)] and (b) theoretical [24(b)] St Ka x(k)
dara sets, via Eq (2) The Sr emitter site is indicated by the dashed square, and nearest-neighbor
and next-nearest-neighbor Sr scatterers arc indicated by circles
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Fig. 25, Muliiple encrgy x-ray holography (MEXH) atomic images of c-Fex03(001) in the
horizontal (002) plane situated 6 89A below each of the 1wo types of Fe emitters, obtained from (a)
experimental and {b) theoretical Fe Ker x{k) data sets, via Eq {2) [24(c}]. Fe scatterers in the bi-
fayer just above or below this planc are indicated by dashed circles, and Fe scatterers in relative
positions commen to botls inequivalent Fe emitters are indicated by bald circles

Eq. {2) (as now reduced to a single integral over direction) yields images of the Sr atoms only, as the
much wesker scatiering sirength of the Ti and O atoms renders their images invisible compared 10
those of the Sr atoms. Fig 24(a) shows the experimenial image reconstructed in the vertical (010)
plane {24(a)}, and it is compared in Fig. 24(b) to an image reconstructed from a theoretical 2(k) for
Sr Ka emission from & simple-cubic Sr cluster of 27 atoms (24(b)). Based on previously discussed
criteria {13(d)], the expected atomic image resolutions at this hologram energy and angular range
are 3x = 0.3A in the horizontal [100] direction, and 8z » 0.9A in the vertical [001] direction, and
these numbers are in general agreement with the atomic images of Figs. 24(a),(b).

Reconstructing three-dimensional atomic images from a single-wavenumber hologram is
known to yield twin images (12-15, 23]. That is, each U(?) has associated with it a U{-1)of equal
magnitude. In any structure without inversion symmetry, these twins can overlap with real atomic
images so as to confuse structural interpretation. In addition, the real and twin atomic images for a
particular waverumber and sysiem can overlap completely out of phase, leading 1o an entificial
suppression of atlomic image intensities {23]. As in photoelectron holography {12(c),12{(d),23(c)], it
is thus advantageous to reconstruct direct atomic images from multiple-wavenumber x(k) data sets
30 b3 to avoid such real-twin image overlaps. However, such XFH holograms cannot be measured

at arbitrary wavenumbers, with the latter being limited by the intensity and number of fluorescence
fines of the photoemitting species.

B. Multi-Energy Time-Reversed X-Ray Holography

To overcome this single-energy, or at most few-energy, limitation in XFH, another method
for obtaining x-ray holographic information at convenienily chosen multipie energies has also very
recently been proposed and demonstrated experimenially for the first time by Gog et al. [24(c)]).
This method has been termed multiple energy x-ray holography (MEXH), and its basic principle is
illustrated in Fig. 2(c). MEXH is essentially 1he time-reversed version of the conventional geometry
of XFH (Fig. 2(b)}, in that the wave motions are reversed, and the emitter and detector positions are
interchanged. The exciting external x-ray beam now produces the reference and object waves, and
the fluorescing atom acts only to detect the interference between the direct and scattered
wavefronts. That is, the sirength of the angle-integrated fluorescence signal is used to monitor the
x-ray field sirength at the emitting atom. The emitted x-rays are now collected by a distant detector
with a large scceptance solid angle, in principle yielding much higher effective counting rates. The
excitation x-ray source can also now be set to any energy above the fluorescence edge of the
emitting species, thus permitting holograms at multiple wavenumbers and yielding in principie
atomic images with o real-twin image overlaps {12(c).12(d).14(a), 24{c)]. Specifically, multiple-

wavenumber x-ray holograms have been measured 10 date for hematite {a-Fez03(001 ) 24{c)). and
for Ge(001) [24(d)).

We illustrate the results of applying the inversion algorithm of Eq. (2) 10 both experimental '

MEXH data for (a-Fepy03(001)) measured by Gog and co-workers on Beambine X-14A of the
National Synchrotron Light Source at Brookhaven National Laboratory [24(c)] and 1o theoretical
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simulations of this data. Fe Ka fluorescence was cxcited by horizontally polarized radiation at three
energies in the range hv= 9.00keV to 10 30keV (k= as61A 10 S.220A']) that was incident on
the sample surface over a polar range of 60° < 6 < 90° = surface normal. These data points were
measured at three wavenumbers with intervals of 5k = 0.329A7! (BE = 650eV), and at angular
intervals of (58,5¢) = (5°,5%). making a total of 435 unique measurements in & symmetry-reduced
1/3td of the total solid-angle above the sample. The resulting modulation in %(k) was ~0.5% and
so similar to that found in the XFH results for SrTi0; [24(a)].

For comparison to the experimental resulis, a single-scaitering model [23(c)] was used 1o
calculate a theoretical x(k) for an ideal a-Fe03(001) cluster containing 384 Fe atoms with two
inequivalent Fe emitler sites, as appropriate 10 the hematite lattice. The O atoms were not included
due to their much smaller scattering power. The orientation of the radiation polarization with
respect 1o the crystal during the crystal rotation of the measurement was also taken into account.. In
particular, because the incident radiation is linearly polarized, the x-ray scattering factor must be
further muttiplied by the Thomson scattering factor, which has the form sin’ 03', where @g. is the
angle between the polarization vector of the incident radiation &, and the direction §' of 1he
scattered radiation. Thus, there will be nodes in the incoming scatiered object waves along the
polarization direction, and emitter atoms near this direction will not be as strongly influenced by x-
ray scattering.

Figures 25(a) and (b) show the resulting MEXH atomic images for experiment and theory,
respectively, in the [002] plane situated at = = -6.89A below the emitter. There is excellent
agreement between experiment and theory, and the positions of the atoms are very close to those in
the known Tattice (~0.2 A inward displacement toward the emitter in experiment, and ~0.4 A inward
displacement in theory. The expected image resolutions in the horizontal ([100] and [120])
directions are 5x = 8y = 0.6A [13(d)] The experimental and theoretical images are very similar in
that three of the Fe atoms from the neighboring upper Fe bi-layer intrude into the [002] image
plane. This intrusion is due to the limited wavenumber and angular range of the x(k) data points in
k-space (as compared 1o the larger wavenumber and angular range for the electron x{k)'s in the
previous section). This results in atomic images much less resolved in the vertical [001] direction
and a resolution limit of 3z ~ 2.5 A [13(d)). Still, since these images are reconstructed from a
multiple-wavenumber x(k) data set, they should be freer of real-twin image overlaps [23(c)]. And
they do indicate for the first time that such multi-energy data can be obtained and analyzed.

Thus, although x-ray holography using fluorescent x-rays iy really just beginning to become a
seality, it aiready shows considerable promise of becoming a complementary tool to x-ray diffraction
and ether surface and bulk structure probes. ls key advantages are that it is element-specific, that
the theoretical interpretation is much simpler than for electrons, and that it can probe the short-range
structure in systems for which long-range order may be lacking (as for example, in mossic crystals).
For certain kinds of surface, interface, and nanostructure work, both XFH and MEXH thus could be
very useful, as discussed in more detaif in recent comparative papers [24(e),24(D]. Fully exploiting
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these new methods will also require the high brightness excitation sources of third-generation

synchrotron radiation facilities
8. Concluding Remarks

Photoclectron diffraction is thus in some respects a mature technique, but at the same time it
is one in which several exciting new possibilities for surface, interface, and nanostructure structure
studies are found. The simple extension to taking full-solid-angle data often permits much clearer
conclusions as to structures, especially when high energies with forward scattering are present, and
complementary structure probes such as LEED and STM are used i sits with it. Next-generation
instrumentation, particularly at third-generation synchrotron radiation sources, will much expand the
use of chemical state- or site- resclved photoelectron diffraction, including the resolution of surface
atoms and atoms at buried interfaces, time-dependent structural studies, and different types of
dichroism in both non-magnetic and magnetic systems. The use of circular-polarized radiation for
excitation shows up new phenomens in diffraction pesk rotations and distortions, #s well as making
it possible to excite spin-polarized photgelectrons from any spin-orbit split level.  Spin-polarized
photoelectron diffraction and its more difficult cousin spin-polarized photoelectron holography also
promise to provide information on local magnetic order in an element-specific, and also site-specific,
way. Photoelectron holography also are beginning to provide direct three-dimensional images of
short-range atomic structure, with useful accuracy for neighbors beside or below an emitter thatis a
surface of near-surface species. Finally, x-ray holography of either the x-ray fluorescence 1ype or
the multi-energy time-reversed type represents a new and closely related technique with considerable
potential for imaging shorn-range atomic structure with higher accuracy.

Acknowledgments

We are very grateful to various co-workers and collaborators who have contributed greatly
1o the beamline instaliation and testing, equipménl fabrication, and some of the specific studies
presented here: T. Anderson, C. Cummings, P. Dyer, T. Gog, K. Higashiyama, B. Holbrook,
W.R.A. Huff, P.D. Johnson, S.A. Kellar, J. Kortright, T. Lauritzen, G. Materlik, C.E. Miner, E.J.
Moler, M. Rice, 5. Ryce, D.A. Shirley, K. Starke, €. Westphal, R. Wright, H . Xiao, 1.1
Zaninovich, and F. Zhang. This work has been supported by the Director, Office of Energy
Research, Office of Basic Energy Sciences, Division of Division of Materials Sciences, of the U.S.

Department of Energy, under Contract DOE-AC03-76SF00098 and the U.S. Office of Naval
Research under Contract No. N00014-94-0162.

References

w

{ude



w

1L

(s) K. Siegbahn, U. Gelius, H. Siegbahn and E. Olsen, Phys. Lett. 32A, 221 (1970); (b) C.S.
Fadley and $.A.L. Bergstrom, Phys. Lett. 38A, 375 (1971); (¢} A. Liebsch, Phys. Rev. Lett. 32,
1203 (1974); and Phys. Rev. B13, 544 (1976); (d) S. Kono, C.S. Fadley, NF.T. Hall and Z.
Hussain, Phys. Rev. Lett. 41, 117 (1978); () D.P. Woodruff, D. Norman, B.W, Holland, N.V.
Smith, H.H. Farrell, and M.M. Traum, Phys, Rev, Lewt. 41, 1130 (1978); (f) $.D. Kevan, D H.
Rosenblatt, D. Denley, B.-C. Lu, and D.A. Shiriey, Phys. Rev, Lett, 41, 1365 (1978); (g) S.
Xono, 5.M. Goldberg, N.F.T. Ha!l, and C.S, Fadley, Phys. Rev. Lett. 41, 1831 (1978)

(2) C.5. Fadley, Phys. Scripta T17, 39 (1987), (b} C.S. Fadley in Synchrotron Radiation
Research:  Advances in Surfoce Science, R.Z. Bachrach (Ed.), (Plenum Press, New York,
1993); (c) C.S. Fadley, Surf. Sci. Repts. 19, 231 (1993), (d) CS. Fadley et sl, J. Electron
Spectrosc. 68, 19 (1994); (e) C.S. Fadley, in The Siructure of Surfaces IV, X. Xide, 5.Y. Tong,
and M.A. Van Hove (Eds), (World Scientific, 1994); (f) C.S. Fadley, M A. Van Hove, Z.
Hussain, and A .P. Kaduwela, J. Electron Spectrosc. 75, 273 (1995).

(2) S.A. Chambers, Adv. in Phys. 40, 357 (1990); S.A. Chambers, Surf. Sci. Rep. 16, 26}
(1952). (b) W.F. Egethoff, Ir. in Critical Reviews in Solid Stale and Materials Sciences, 16,
213 (1990).

(8) L.). Terminello, X.S. Zhang, Z.Q. Huang, S. Kim, A.E. Schach von Wittenau, K.T. Leung,
and D.A. Shirley, Phys. Rev. B 38, 3879 {1988); (b) L.-Q. Wang, Z. Hussain, Z.Q. Huang, A E.
Schech von Wittenau, D A, Shirley, and D.W, Lindle, Phys. Rev. B 44, 13771 (1991); (c) D.A.
Shirley et al,, J. Electron Spectrosc. 68, 49 (1994).

H.P. Bonzel, Prog. in Surf. Sci. 42, 219 (1993) and references therein.

{3) AM. Bradshaw and D.P. Woodruff, in Applications af Synchrotron Radiation: High-
Resolution Siudies of Molecules and Molecuwlar Adsorbates on Surfaces, W. Eberhardt (Ed.),
(Springer-Verlag, Berlin, 1993}, (b) O. Schaff, G. Hess, V. Fernandez, K.-M. Schindler, A.
Theobald, Ph. Hofmann, AM. Bradshaw, V. Fritzsche, R. Davis. and D.P. Woodruff, J.
Electron Spectrosc. 75, 117 (1995).

1. Osterwalder, P. Aebi, R. Fasel, D. Naumovic, P. Schwaller, T. Treutz, L. Schlapbach, T.
Abukawa, and S. Kono, Surf, Sci. 331-333, 1002 (1995)

(a) D. Scbilleau, M.C. Desjonqueres, D, Chaveaw, C. Guillot, J. Lecante, G. Treglia, and D,
Spanjaard, Surf, Sci, Leut. 185, L527, (1987); (b) A. Nilsson, H. Tillborg, and N. Mirtensson,
Phys. Rev, Letr. 67, 1015 {1991); (c) K.U. Weiss et al., Phys. Rev. Lett. 69, 3196 (1992); (d)
1D, Denlinger, E. Rotenberg, U. Hessinger, M. Leskovar, and M A. Olmstead, Appl. Phys.
Lett. 62, 2057 (1993), and E. Rotenberg, J.D. Denlinger, U. Hessinger, M. Leskovar, and M A,
Olmstead, J. Vac. Sci. Tech, Bt1, 1444 (1993),

{a) B. Sinkovic and C.S. Fadley, Phys. Rev. B31, 4665 (1985); {b) B. Sinkovic, B.D.
Hermsmeier, and C.S. Fadley, Phys. Rev. Lett. 55, 1227 (1985), (c) B.D. Hermsmeier, J.
Osterwalder, D.J. Friedman, and C.S. Fadley, Phys. Rev, Leit. 62, 478 (1989); (d) B.D.
Hermsmeier, J. Osterwalder, D). Friedman, B. Sinkovic, T.T. Tran, and C.S. Fadley, Phys.
Rev. B42, 11895 (1990); (e) B. Sinkovic, D.J. Friedman, and C.S. Fadley, J. Magn, Magn.
Mater. 92, 301 (1991},

. (0) C.H. Li and §.Y. Tong. Phys. Rev. Lett. 42, 901 (1979); (b) 1.J. Barton and D.A. Shirley,

Phys. Rev. B32, 1892 (1985); and Phys. Rev. B32, 1508 (1985); (c) A.P, Kaduwela, G.S.
Herman, D.}. Friedman and C.S. Fadiey, Phys. Scripta 41, 948 (1990), as based on a method
described in (d). (d) 1.2, Rehr and R.C. Albers, Phys. Rev. B4] 81139 (1990); (¢} AP,
Kaduwels, D.). Friedman, and C.§, Fadley, J. Electron Spectrosc._57, 223 (1991), {f) D.X.
Saldin, G.R. Harp, and X.Chen, Phys. Rev. B48, 8234 (1993}, (g) Y. Chen, H. Wu, 2nd D.A.
Shirley, private communication.

(2) P.J. Orders and C.S. Fadley, Phys. Rev. B27, 781 (1983); (b) M. Sagurion, E.L. Bullock,
and C.S. Fadley, Phys. Rev. B30, 7332 (1984} and (c) Surf. Sci. 182, 287 (1987); (d) V.

AN

ot

2%

22,

Fritzsche and D.P. Woodruff, Phys. Rev. B46, 16128 (1992); and {e) P. Hofmann and K. M.
Schindler, Phys. Rev. B47, 13942 (1993). '

. (8) A. Sztke, in Short Wavelength Coherent Radiation: Generation and Applications, D.T.

Attwood and 1. Bokor (Eds), AIP Conference Proceedings No. 147 (AJP, New York, 1986);
(b) .J. Barton, Phys. Rev, Lett. 61, 1356 (1988); (¢) J.J. Barton, J. Electron Spectrosc. 51, 37
(1990); (d) JJBarton, and L.J. Terminelio, paper presented at the Third International
Conference on the Structure of Surfaces, Milwaukee, July 1990, and in Structure of Surfaces
/Il 5. Y. Tong, M. A. Van Hove, X. Xide, and K. Takanayagi, eds., (Springer Verlag, Berlin,
1991) p. 107, and ).)J. Barton, Phys. Rev. Lett. 67, 3106 (1991).

. (8) G.R. Harp, D.X. Saldin, and B.P. Tonner, Phys. Rev. Lett. 65, 1012 (1990); (b) G.R. Harp,

D K. Saldin, and B.P. Tonner, Phys. Rev. B42, 9199 (1990); (c} B.P. Tonner, Z.-L. Han, GR.
Harp, and D.X. Saldin, Phys. Rev. B43, 14423 (1991); (d) G.R. Harp, D.X. Saldin, X. Chen,
ZL. Han, and B.P. Tonner, J. Electron Spectrosc. 57, 331 (1991); (¢) D.K. Saldin, G R. Harp,

B.L. Chen and B.P. Tonner, Phys. Rev. B44, 2480 (1992}, (f) D.K. Saldin, GR. Harp, and B.P.
Tonner, Phys. Rev. B45, 9629 (1992)

- {a) 8.Y. Tong, C.M. Wei, T.C. Zhao, H. Huang, and H. Li, Phys. Rev. Leit. 66, 60 (1991); (b)

5.Y. Tong, l-l.. Li, and H. Huang, Phys. Rev. Lett. 67, 3102 (1992): (¢) 5.Y. Tong, H. Huang,
and CM. W¢i, Phys. Rev. B46, 2452 (1992); (d} .G. Tobin, G.D. Waddill, H. Li, and 5.Y.
Tony, Phys. Rev. Lett. 70, 4150 (1993).

- (a) 8. Thevuthasen, G.S. Herman, A P. Kaduwela, R.S. Saiki, Y.J. Kim, W. Niemczura, M.

Burger and C.S. Fadley, Phys. Rev. Lett. 67, 469 (1991); (b) G.S. Herman, $. Thevuthasan,
T.T. Tran, Y.). Kim, and C.S. Fadley, Phys. Rev. Leit. 68, 650 (1992); (c) S. Thevuthasan,
G.S. Herman, A P. Kaduwela, T.T. Tran, Y.J. Kim, R.S. Saiki, and C.S. Fadley, J. Vac. Sci.
Technol. A10, 226] (1992); (d) S. Thevuthasan, R X. Ynzunza, E.D. Tober, C.S. Fadley, AP,
Kaduwela, and M.A. van Hove, Phy. Rev. Lett. 70, 595 (1993); (e} P.M. Len, F.Zhang, S.
Thevuthasan, A P. Kaduwela, M.A. van Hove, and C.5. Fadley, J. Electron Spectrose. 76, 351
(1993); (N P.M Len, S. Thevuthasan, A P. Kaduwela, M.A. van Hove, and C.S. Fadley, Surf.

Sci. 365, 535 (1996), P.M. Len, S. Thevuthasan, A.P. Kaduwels, and C.S. Fadley, J. Electron
Spectrosc,, 10 appear,

. (a) L.1. Terminello, J.J. Barton, and D, A, Lapiano-Smith, J. Vac. Sci. Technol. B10, 2088

(19_92) and Phys. Rev. Lett. 70, 599 (1993); (b) B.L. Petersen, L.J. Terminello, and D A.
Shirley, Mat. Res. Soc. Symp. Proc. 307, 285 (1993); (c) B.L. Petersen, L.J. Terminello, J.J.
Barton, and D.A. Shirley, Chem. Phys. Lett. 220, 46 (1994); (d) B.L. Petersen, Ph.D. Thesis,

University of California-Berkeley, 1995; (¢} L.J. Terminello, B L. Petersen, and 1.J. Banon, J.
Electron Spectrosc. 75, 299 (1995).

- Y. Zhou, X. Chen, L.C. Campuzano, G. Jennings, H. Ding, and D.K. Saidin, Mat, Res. Soc.

Symp. Proc. 307, 279 (1993).

. (a)H. Wu, G.J, Lapeyre, H. Huang, and 5.Y. Tong, Phys. Rev. Lew. 71, 251 (1993); (b) H. Wu

and G.J. Lapeyre, Phys. Rev. B$1, 14549 (1995); (c) 5.Y. Tong, H. Li, and H. Huang, Phys.
Rev, BS1, 1850 {1995)

. M. Zharnikov, M. Weinelt, P. Zebisch, M. Stichler, H.-P. Steinrick, Surf, Sci. 334, 114-134
20.

(1995), _and references therein,

:M‘l.gg.‘;)&eger, JM. Roesler, D.-S. Lin, T. Miller, and T.-C. Chiang, Phys. Rev Leut. 73, 311
R. Del'm:ke, R. Eckstein, L. Ley, A.E. Bocquet, J.D. Riley, and R.C.G. Leck

Science 331-333, 1085 {1995). v T . Surface

B.P. Tonner, D. Duhham, T, Droubay. J. Kikums, J. Denlinger, and E. Rotenberg J. El
Spectrosc. 75, 309 (1995), s TOIEIES, & Rlectron

ke

NI

31



23. (a) M.Tegze and G. Faigel, Europhys. Lett. 16, 41 (1991); (b) C.S. Fadley. Mat. Res. Soc.
Symp. Proc. 307, 261 (1993); (c) P.M. Len S. Thevuthasan, C.S. Fadiey, A.P. Kaduwela, and
M_A. Van Hove, Phys. Rev. B, Rap. Comm. 50, 11275 (1994).

24. (a) M. Tegze and G. Faigel, Nature 380, 49 (1996}; (b) C.S. Fadley and P.M. Len, Nature 380,
27 {1996) and unpublished results; () T. Gog, P.M. Len, G. Mateslik, G. Bahr, C. Sanchez-
Hanke, and C.S. Fadley, Phys. Rev. Letters 76, 3132 (1996); (d) T. Gog, R.-H. Menk, F.
Arfelli, PM. Len, C.S. Fadley, and G. Materlik, Synchrotron Radiation News 9, 30 (1958); (¢)
PM. Len, T. Gog, C.S. Fadley, and G. Matesrlik, Phys. Rev. B 55, February, 1997, (f} P.M.
Len, C.S. Fadley, and G. Materlik, Proceedings of the }-95 Conference, Hamburg, September,

1996, AIP Proceedings, to appear., 1997.

25. (a} R.J. Baird, C.5. Fadley, and L.F. Wagner, Phys. Rev. B15, 666 (1977); (b) J. Osterwalder,
T. Greber, S. Hifner, and L. Schlapbach, Phys. Rev. B41, 12495 (1990); 5. Hiifner, J.
Osterwalder, T. Greber, and L. Schinpbach, Phys. Rev. B42, 7350 (1990); G.S. Herman and
C.S. Fadley, Phys. Rev. B43, 6792 (1991), T. Greber, J. Osterwalder, S. Hifner, and L.
Schlapbach, Phys. Rev. B44, 8938 (1991); (c) R. Fase!l, P. Aebi, R.G. Agostino, D. Naumovic,
J. Osterwalder, A. Santaniello, and L. Schlapbach, Phys. Rev. Letters 76, 4733 (1996).

26. (a) H.C. Gallowsy, }.). Benitez, and M. Salmeron, Surf. Sci. 198, 127 (1993) and J. Vac. Sci.
Technol. A12, 2302 (1994); (b) ; Y.} Kim, Ph. D. thesis, University of Hawaii-Manoa, 1995,
Y.J. Kim, C. Westphal, RX. Ynzunza, Z. Wang, H.C. Galloway, M. Salmeron, M.A. Van
Hove, and C.5. Fadley, to be published; (¢) R. Saiki, A. P. Kaduwela, J. Osterwalder, D.J.
Friedman, C. . Fadley, and C. R. Brundle, Susf. Sci. 282, 33 (1993).

27. (2} C. Ginther, J. Vrijmoeth, R.Q. Hwang, and R.J. Behm, Phys, Rev. Lett. 74, 754 (1995); (b)
J.C. Hamilton and 5.M. Foiles, Phys. Rev. Lett, 75, 882 (1995); (¢) 5.D. Ruebush, R.E. Couch,
S. Thevuthasan, Z. Wang, and C.S. Fadley, Surf. Sci. Leit., to appear.

28, (a) D.M. Riffe, G.K. Wertheim, and P.H. Citrin, Phys. Rev. Lett, 53, 1976 (1989); (b) D.
Spanjaard, C. Guillot, M.-C. Desjonquéres, G. Treglia, and J. Lecante, Surf. Sci. Repts. 5, |
(1985); B. Kim, J. Chen, J.1.. Erskine, W.N. Mei, and C.M. Wei, Phys. Rev. B48, 4735 {1992).

29. R.X. Ynzunza, F.J. Palomares, E.D. Tober, Z. Wang, H. Daimon, Y. Chen, Z. Hussain, J.
Liesegang, M.A. VanHove, and C.S. Fadley. to be published,

30, E. D. Tober, R. X. Ynzunza, F. J. Palomares, Z, Wang, Z, Hussain, M. A. Van Hove, 1nd C. §.
Fadley, Phys. Rev. Lett, 10 appear.

31, N.D. Shinn, B. Kim, A B, Andrews, JL. Erskine, K.J. Kim, and T.-H. Kang. Mat. Res. Soc,
Symp. Proc. 307, 167 {1993).

32. E.D. Tober, R.X. Ynzunza, C. Westphal, and C.§. Fadley, Phys. Rev. B53, 5444 (19%6).

33. (a) G. Schonhense, Physica Scripta T31, 255 {1990); (b) J. Bansmann, Ch., Ostertag, G.
Schénhense, F. Fegel, C. Westphal, M. Getzlaff, F. Schafers, and H. Petersen, Phys. Rev. B46,
13496 (1992); (c) G. Schdnhense and J. Hormes, in FUV and Saft X-Ray Photolonizarion, U.
Becker and D.A. Shidey (Eds.), (Plenum Press, New York, 1996).

34. (a) V. McKoy and J.A. Stephens, private communication; {b) C. Westphal, A.P. Kaduwela,
M.A. Van Hove, and C.S. Fadley, Phys. Rev, B50, 6203 (1994).

33. H. Daimon, T. Nakastani, S. Imada, 5. Suga, Y. Kagoshima, and T. Miyahara, Ipn. J. Appl. Phys.
32, L1480 (1993), and H. Daimon, private communication.

36. AP. Kaduwela, H. Xiso, S. Thevuthasan, M.A. Van Hove, and C.S. Fadley, Phys. Rev. B 52,
14297 (1995).

37. H, Daimon, R.X. Ynzunza, F.J. Palomares, E.D. Tober, Z. Wang, Z, Hussain, M.A. Van Hove,
and C.S. Fadley, to be published.

38. KE. Johnson, R.J. Wilson, and S. Chiang, Phys. Rev. Lett, 71, 1055 (1993) and refs, therein.

39

40,

41,
42,

43,

44,
45,

46,

47,
48.
49.

50.
. (a) EM.E. Timmermans, G.T. Trammell, and J.P. Hannon, Appl Phys. 73, 6183 (1993} and

52.

53,

54,

4%

{a) L. Baumgarten, C.M. Schneider, H. Petersen, F. Schafers, and J. Kirschner, Phys. Rev. Lett.
65, 492 (1990); (b) H. Ebert, L. Baumgarten, C. M. Schneider, and J. Kirschner, Phys. Rev.

B44, 4406 (1991); {c) G.D. Waddilt, . Tobin, and D.R. Pappas, Phys. Rev, B46, 552 (1992).
{a) Ch. Roth, F.U. Hillebrecht, H.B. Rose, and E. Kisker, Phys. Rev. Lett. 70, 3479 (1993), F.
Sirotti and G. Rossi, Phys. Rev. B49, 15682 (1994); (b) M. Getzlaff, Ch. Ostertag, G.H.
Fecher, N.A. Cherepkov, and G. Schanhense, Phys. Rev. Lett. 73, 3030 (1994), N.A.
Cherepkov, Phys. Rev. BSD, 13813 {1994); A Fanelss, R. Schelienberg, F.U. Hillebrechy, E.
Kisker, J.G. Menchero, A.P. Kaduwela, C.S. Fadley, and M.A. Van Hove, Phys. Rev. BS4,
17962 (1996).

1. Morais, R. Denecke, R. X. Ynzunza, 1.G. Menchero, J. Liesegang, J. Kortright, Z. Hussain,
and C.S. Fadley, to be published.

G. van der Laan, E. Arenholz, E. Navas, A. Bauer, and G. Kaindl, Phys. Rev. BS3, R5998
(1996).

F.U. Hillebrecht, R. Jungblut, and E. Kisker, Phys. Rev, Lett, 65, 2450 (1990); R. Jungblut, Ch.
Roth, F.U. Hillebrecht, and E. Kisker, J. Appl. Phys. 70, 5923 (1991); R. Jungblut, Ch. Rath,
F.U. Hillebrecht, and E. Kisker, Surf. Sci. 2697270, 615 (1992}, T. Kachel, C. Carbone, and W,
Gudat, Phys. Rev. B47, 15391 (1993); D.G. van Campen, R.J. Pouliot and L.E. Klebanoff,
Phys. Rev. B48, 17533 (1993); P.D. Johnson, Y. Liu, Z. Xu, and D.J. Huang, J. Electron
Spectrosc. 75, 245 (1993).

F. Zhang, S. Thevuthasan, R.T. Scalettar, R.R.P.Singh, and C.S. Fadley, Phys. Rev. BSI,

12468 (1995).

E.D. Tober, F. J. Palomares, R.X. Ynzunza, Z. Wang, Z. Hussain, and C.S. Fadley, to be
published.

D. Weller, S. F. Alvarado, W. Gudat, K. Scrider, and M. Campagna, Phys. Rev. Lett. 54, 1555
(1985); B. Kim, A. B. Andrews, J. L. Erskine, K. J. Kim, and B. N. Harmon, Phys. Rev. Lett.
68, 1931 (1992}, H. Tang, D. Weller, T. G. Walker, J. C. Scott, C. Chapert et al., Phys. Rev,
Lett. 71, 444 (1993); C. Rau and M. Robert, Phys. Rev. Lett. 58, 2714 (1987),C. Rau, J. Mag.
and Mag. Mat. 31-34, 874 (1983),C. Rau and S. Eichner, Phys. Rev. B34, 6347 (1986) & in

Nuclear Methods in Marerials Research, K. Bethge, H. Burman, H. Jex, and F. Rauch (Eds.),
(Viewig, Braunschweig, 1980}, p. 354,

U. Fano, Phys. Rev. 178, 131 (1969), U. Heinzmann, J. Kessler, and J. Lorenz, Phys. Rev. Lett.
25, 1325 (1970).

K. Starke, A P. Kaduwela, Y. Liu, P.D. Johnson, M.A. Van Hove, C.5. Fadley, V. Chakarian,
E.E. Chaban, G. Meigs, and C.T. Chen, Phys. Rev, BS3, R10544 (1996).

1.G. Tobin, C.D. Waddill, D.P. Pappas, E. Tamura, and P. Sterne, J. Vac. Sci. Tech. A13, 1574
(1995).

N.A, Cherepkov, Phys. Lett. A40, 119 (1972} and Adv. At. Mol. Phys. 19, 395 (1983).

Phys. Rev. Lett. 72, 832 (1994}, (b) C.5. Fadley, Mat. Res. Soc. Symp. Proc, 307, 261 (1993)
and Surf. Sci. Rep. 19, 231 (1993); () A.P. Kaduwela, Z, Wang, M.A. Van Hove, and C.S.
Fadley, Phys. Rev. B50, R9656 (1994); (¢)Z Wang, A.P. Kaduwela, S. Thevuthasan, M.A. Van
Hove, and C.S. Fadiey, 10 be published.

P.M. Len, E. Rotenberg, J.D. Denlinger, B.P. Tonner, 5.D. Kevan, M.A. Van Hove, and C.S.
Fadley,to be published.

W.N. Lipscomb, Acta Crystallographica 2, 193 (1949); 1. Karla and H.A. Hauptmann, Acta
Crystallographics 3, 18 (1950); K. Himmer and H. Billy, Acta Crystallographica A38, 84|
(1982), 5. L. Chang, Phys. Rev. Leiters 48, 163 (1982).

(a) M.1. Bedyzk and G. Materlik, Physical Review B32, 6456 (1985); (b) J.T. Hutton, G.T.
Trammel!, and J.P. Hannon, Phys, Rev. B31, 420 (1985), and Phy. Rev.B31, 743 (1985).

55



aq 652

55. S. M. Goldberg, R. J. Baird, S. Kono, N. F T. Hall, and C. S. Fadley, 1. Electron Spectrosc.
21, 1 (1980);, R. Trehan, C. 8. Fadley and J. Osterwalder, J. Electron Spectrosc. 42, 187
(1987).



LBNL-19580

Invited paper appearing in

-Ray and Inner-Shell Processes: 17th Inteynational Conference
R.L. Johnson, H, Schmidi-Boekering, and B.F. Sonntag, Eds.
ATP Conference Proceedings No. 389 (ATP, New York, 1997) pp. 295-319.

Atomic Holography with Electrons and X-rays

P.M. Len!, C. S. Fadley'?, G. Materlik®

' Depariment of Physics, University of Califernia, Davis, CA 95616 USA

2\aterinls Sclences Division, Lawrence Berkeley National Laboralory,
Berkeley. CA 94720 USA

’Hamburger Synchrotronstrahlungslabor (HASYLAB) am Deutsches Elektronen-Synchrotron
(DESY), 22603 Hamburg, Germany

Gabor first proposed holography in 1948 as & means o experimentatly record the
amplitude and phase of scattered waveftonts, relative to a direct unscattered wave, and 1o use
such a “hologram” to directly image stomi¢ structure. Bul imaging at atomic resolution has
not yet been passible In the way he proposed. Much more recently, Szoke in 1986 noted that
photoexcited atoms can emit photoelectron or fluorescent x-rey wavefronts that are scattered
by neighboring atoms, thus yielding the direct and scatiered wavefronis as detected in the far
field that can then be interpreted as holographic in nature. By now, several algorilhms for
directly reconstrucling three-dimensional atomic images from electron holograms have been
proposed {e.g. by Barton} and successfully tested spainst experiment and theory. Very
recently, Tegze and Faigel, and Gog et a/. have recorded experimental x-ray flucrescence
holograms, and these are found (o yield atomic images that are mote free of the kinds of
aberrations caused by the non-ideal emission or scattering of electrons. The basic principles
of these holographic atomic imaging methods are reviewed, including illustrative
apptications of the reconstruction algorithms to both theoretical and experimental electron

2nd x-ray holograms. We also discuss the prospects and limitations of these newly emerging
atomic struciural probes.

INTRODUCTION

Historical Origin of Atomic Holography

Dennis Gabor first outlined in 1948 a direct experimental method of recording
diffraction phases ag well as intensities in an effort to surpass the then current
resolution and lens aberration limits of electron microscopy and thus achieve
atomic-scale image resolution (1). In Gabor's original scheme, an electron



wavefront (of wavenumber k, and wavelength &) diverging from a point focus
illuminates an object as well as a detector (or image plate) directly. The
interference pattern at this detector involves the wavefronts scattered by the
object, and explicitly records the phases of these wavefronts relative to the direct
or reference wavefront (Fig. 1(a)). This interference "hologram® thus contains
spatial information about the sc:'“=ring cbject, which can be retrieved as an image
in several ways. Gabor suggested that the developed image plate could simply be
re-illuminated by a visible light reference wavefront (of wavenumber &k and
wavelength 1), as shown in Fig. 1(b). The wavefronts thus diffracted by the image
plate would create a virtual image of the original object visible to the naked eye,
and magnified by a factor of k/k. But the image reconstruction can also be
performed numerically using a Fourier-transform-like integral, as first pointed out
by Wolf (2). Holography is now of course widespread in science and technology,
with lasers at usually optical wavelengths providing the reference waves, Note
that, since the three-dimensional information of the r-space object field w(r)
(shown in Fig. 1 as an optical mask of the letter "F*) is "encoded" holographically
into a single-wavenumber two-dimensional k-space diffraction pattern x(k), both
a real and twin image of the optical mask are retrieved. This is due to the loss of
spatial information perpendicular to the plane of the image plate recording the
diftraction pattern, and is by now overcome in optical holography by recording a
volume of holographic intensities by means of a thick recording medium (3).

Until recently, Gabor's goal of imaging at atomic resolution had not been
attained, due to the Jack of a source of sufficiently coherent radiation at such short
wavelengths. However, in 1986, Sz6ke observed that there is an atomic-scale
analog of Gabor’s holographic scheme: photoexcited atoms produce outgoing
photoelectron or fluorescent-x-ray wavefronts, which then reach a far field
detector either directly, or after scattering by neighboring atoms surrounding the
emitter (5). With a sub-Angstrém source size and wavelength, scattered
wavefront amplitudes and phases from atoms surrounding the emitter can thus be
referenced to the directly emitted wavefront, as shown for the case of fluorescence
in Fig. 2(a). It was also pointed out a litle later by Barton (4a,4b) and
subsequently by Tong ef al. (4c) that, by measuring diffraction patterns at different
wavenumbers, three-dimensional spatial information could be completely encoded
into a three-dimensional k-space volume of diffraction intensities x(k), from
which atomic images free of twin-image effects and other aberrations should be
directly obtainable,

Two other approaches for obtaining structural information at the atomic scale
should also be mentioned, as illustrated in Fig. 3. First, atomic order and electron
density maps can be determined by so-called direct methods from the kinematical
(single-scattering) diffraction technique, which exploits the translational symmetry
(Bragg planes) of & crystal (6) (Fig. 3(a)). The second is the use of multiple,
dynamical  scattering from single crystals to solve the phase
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FIGURE 1. (a)-(b) An idezalized numerical demonstralion of the creatlon and inversion of
single-wavenumber optical Gabor In-line holograms. (a) A polnt source of coherent
radiation at the origin illuminales a transparenl : 1ask with point scatterers crealing the
letter "F" at r, as well a5 an image plate. This image plate Is then exposed by a direct
wavelron!, as well as by the wavefron!s scattered by the mask, which produces a
holographlc Interference pattern. (b) The developed Image plate Is later fre-illuminated
by a reference wavefront. The wavefronis diffracted by the Image plate produce a
vinual (real} image of the mask ai r, and a vinual conjugale twin image at the invaersa
position -r. (c)-{d) An analogous demonstration of the creation and Inversion of oplical
muliiple-wavenumber holograms. (c) A mulliple-wavenumber normafized x(k) hologram
data set {of which ona wavenumber is shown) Is calculated from the object field u(r} by
means of &n r-spaca convolution, using a kernel K{kr) that describes the emisslon and
scattering physlcs involved (here, oplical scattering In the far field regime). (d) The
object field ulr) Is recovered as an Image intensity U{r) by a k-space deconvolution of
+(K}), using a kemel x(k,r) that Is sufficlently orthogonatl to K(k,r). Note that the
conjugate twin image U = ¢} has been suppressed, due (0 the volume of k-space
enclosed in the multiple-wavenumber (k) considered here,
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FIGURE 2. Atomic-scale analogs of Gabor holography. () The first scheme supgested
by Szdke (5}, In which an excitation x-ray first creales an Inner-shel hole In cne of many
equivalent fluorescing atoms, and this atom then emils fluorescent x-ray {or electron)
wavefronts that llluminale neighboring atoms, as well as a far fleld deteclor. This
detector senses the Interference between the direct wavefront and wavefronls scattered
by the neighboring atoms. Moving the detector over a large solid-angls range bulids up
8 holographic interference paltem. (b) The time-reversed case of (a) as suggested by
Gog et al. (15), where 8 coherent far field exciation x-ray llluminates and photoexcites
an emitter, and atso ftuminates and is scattered from atoms neighboring the emitter,
The emitting atemn senses the interferance between the direct wavefront and wavefronts
elastically scaltered by the neighboring atoms, The net photoexcitation is then detected
by a stationary, large solid-angte detector. Moving the far field source over 2 large solid-
angie range builds up a holographic Interference pattem. In both (8) and {b), atomic
Images can be reconstrucied numericalty.

problem of crystallography (7-9), either via Kossel lines (Fig. 3(b)) (10) or
standing-wave methods (Fig. 3(c)) (11). The holographic approach is different
from these two methods in that it uses the interference pattern which results from
the direct unscattered wavefront emitted by a source atom, and the wavefronts
which have been singly scattered from neighboring atoms. This does not require

translational order (only rotational alignment) between the atomic neighborhoods
to be imaged.
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FIGURE 3. Diffraction probes of atomic struciure related to atomic halogra a
Conventional x-ray crystallography, where x-rays are diffracled by Bragog p?:x‘es (o)f
atoms_. Diffraction phases are determined by the simultaneous analysis of many Bragg
intensilies and other methods. (b) Kossel paitems (or Kikuchl bands, for the cass of
eleclrons). Fluorescent x-rays (or electrons) from a photoexciled emitier are diffracted
by Brapg planes of atoms. Diflraction phases are thus here directly referenced to the
un:lcattarad portion of the flucrescance. (c) X-ray standing waves, This is the oplical
:; pr::cal of (b), where a coherent plane wave llluminates a flucresclng atom either

recily, or after belng scattered by Bragg planes of aloms. The Interference bstween
these wavefronts detennines the amounl of fiucrescence by the emiiter. Note that in slt

these above cases, the siructure 10 bs determined must have long-r:
in contrast to the methods lllustrated in Fig. 2. ora-fange alomic order,

Basic Principles of Atomic Holography

The process by which three-dimensional atomic image intensities are
numerically reconstructed is to first measure the intensity 7k} from a localized
source over some range of directions k = k/k and perhaps also some range of
wavenumbers k. Normalized holographic intensities x(k) are then derived from
cither [I(K)-7,0k))/ JT,(K) or [7(k)-I,(K))/ (k) where I(k) is the raw
measured intensity, and (k) is the intensity that would be measured in the
absence of atomic scattering; that is, J,(k) is the unperturbed intensity of the
reference wave. The overall imaging process can be understood by first
considering the hologram to be a convolution of the r-space object field u(r):

x(k) = [{f dr kG Ou(r) +{[f dr- K ke’ (), (1

where the convolution kernet K(kr) somehow describes the physics of the
emission and atomic scattering of the photoexcited wavefronts, and R denotes the
volume in real space over which the object exists. This produces a three-
dimensional (k) volume in k-space, so as 1o completely encode three-
dimensional spatial information of the object field w(r), The reconstruction
algorithm is then most simply a k-space. deconvolution of x(k) to obtain a real-

space U(r'} image intensity:
Uy = JIf >k’ G r (), @

where the reconstruction kernel x(k,r') has been chosen to be orthogonal to the
scattering kernel K(k,r), as integrated over a sufficiently large k-space volume,
that is, so that:

Jif e x" (e K ) < 8 -0,

[If a0 )K"k, p) 0 ®)

If such a x(k,r') can be found, then the object field u(r} can thus be recovered as
the image intensity U(r*} from Eqs. (1)-(3):
Uy = | de’r-[u(r)I ] Ld’k~u'(k,|’ WKk, 1) +u’ (r)HJ'xd’k- K (kP )K" (k1)

= {[fa>rutrpts -2y .

= 1{r). ‘ {4)



So once the emission and scattering process that creates x (k) can be sufficiently
modeled by a X(k,r) convolution kernel, then a deconvolution kemel x(k,r') can
in principle be formulated so as to directly reconstruct atomic images using Eq.

(2).

Atomic Holography Reconstruction

The basic algorithms used in reconstructing atomic holographic images can be
understood in the context of a single scattering (or kinematical) model of the
scattering process. We consider ¢™ / kr 1o represent the photoexcited electron or
x-ray spherical wavefront that illuminates the (point-like) scattering atoms
surrounding the emitter (with the emitted wave assumed to be isotropic for
simplicity), f(©!) to be the complex plane-wave atomic scaitering factor
(= | £ (OF ) |expliy (©F)]), where ©F is the scattering angle, and k- r is the phase of
the scattered portion of this wavefront as it reaches the far field detector (Fig. 4).
Thus the total geometrical path-length phase difference between the reference and
scattered wavefronts is (k-r - k7). The convolution kemel for this scattering
process can then be expressed ag: .

K(k,ry= 2882 f)aﬂ*—'ﬂ. ®)

This cheice for K(k,r) does not include any allowance for anisotropy in magnitude
or phase of the outgoing reference wave, which for the simple example of s-level
photoemission, takes the form of an additional factor of e-k, where ¢ is the
polarization vector of the radiation {12). Thus, in photoemission, reference wave
anisotropy is almost always present. However, for the case of Ko x-ray
fluorescence to be considered below, the outgoing reference wave should be
isotropic and randomly polarized, and thus be well described by Eq. (5).

Another advantage of x-rays lies in the nature of f(®"). Figure 5 shows the
magnitudes and phases of Ni atomic scattering factors for both x-rays and
electrons with wavelength A = 079X (or wavenumber £ = 8.0A"). Note that the
x-ray scattering factors (Fig. 5(a)) are much weaker {by ~1/2000) and more neasly
constant in magnitude than those for electrons (Fig. 5(b)), and that the scattering
phase shifts for x-rays are also much smaller (by ~1/100) and more nearly constant
than those for electrons. Thus, for x-rays |f(@)| = constant =, and
Y(OF) =y, =0, such that the simplest possible optical scattering kernel results:

K (kr) «« ™" The reconstruction kernel that is most simply orthogonal to
this optical scattering kernel is thus x (k,r') m &*"¥7 ag first suggested by
Barton and Terminello (4b). Thus for the scattering of fluorescent x-rays, the

FIGURE 4. Scatlering geometry ba-
tween a pholoemitier and a nelghbor-
Ing scattering atom. The pholoamit-
ter Is placed al the orfigin, while the
scalleser Is located at the refative po-
sition r. The far field deteclor lies in
the direction k. The porlion of the di-
rect wavefron! that Is scattered by the
nelghboring atom into the detector al
f depends on ihe scattering angle ©F
between r &nd k accerding to the
complex phase factor f(OF).

(a) Nixrayif@) = fo Ni x-ray w(@) = wo
k=B8.0A1 (E=1579keV)

[
& N L/
10° ﬁ}“‘“"%
180° | g 180° ¢
.05 -0.15om
{x 2000)
(D) Nielechenise) = £
k= 8.0A" \E = 2d44eV)
10

1807 | o .

% :}I\O 180

FIGURE 6. Ni scattering factor magnitudes (|7(G})) and phases (w(G)), ss a
funcilon of scattering angle ©} for () k = 8.0 A" (£ = 15.70keV) x-rays. () k = 8.0 A”

(E = 244eV) slectrons. E):‘ = 0" is the forward scallering direction, O = {80° is the
backscattering direction. ’

reconstruction algorithm of Eq. (2) becomes to & good approximation:
U) = [ff ke, ()

This §imple optical reconstruction algorithm has been used recently to obtain direct
atomic images from experimental single-wavenumber (13,14) and multiple-



wavenumber (15,16} x-ray holographic data sets, as discussed further below,
For example, Fig. 1(c) schematically shows the optical holographic x(k)
intensities that were numerically calculated from the transparent "F" mask using

Eqgs. (1) and (5), over a range of different directions (k) and wavenumbers (k).
Figure 1(d) shows the numerically reconstructed real and twin images obtained
from the volume x(k) of Fig. 1{c). Due 1o the three-dimensional spatial
information that was encoded in the k-space volume encompassed by %(k), the
reconstruction algorithm of Eq. (6) suppresses the spurious twin image, while
increasing the fidelity of the desired real image (cf Fig. 1(b)).

The optical reconstruction algorithm of Eq. (6) was in fact first used to
reconstruct data from electron holographic data sets, e.g. from photoelectron
diffraction (17-21). However, because of the generally anisotropic nature of the
photoemitted source wave, and the strong, non-optical and often multiple nature of
electron scattering, the single-scattering optical convolution kernel K, (k,r')ec
€471 does not accurately describe the pracess by which electron holograms are
produced, and consequently the optical reconstruction kernel x,(k,r') = ™7
wilt not in general satisfy the orthogonality condition (Eq. (3)) for electrons. Thus
Eq. (6), when applied to electron holograms, often results in images which suffer
from aberrations and position shifis (22-24). Nonetheless, useful atomic structure
information has been derived from electron holography, with various modifications
to the basic optical reconstruction kemel x,(k,¢'), and to the definition of the
reconstruction integral (Eq. (2)) itself being proposed (25-29), and comparative
reviews of different methods appearing elsewhere (30,31).

In summary, the atomic scattering of x-rays is much more nearly ideal than that
of electrons, and this suggests that a simple optical reconstruction kernel as in Eq.
(6) can be straighiforwardly used to directly obtain atomic images from
holographic x-ray intensities. However, more sophisticated reconstruction kernels
and deconvolution integrals will probably be necessary to account for the non-ideal
nature of the propagation and scattering of electrons, in order to successfully

obtain the most accurate atomic images from holographic electron intensities, as
discussed elsewhere (25-31).

ATOMIC ELECTRON HOLOGRAPHY

In this section, we discuss the results of applying the imaging algorithm of Eq.
(6) 10 cxperimental and theoretical photoelectron diffraction results for W 4f
emission from the surface atoms of clean W(1 10), with the experimental data being
obtained by Denlinger, Rotenberg, and co-workers at Beamline 7.0 of the
Advanced Light Source at the Lawrence Berkeley National Laboratory (31). The
4/ photoelectron peak (which contains d and g components due to the dipole
stlection rule) can be resolved into bulk and surface core-level-shifted

components, of which atomic images reconstructed from only surface
photoemission wilt be considered here. Photoelectron spectra were measured for
kinetic energies of £ = 41eV to 197eV (wavenumbers & = 33A" to 7.247), and
coliected over a polar takeoff angle range of 14° <6 < 90° = normal emission.
These data points were measured at wavenumber intervals corresponding to 8k =
0.1A", and angular intervals of (50,8¢) = (3°,3°cosB) corresponding roughly to
equal solid angle elements, making a total of 12,280 unique measurements in a
symmetry-reduced 1/4th of the total solid-angle above the sample. For each
different wavenumber and direction, the W 4/ peak was resolved into bulk and
surface emission components by integrating the areas under the lower and higher
flanks of the bulk and surface W 4f peaks, respectively, as shown in Fig. 6(a}).
Figures 6(b)-(c) show the bulk and surface J(k) data seis in k-space, respectively,
as viewed down along [T 10]. Data points in the lower right quadrant have been
cut away to reveal the intensities J(k) for the minimum & = 3.3A"; the other
quadrants show the inteasities J(k) for the maximum & = 7.2A"'. The dark bands at
the perimeter indicate the locations in k-space on these iso-wavenumber surfaces
where data was not collected. Due to the strong atomic scattering of electrons,
the anisotropy of the raw J(k) data, which we measure as
AT w(l =1, )11, is found to be = 30%, and is easily discernible with this
gray scale.

In order to determine the normalized (k) from the raw (k) intensities of
Figs. 6(b)-(c), I,(k) was determined by fitting a low order polynomial in
wavenumber k and polar angle 6 to (k):

I (k) = ay, +Z’:ia“k" cog(2n-1)8), an

where the coefficients a_, are determined by a least-squares fit to J(k). This is in
contrast to previous more approximate methods for determining (k) where
simple linear, low-order polynomial, or spline fits were separately made for each
set of different wavenumbers along a given direction: [, (k), or each set of
differert directions at a given wavenumber: I (k). Such separate normalizations

within each scanned-wavenumber or scanned-angle set of data points in J(k) arose
from the historical development of electron holography, in which data tended to be
collected with k-space resolution that was either fine-in-direction/coarse-in-
wavenumber or coarse-in-direction/fine-in-wavenumber (30,31). There has in fact
been a recent proposal to consider these k-space sampling choices as distinct
atomic structure probes (17(e)), but these choices simply represent extremes of a
continuous range of k-space sampling, of which the optimal choice has been
shown to be in the intermediate range of roughly equally resolved direction and

wavenumber data steps (30). Thus, this distinction (17(e)) is anificial, and not"
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FIGURE €. (a) Example W 41, photoelectron spectrum from clean W(110), with the
butk and surface emilier contributions used 1o generate the Xk) Inlensity data poinis lof
(t)-(c) shaded In. (b}-(c) Schematic k-space represeniations of the raw k) inlensily
data sets for bulk and surface W 4f,, emission, respectively. (d)-(e). Normalized bulk
and surface emission (k) data sets, respectively, corrected for the unscattered intensity
I, (as derived from Eq. {11)) and an Inner polential of V = 14V,

consistent with the optimal use of the hclographic methodology. As a
consequence, the normalization of J{k) intensities should ideatly be made via the
determination of a genera! wavenumber and direction dependent I (k)
background, as done here, rather than determined separately for each wavenumber
or direction in the J(k) data set.

Figures 6(d)-(¢) show the normalized bulk and surface x(k} functions obtained
from the raw J{k) intensities of Figs. T(b)-(c), using the wavenumber and angle fit
I{k) of Eq. (11), and aRer correcting for an inner potential of I, = 14V (32) 10
yield electron wavenumbers and directions beneath the surface of the sample.
These data points were then remapped to a 8k = 0.1A", and (59,5¢) = (5°,5°)
grid over the range k = 3.85A" to 7.45A" (E = 56V to 211eV), and 40° <6 3
90° range, for a final total of 6,697 unique intensities in the symretry-reduced
1/4th of the solid angle above the sample,

- For comparison, single-scattering and mulliple-scattering medels were used to
calculate the surface emission J(k) from a theoretical W(110) cluster (33). These
theoretical photoemission intensities were then also normalized using Eq. (11).

Figure 7 shows the reconstructed images in the vertical (112) plane obtained
from applying the optical reconstruction kernel of Eq. (6) to: (2) the experimental
surface emission %(k) of Fig. 6(e); (b) the theoretical single-scattering ¥ (k); and
(c) the theoretical multiple-scattering y(k). The expected atomic image resolution
for this wavenumber and angular range of x(k) in the horizontal [T 11] direction is
given by 8x = =/ Ak, = /(2K sin(B_, —6_.)) =0.3A, and in the vertical [110]
direction is given by 6z = n/ Ak, m n/(k,, —k_ cos(8 ., ~8,.)) = 0.6A (34), and
these numbers are comparable to the actual atomic image resolutions in Fig. 7. As
noted above, Eq. (6) makes no special effort to suppress aberrations due 1o the
non-optical naturc of the electron scattering process. In all of these images, the
T70 backscattering atom and the ;74 and 117 side scattering atoms are well-
resolved, with experiment and the more accurate multiple-scattering theory
showing the sharpest features for the backscattering atoms. in the experimental
imege of Fig. 7(a), the ;13 and ;1 atoms are shifted in toward the emitter (by =
0.7A), and downward from the z=0A surface (by = 0.2A), this is probably
primarily due to anisotropies in the photoemitted source wave and the atomic
scattering factor for such side-scattering directions.  As expected, the
backscattering 110 stom is better resolved due to the more ideal nature of
electron backscattering (¢f Fig. 5), with no significant position shift. The
experimental backscattering image i3 also less intense (=50%%) than the side
scattering atomic images; and image intensities above and below z = -3 5A have
been scaled accordingly. This difference in relative image intensity is qualitatively
expected due to the longer inelastic attenuation path of the wavefront that
illuminates, and is subsequently scattered by, the backscattering atom, as compared
to the wavefront paths that involve the side scattering atoms. Despite these
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FIGURE 7. (a) W(110) stomlc Images oblained in the verical (112) plane from
experimental and theorelical W 4/, surface emission x(k) data sets, via (Eq. (8)). The
surface emiiter sila s Indicated by the dashed square, and the pasitions of the scatierers
(assuming no surface relaxalion) are indicated by circles. The nearest and next-nearest
scattering positions hava been labeled. Axes are marked ol In 1A unils. Image
Intensitles for z < -3.5A have been rescaled, wilh the scale facters Indicated on the
figures. (a) Images reconsiructed from the experimental (k) data set of Fig. 8(e). (b}
Images reconstrucled from a theoretical single scattering «(k) dala sel. (c¢). Images
reconstrucied from a theoretical mulliple scatiering y(k) data set.

position shifis and aberrations, this atomic image overall gives good ab initio
estimates of the positions of the atoms surrounding the surface W(110) emitter,
which could then be refined e.g., using R-factor comparisons of experiment with
model diffraction calculations for various structures.

The single and multiple scattering images of Figs. 7(b)-{c} are similar to

experiment in that the 111 and } 3¢ side scatterers exhibit side lobes which are

shifted in towards the emitter, and downward from the susface. However, the side
scattering atomic images of Figs. 7(b)~(c) differ from those of Fig. 7(a) in that the
theoretical image peaks are split. This splitting may be due to a mumber of
reasons, among them the differences between the theoretical and actual
wavenumber-dependent photoexcitation cross-sections, photoemitied source wave
angular distributions, and atomic scattering factors. Still, these single- and
multiple-scattering models produce other image features that rather closely match
the experimental image of Fig. 7(a), even including the faint aberrations seen at
(x,2) = (24A,0A). The most marked difference between the experimental image
of Fig. 7(a) ai:ci the single-scattering image of Fig. 7(b) is the triply-split
backscattering 1 10 atom in the latter, which is also very much weaker in intensity
(~ 1%) relative to the 35} and 347 image peaks. This is mainly due to the
oversimplification of the single-scattering model, as seen by comparing Figs. 7(b)

and {c). Note that in the multiple-scattering image of Fig. 7(c), the backscattering

TT0 peak intensity relative to the side scattering 11+ and 54 image peaks (=

33%)} is more nearly that of Fig. 7(a) (= 50%). This dramatic difference between
single and muitiple scattering can aris¢ because each of the atoms in the multipte-
scattering mode! becomes a secondary emitter, which can then illuminate the atoms

surrounding them, especially the atom Jocated at the T 10 relative position. In this
way more scattering events contribute to the backscattering signal in the resulting
holographic x(k) intensitics, and as such the reconstructed 110 atomic intensity
is much stronger for the image reconstructed from the multiple-scattering medei
than that from the single-scattering model. Thus, the closer match between Fig.
7(c) and the experimental image of Fig. 7(a) graphically illustrates that multiple-
scattering more accurately describes the nature of the creation of the experimental
holographic photoelectron intensities /{k).

Atomic electron holography has been extensively tested on both bulk and
surface structures, with some notable successes to date being the determination of
structures of adsorbate overlayers (17¢c,19a,20a,27b-c,) and reconstructed surface
structures (17e,19b). This technique is most useful in that initial atomic position
estimates can be determined, which can then be refined using a more standard
comparison of experiment and theory. Funher improvements of image quality in
atomic electron holography will lie primarily in the refinement of reconstruction
kermnels and algorithms that more accurately account for the non-ideal atomic
scattering and propagation of electron wavefionts, as well as the wavenumber
dependences and anisotropies in the source wave. Other holographic experiments
that await implementation in the near future are the monitoring of temperature and
coverage dependent structural phase changes; and spin-polarized photoelectron
holography (SPPH) (35), where spin-specific photoemission (or detection) could
be exploited to yield images of local atomic spin order.

ATOMIC X-RAY HOLOGRAPHY

In this section we review two experimental techniques for acquiring
holographic x-ray data, and show the results of imaging experimental and
theoretical x-ray holographic data sets involving both single and multiple
wavenumbers,

The first atomic x-ray holographic images were recently obtained using what
can be termed x-ray fluorescence holography (XFH), ss shown in Fig. 2(a). In
this work, Tegze and Faigel (13) measured the hologram by monitoring the single-
wavenumber Sr Ko emission (£ = 7.145A", E = 14.10keV) from a single crystal
of SrTiQ,. 2,402 intensities were measured over a full cone of §0° half angle
above the surface. The final hologram was found to have anisotropies in intensity



of Al /1, =~ 0.3%. These much smaller effects mean that more demanding detector
counting statistics are required in x-ray holographic measurements than with
comparable atomic electron holography measurements. The reconstruction of this
- hologram via the opticat kernel algorithm of Eq. (6) yields images of the Sr atoms
only, as the much weaker scattering strength of the Ti and O atoms renders their
images invisible compared to those of the Sr atoms. Figure 8(a) shows the
experimental image reconstructed in the (010) plane (36), and it is compared in
Fig. 8(b) to an image reconstructed from a theoretical (k) for Sr Ko emission
from a simple-cubic St cluster of 27 atoms (14). The expected atomic image
tesolutions at this hologram wavenumber and angular range are &x ~ 0.34 in the
horizontal [100] direction, and 6z = 0.9A in the vertical {001] direction (34), and
are roughly comparable to the atomic images of Figs. 8(a)-(b).

Reconstructing three-dimensional atomic images from a single-wavenumber
hologram yields twin images. In any structure with inversion symmetry, these
twins can overlap with real atomic images so as to confuse structural interpretation
(37,38). In addition, the real and twin atomic images for a particular wavenumber
and system can overlap completely out of phase, leading to an artificial suppression
of atomic image intensities (37,38). It is thus advantageous to reconstruct direct
atomic images from multiple-wavenumber y(k) data sets so as to avoid such real-
twin image overlaps (42,4b,38). However, such XFH holograms cannot be
measured at arbitrary wavenumbers, with the latter being limited by the intensity
and number of fluorescence lines of the photoemitting species (38,39).

- Another method for obtaining x-ray holographic information at conveniently
chosen multiple wavenumbers has also very recently been demonstrated for the
first time by Gog ef al. (15,16), and its basic principle is illustrated in Fig. 2(b).
This method has been termed multiple energy x-ray holography (MEXH). MEXH
is the time-reversed version of the conventional geometry of XFH (Fig. 2(a)), in
that the wave motions are reversed, and the emitter and detector positions are
interchanged (Fig. 2(b)) (15,16,39,40). The exciting external x-ray beam now
produces the reference and object waves, and the fluorescent atom acts only to
detect the interference between the direct and scattered wavefronts in the near
field. The emitted x-rays are now collected by 2 distant detector with a large
acceptance solid angle, in principle yielding much higher effective counting rates.
The far field source wave can be set to any wavenumber (energy) above the
fluorescence edge of the emilting species. thus permitting holograms at multiple
wavenumbers and vielding in principle atomic images with no real-twin image
overlaps (15,16,39). Specifically, multiple-wavenumber x-ray holograms have
been measured to date for hematite (o — Fe,0,(001)} (15,40), and for Ge(001)
(16).

We show the results of applying the opticel kemel algorithm of Eq. (6) to
experimental and theoretical MEXH data for o —Fe,0,(001} as measured by
Gog and co-workers on Beamline X-14A of the National Synchrotron Light

FIGURE 3, X-ray fluorescence holography atomic images of SITIO, in the vertical (010)

plane, cbtalned from (e) experimeantal (13) and (b} theoretical {14) Sr Ka (k) data sets,
via Eq. (8). The Sr emilter slle I8 indicated by the dashed square, and nearest-neighbor
agd nfxt-naaresl-nelghbor Sr scatterers ure Indicaled by circles, Axes are marked off in
1A units.

Source at Brookhaven National Laboratory {15,40). Fe Ka fluorescence was
excited by horizontally polarized radiation in the range k = 4.561A" to 5.220A" (£
= 9.00keV to 10.30keV) that was incident on the a — Fe,0,{00}) sample surface
over a polar angle range of 60° < & < 90° = surface normal. These data points
were mezsured at three wavenumbers with intervals of 8k = 0,329A" (3E =
650¢V}, and at angular intervals of (50,5¢) = (5°,5°), making a total of 435
unique measurements in a symmetry-reduced 1/3rd of the total sofid-angle above
the sample. Figure 9(a} illustrates the orientation of the sample with respect to the
horizontal (£,) polarization vector, with the vertical (€,) polarization vector shown
also to permit discussing other possible experimental geometries. Figure 9(b)
shows the raw measured /(k) data set in k-space, as viewed down along [00T], in
the same format as Figs. 6{b)-(d). Data points in the fourth quadrant have been
cut away to reveal the k = 4 561 A" J(k) intensities, while the other guadrants show
the k = 5.220A" J(k) intensities. Note that the much weaker atomic scattering of
x-1ays renders the anisotropy of the raw I{k) data (AJ/f, ~ 0.5%) barely
discernible with this linear gray scale.

Due to the limited wavenumber range of this (k) data set, a separate I,(k)
was determined for each of the three different wavenumber holograms via & low-
pass filter (34), thereby including in [ (k) the reference wave, as well as
corrections for the effects of x-ray absorption during both excitation and emission,

Figure 9(c) shows the normalized %(%) obtained by this method from the raw /(k)
intensities of Fig. 9(b).

For comparison to the experimental results, a single-scattering model (38,41)
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FIGURE 9. {a) pﬁantation of the.sample (where i Is the sudace nofmal) with respect {o
the horizontal (€,) and vertical (¢&,) polarization veciors of tha Incident radialion k. [(+}]

Schemallc k-space reprasentation of the raw measured &k} Intensity data sel for Fe Ko
fluorescence from a-Fe,0,(001} excited by horizontally polarized radiation. (c) The
nermallzed x(k) data sel. The formal Is the same as Figs. &(b)-(d).

was used to calculate a theoretical %(k) from an ideal o —Fe,0,(001) cluster
containing' 384 Fe atoms with two inequivalent Fe emitter sites as appropriate to
the heu:name lattice. The O atoms were not included due to their much smaller
scattering power (15). The incic!cnt radiation in this model calculation is polarized
horizontally with respect to the & and § rotation axes of the cluster (¢f. Fig. 5(a)),
as was the case in the measurement of the experimental I{i) data set discussed
apove. Because the incident radiation is polarized, the x-ray scattering factor in
Fig. 5(z) must be_ further multiplied by the Thomson scattering factor, which has
.lhe form sin” ©}', where @} is the angle between the polarization vector of the
incident rﬁdiation &, and the direction K’ of the scattered radiation. Thus, there will
be nodgs in the incoming scattered object waves along the polarizatim; direction

and cnutter atoms near this direction will not be swrongly influenced by x-n;r
scattering. For the present case, the use of horizontal polarization is therefore &

1120] (A ——

0 8
[100] (A)——po-

FIGURE 10. Mulliple energy x-ray holography (MEXH) atomic Images of a-Fe,0,(001)
in the horizental (002) plane situated 8.89A below each of the two types of Fe emillers,
oblainad from (a) experimental and (b) theorelical Fe Ko x(k} data sets, via Eq. (6). Fe
scatlerers in 1he bi-layer just above or below this plane are indicated by dashed circles,
and Fe scatterers in relalive positions common 1o both inequivalent Fe emitlers are
indicated by bold circles, Axes are marked off in 1A unils.

disadvantage in the imaging of horizontal planar structures such as those in
o — Fe,0,(001), which is comprised of closely stacked horizontal Fe bi-layers
with (001) orientation. The effect of such horizontally polarized incident radiation
{via the. Thomson cross section) is thus to strongly suppress atomic images in the
basal (001) plane of the emitter, but to much less suppress images in horizontal
planes farther above and below the emitter plane (40).

Figures 10{a) and (b) show the reconstructed atomic images in the (00Z) plane
situated at z = -6.89A below the emitter and obtained by applying Eq. {6) 10 the
experimental and single-scattering theoretical y(k) data sets, respectively. The
expected image resolutions in the horizontal ((100] and {120]) directions are
8¢ =5y = 0.6A (34). The experimental and theoretical images are very simtilar in
that three of the Fe atoms from the neighboring upper bi-layer intrude into the
(00Z) image plane. This intrusion is due to the Gimited wavenumber and angular
range of the y{(k) data points in k-space {as compared to the larger wavenumber
and angular range for the electron y(k)'s in the previcus section), which results in
atomic images much less resolved in the vertical [001] direction: 8z = 2.5A (34).
Still, since these images are reconstructed from a multiple-wavenumber (k) data
set, they should be freer of real-twin image overlaps (4,15,16,38-40).

As a future prospect, using unpolarized incident radiation in MEXH, or
perhaps rotating the entire sample-detector complex by 90° so as to measure
holograms with both horizontal polarization and vertical polarization (with the
polarization vector in the plane formed by the azimuthal rotation axis (the normal
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of the sample surface) and the x-ray incidence direction, would allow atomic
images to be reconstructed for atoms in all horizonte! and vertical planes.

In fact, however, there also exist some classes of structures where it would be
sufficient to utilize horizontally polarized incident radiation, and for which verticat
structural information is more important than horizontal planar structure, These
include some surface structure problems and buried epitaxial atomic layers. We
specifically illustrate what might be learned for & buried atomic layer by
considering theoretically a single Ge "5-layer® buried in $i(001) (40). The Ge
atoms in the 8-layer are assumned to lic in horizontal epitaxial sites with respect to
the surrounding Si{001), such that structural information in the horizontal plane of
a Ge emitter is relatively unimportant compared to the possibly strained vertical
distances between the Ge §-layer atoms and the Si neighbors above and below
them (42). Thus using horizontally polarized incident radiation to record a MEXH
Ge Ka (k) data set for this system may prove to be sufficient, and perhaps even
advantageous.

As an example, Figs. 11(a)-(¢) show the Thomson scattering factors for
unpolarized, horizontally polarized, and vertically polarized incident radiation,
respectively. Figs. 11{d)-(f) show the reconstructed atomic images in the vertical
(170) plane cbtained from applying Eq. (6) to a theoretical single-scattering % (k)
data set calculated for these polarization modes (unpolarized, horizontally
polarized, and vertically polarized) for an ides! Ge 3-layer buried in a Si(001)
cluster with no vertical strain. These MEXH y(k) intensities were calculated at 7
wavenumbers {energies) for radiation of k = 6 081A™ 10 9.122A™ (E = 12.00keV
to 18.00keV) that was incident over a polar takeoff angle range of 10° < 0 < 90°,
and with wavenumber (energy) steps of 5k = 0.5074" (BE = 1.00keV) and angle
steps of (68,54) = (5°,5°), vielding a total of 1,897 unique data points in the
symmetry-reduced 1/4th of the total solid-angle above the cluster. The higher
wavenumber and larger wavenumber and angular ranges of these MEXH x(k)
data sets ensure better resolved atomic images (85x = §y = 0.2A ; 52 = 0.4A) than
those of Fig. 10 (34). The Ge 8-layer atoms are well-defined in the image obtained
with unpolarized radiation (Fig. 11(d}}, and the Si atoms in the layer directly above
the Ge 3-layer are fairly well resolved, but the Si atoms in the top center of the
image along the [001] direction are poorly resolved, being farther away from the

emitter. In contrast, in the image obtained with horizontally potarized radiation

(Fig. 11(e)), the Si atoms above and below the Ge 5-layer, including those at top
center and bottom center of the image along the {001] direction, are clearly imaged
compared 1o those in the basal plane of the Ge §-layer. Thus, it appears that the
strained vertical interlayer distances could be determined in an MEXH experiment
on this system using horizontally polarized incident radiation. Figure 11(f) shows
the image obtained with vertically polarized incident radiation, where in contrast to
Fig. 11(e), the Ge &-layer atoms are strongly evident, compared to the suppressed
images of the Si atoms above and below. Should both vertical and horizontal

! Hoti _ v -~
(a} Thomson scatt. {c) Thomson scatt. {e) Thomson scatt.
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FIGURE 11. (a)-(c) Thomsan scatlering faclors for unpolarized, horlzontally polarized,
and vedical polerized Incident radiation, respectively. (d)-(h Multiple energy X-ray
holegraphy Imgges of a single Ge layer embedded In Si(C01) (SHCOT)/Ge-5/Si{001)) in
the vertical (110) plane obtained from theoretical Ge Ko (k) data sels via Eq, (8}, for
unpolarized, horizontally poladized, and wvertically polarized incldent radiation,
respectively. The Ge emitler sile is indicated by the dashed square, and the Ge 5-layer
scatierers are indicated by sofid squares. The SI atoms direclly above and below the Ge
B-layer are indicated by clrcles. Axes are marked off in 1A units,

structural information be desired for a given system with only linearly polarized
incident radiation for excitation, then x(k) intensities measured using horizontally
and vertically polarized radiation separately could simply be added to determine
the MEXH y(k) intensities for most of the solid angle above the sample that one
would measure using unpolarized incident radiation (40). The use of circularly
polarized incident radiation should also be advantageous in this respect (40). In
order to determine the vertical strain in this system (an effect of a few percent),
increased spatial resolution of atomic images could be obtained by measuring
holographic x(k) intensities at higher wavenumbers (34).

Thus atomic x-ray holography holds much promise for the imaging of local
atomic structure surrounding a specific emitter species of interest, The more ideal
atomic scattering nature of x-rays produces reconstructed images that are
relatively free of the aberrations, artifacts, and position shifts that are usually found
in comparable electron atomic holographic images. XFH and MEXH also share
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the advantage of being element specific; thus the Jocal structure around each
atomic type in a sample can be determined. In addition, neither XFH or MEXH
requires a sample with long range crystalline order; it need only be minimally
ordered to within the potential imaging volume surrounding the emitter site that
can be resolved with the k-space resolution of a given (k) data set (30,38). In
contrast to the bulk structures considered in the initial implementation of this
technique, atomic x-ray holography would be advantageously used to image
structures with only shori-range order which cannot be determined using
conventional x-ray diffraction probes, such as surface and buried stomic layers,
strained atomic lattice positions surrounding dopant sites (Fig. 12(a)); es well us
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FIGURE 12. Schematic representation of two types of short-range-order atomic

structures that could be fruilfully studied using atomic x-ray holography, together with

their expected reconstructed images. (a) Sirained lallica atoms surrounding dopant

siles. (b} Rotationally aligned macromolecules with poor long-range transiational
symmetry.

fluorescing species

the structure of macromolecules which do not exhibit perfect translational
symmetry in crystal form (Fig. 12(b)). But one can also imagine using x-ray
holography as a adjunct to conventional x-ray diffraction, with good estimates of
local structures and phase rtelationships being derived to assist the diffraction
analysis. Exploitation of linear and circularly polarized incident radiation in
MEXH may also be utilized to emphasize horizontal and/or vertical structures of
nterest,

CONCLUDING REMARKS

In conclusion, holographic atomic imaging with localized single-atom sources
of electrons or x-rays promises to become an important structural probe that will
complement, or in some respects even surpass, conventional diffraction methods or
other atomic structure probes. These holographic methods should be applicable to
a wide variety of systems of practical and fundamental interest. X-ray holography
of either the single-wavenumber fuorescence type or the multiple-wavenumber
(inverse) type promises to yield more accurate images due to the more ideal
scattering of x-rays, although the much weaker diffraction effects observed with
x-rays also present challenges in measurement. However, with brighter sources of
x-rays at next-generation synchrotron radiation facilities, and the development of
faster detectors, these experimental problems should be surmountable. Thus,
although much experimental and theoretical work lies ahead if we are to develop
both the electron and x-ray techniques to their fullest potential, the final fulfillment
of Gabor's dream for atomic-resolution holography seems well worth the effort,
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1. Introduction

Starting from a suggestion of Szoke [L] and Barton [2], a new surface structure determination
approach, called either photoelectron or Auger electron holography depending on the
process under consideration, to get three-dimensional images of the close vicinity of a given
near-surface atom emitter, has recently been developed. The idea goes back to Gabor's
discovery of holography [3). He realized that, by recording on 2 photographic plate the
intecference pattern (hologram) of a known reference wave with an unknown object wave
and then illuminating with an appropriate decoding wave the so oblained hologram, one
can obtain the image of the object.

In the case of a photoelectron or of an Auger clectron, the reference wave is assumed
to be the direct wave emitted by the excited atom a. The object wave is then the superposition
of the waves emitted coherently by the atoms surrounding a as a consequence of the process
of single double ... multiple scattering experienced by the emitted electron. By taking the
detector to be a spherical photographic film, the decoding wave referred to above is then
chosen to be the spherical wave, converging on the film, obtained from the asymptotic
relerence wave via the operation of time reversal [1, 2). This wave is transmitted through

'} POB 586, Strada Costicra |1, [-34100 Trieste, haly.
%) Supported in part by the Istitute Nazionale Fisica Nucleare,
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the film and in this process it collects the information contained in the hologram. The
images of the atoms of the object are then obtained by means of computer reconstruction
using a mathematical method similar to the one employed in optical holography.

In this way, one therefore realizes the inverse process of recovering the structure of the

object from the knowledge of the hologram.
The advantage of this holographic method lies in the knowledge of the reference wave,

a point which is not shared by structure determination approaches using an exiernal beam
of particies, such as ¢.g. X-ray and neutron diffractions, where the reference wave is fost

and the experimentalist is therefore faced with the so-called “phase problem™.

In Section 2, the theory of electron emission holography is expounded in full detail. In
Sections 3 and 4, the weak points of the theory, such as the appearance of twin images, of
“ghost atoms”, and of some other artificial byproducts of the method, are discussed and

ways 10 ¢liminate them are reviewed. :
Applications of this holographic technique have appeared in the literature. For 2 complete
lis1 of references, the reader is referred to the review papers by Chambers 4] and Fadley [5).

2. Photoelectron and Auger Electron Holography

Let us first consider the way the hologram is obtained. We place a spherical photographic
film around our object. The centre of the sphere is at the origin 0 of the reference (rame
placed at the centre of the atom emitter a. The radius of the sphere is R. Each point of the
film is characterized by the polar angles defining the vector R.

The interference pattern is encoded on this photographic film. It is obtained by evaluating
the component of the emitted electron vector probability current density in the direction
perpendicular to the sphere surface {for simplicity, we neglect the refraction of the electron
wave at the sucfzce of the sample subject 1o measurement),

HR}Y= J(R) - RIR. (2.1)
If the detector is in the far field (R large with respect 1o the dimensions of the object), this
probability is just proportional 1o the modulus square of the emitted ¢leciron wave function
w(R) evaluated at the position R.

HRY oo Iw(R)*. . (2.2)
On the sphere surface the wave function w{R) can be expressed in terms of the scattering

matrix
m (211‘)”: C“R

R
T;.; is the T-matrix for the process evaluated on the energy shell. In the standard
single-particle approach, it is given by

T ® iR A o {2.4)
where the PhotoElectron state vecior |AS"E) and the Auger |AXE) are defined by (see [6],
Sections 2 and 6)

[Py = COFH, LD o) (2.5a)

u‘(R);!Iar;c = - (23]

=i

ks
et

Iy = ryf:

(ry | ANED = Jd’fl 97 (r) v wialra) — wiatrd e (ral . (25B)
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In the case of photoemission, the initial state vector is the product of the incoming free
photon state vector |{;) (the subscript i symbolizes the initial photon momentum and the
polarization) times the vector [p.)> which represents the initial single-electron normalized
bound state relative to the core level c, The final state is given by the product of the
normalized photon vacuum 0} times the single-slectron scattering state [ip! ~'(k}), satisfying
an incoming wave boundary condition, describing the emitted electron, with asymptotic
momentum Ak = hkR/R, in interaction with the ionized atom emitter a and with its
neighbours in the condensed material. For simplicity, in this paper we shall forget about
the spin of the emitted electron. To the first order in the radiation field, the interaction
Hamiltonian is given by: H, = —{e/mc) A4 - p, where m and p are the electron mass and
momentum operator, respectively, and A(r) is the quantized photon field in the Coulomb
gauge V- A(r) = 0.

In the case of Auger emission, the process is ane in which an electron of the ionized
atom a makes a transition from the core level ! (core level 2) to the empty core level ¢,
while an electron [rom the core leve! 2 (core level 1) is gjected from the atom a. This emitted
Auger electron, represented in (2.4) by the usual scattering state fipf~"{k)}, propagates then
in the material and suffers multiple scatterings from the atoms surrounding the doubly
ionized atom 2 until, after having finally assumed the momentum hk, it reaches the detector,

The expression of the T-matrix in terms of all multiple scatterings is known from the
literature. We write here {3.37) of [6] (L is a combined orbital angular momentum index

L =1m)

T = %51-'-‘;:., 12.6a)

Fr= 2 (2 ¥ (=" Y k)
)
< {aw £ T T Beu, e ™+ dge Ry rt:L,sL.L(R,,,)}- (265

p=a Laly
1=

Apart from the consideration of inelasticities and thermal vibrations, to be introduced with
proper attenuation [actors (3], (2.6) is, within the single-particle framework, the correct
T-matrix.

The matrix t§%;, is the representative in angular momentum space of the scattering path
operator [7}. The integral equation deftning this operator is given by (3.38) of {§],

e, = Ro0fue, + 3 L 8 Reud) TP, (27
mEg Lm
R, = R, — R, is the bond vector pointing from atom p (o atom g, tf = —e*7 sin 67 is the

{-th wave T-matrix for scattering of the electron from the atom p, the form factor .t is
given by

i) ]\ "
iy = jd‘r PLE D v oy 4, @3
where ! (k, r) is the physical radial scattering wave function, satislying an outgoing wave

boundary condition, belonging to the angular momenium {, for the emitted electron in the
field of the potential U, of the atom emitter a.
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The g-propagator (structure factor) is given by

8L L, (R} = —i ; At TROY YYD YR, BETRR,,) (2.9)

Using (2.3), (2.6), and (2.7), we can easily split the wave function, at the sphere surface, into
reference and object terms,

m(zﬁ)lfl cilxll L
s ?glﬂ"wz"'ucb (2.10a)

P(R) = p. (R} + pu;(R) =

Frl=(2m) 3 (- Y, k), (2.10b)
TPi=@m B Y T (=Y Rt R, (1= 6,0g, 1(R,).  (210g)

£.q Lply

Note that the object wave contains also all waves which, after having undergone muttiple
scattering, have atom a as the last scatterer (lerm g = a of {2.10¢)). These particular multiple-
scaltering contributions are unknown and therefore, even though consisting of waves
eventually outgoing from the atom emitter, cannot be included in the reference wave. They
are at least of second order with respect to the latler wave.

To decode the information contained in the interference patiern appeating on the spherical
film, we imagine to illuminate the film with a converging spherical wave

- ikr

Vaccoding [} = "r_; r>R (.11

obtained, apart from & constant, from the asymptotic expression of the reference wave via
the operation of time reversal. This converging wave is transmited through the film. We
suppose that the interference pattern [(R) is imprinted on a positive photographic film
which, by proper development, has the contrast value y = 2 [8). As a consequence, the
transmittance is linearly related to the intensity /{R) measured on the film and the rransmiited
wave yr on the internal side of the surface of the sphere is therefore given by:

c—ﬂk

wi(R) = (1 + CI(R)) i (2.1
The transmitted wave satisfies the Helmholtz wave equation
(4 + k) prlr) = —4nC,8%(); r<R (213

subject to the (Dirichelet) boundary condition (2.12) on the surface of the sphere. pir} is
singular in the origin » = @ {position of the atom emitter a). This can be understood from
the fact that, if there is no hologram (/ = 0), v, must coincide with the decoding wave
{2.11) which satisftes (2.13) with Cq = 1.

In order to find yy in a given point P, (of coordinate vector ro) inside the sphere. we
consider the Green's function K(r| ry) salisfying the Helmholtz equatjon,

(4 + YKl |rg) = —4n8r — o) (2.14)

with boundary condition to be specified in a moment.

15
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We muitiply {2.13) by K(r | rp) and (2.14) by yy{r) and subtract member by member one
equation from the other. We integrate the so obtained expression on the whole volume of

the sphere. Using then the Greea's theorem, we gel

1
wr(re) — CoK{0]ro} = :4; J [(K(r | o) Bypy(r) — welr) AK(r [ roll dV

L J’[wT(r)aK(rlrol_K(,I,.O)M] ds, (215
4n An 8n Lun

where &n is the normal to the surface directed into the interior of the sphere.

A natural choice for the Green's function would be [2, 9 K(r [ rg) = (exp ik Ir — rgl)lr — gl
In that case, however, from (2.15) we see that knowledge of w; and Syy/@n on the
whole surface should be required to solve our problem. Apart from the (act that en the
boundary we know only the values of yy (from {2.12)), this might lead to the following
mathematical contradiction: In practice the hologram can cover at most the 2n-hemisphere
hanging over the sample subject to measurement; if symmetry arguments are not available
in order to obtain mathematically the hologram on the “opaque™ sides of the measuring
apparatus, one usually assumes the vanishing of the surface integral (2.15) just on those
opaque parts of the surface, which implies yr = Spy/n = 0 there; but this implies. by a
well-known theorem, that (g vanishes identically in the whole space.

I shall require that the Green's function vanishes on the boundary surface.

K(Rjrg) =0 t2.16}
so that (2.15) can be rewritten as

SK(r i)

1
wrlre) = CoKI0 jrg) + — J’lp-r(R] ds. (217
4n on
s

r=R

We see that only the knowledge of wy on the boundary is now required.

The integral on the right-hand side of {2.17) may extend now only on the portion § of the
surface on which the hologram is actually measured. On the “opaque™ parts of the surface
we can safely place yy = 0 without meeting contradictions of any sort.

We must now solve the Dirichlet boundary value problem posed by (2.14) and (2.16).
The solution in the whole space can be found eonly by means of computer calcuiations. [n
fact, for the Helmholtz equation (2.14) an analytic solution satisfying (2.16) cannot be
written down. Fortunately, however, we need only to know 2K/0n on the surface of the
sphere. In order to find it there explicitly, { shall make a variation of the well-known method
of images. This method has been invented for the case of a flat boundary {10} Let us see
which changes are needed for our curved boundary.

Suppose I want to lind the value of 3K/0n in a given point P, < §. [ draw, through the
point P, the plane T tangent to the surface S. I perform then the space reflection with
cespect to T and find the image of P, (see Fig, 1. Call this new point P§, whose position
vector is r§. Consider now the auxiliary Green's function:

- ikry el‘kr:.
Kir|rd = — - —, (2.18)
"y s .
where ¢, = ¢ — ry and r; = r — r3. [n the interior of the sphere, K satisfies the Helmholtz
equation {2.14) and it vanishes on the plane T (wherer, = r,),in particularin the point P,

L. Fonpa
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Fig. I. Definition of points and vectors relative 1o the construction of the derivative of the Green's

function with respect 10 the normal to the boundary surface

in any infinitesimal sphericai neighbourhood of P,, the Greens functions

By construction, ] n's f
; | quantities and the same holds for their derivatives. We

K and K difler by infinitesima.
obtain then
K(rlro)

tn pep,

=|[ik— i .c_m_l Er_l - (;‘k - .1_)c_".‘: E_,_r_’] . (219
r/ r on ry/ r; onleap,
“The evaluation of the derivatives dr, /8 and dr,/0n in the point P, is straightforward under

the consideration that r, is a typical vector spanning the object. Since holograpilny i_s a
short-range order probe {ry < 1.5 to 2.0 nm) we have that ro <€ Rand r§ = 2R. Indicating

by R the position vector of P,, we get

_ akir| ro)[
™

P=P,

92 E_a]R-—-l‘\ﬂ:__.R—‘("O'RIR) = -1, . (2.20a)
o R R =1l rner
?2 :_alR—ralz_R—-(ﬁ?'R/R) = +1. (2.20b)
B rer, 3R R ral e
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We therefore obtain

I ikry ik |®—rol
AL =—2(”‘——)c—- = -2k i ro <R, (221
on ree, Fif Ty [pwp, kR®L IR — ryl

where we have dropped a term of the order (kR)™! since kR » | (kR is 10® to 10% in

Our casel.
Using again the smallness of ro, on the right-hand side of (2.21) for |R - rol we can
substitute R in the denominator and R — (R - ry/R) in the exponent. We finally get

kR
aK(:llf'o] - —.Zikc—R—C_"'"“; o <R, {200

where & = kR/R. Using (2.12) and (2.22), and writing d5 = R?dQ,, (2.17) finally reads

welra) = Ao + Ay | A2, I(kye=tre, 12.23)
5

where A = CoK(0]rg) — {ik/2m) I df2, e~ o, Ay = —ikC/2n, and (k) = I(R). Ag con-
5

stitutes 2n uninteresting background; as a function of r, it may peak only at the position
r'g = § of the atom emitter a. Therefore we shall drop it in what follows.

Since all quantities on the right-hand side of (2.23) are known, the wave function yrirg)
is therefore determined. In the literature, {2.23) is referred to as the Helmholtz-Kirchholf
integral.

Now, also for yy we define reference and object terms.

Wr = Yyppe + wTob}' 2.24)
Using (2.2), (2.10a), and (2.23) we get

Wreerlrol = A -.! ds2, iWre((R)fl e-ikre, (2.230)

Wron;lig) = A4 £ A i (R) w(R) + Wou) (R) Wi (R) + Wang (RN €0

£2.25b)
The function appearing in the integral (2.25b}:
1R = RN — fpeee (RN = Wl i(R) 0, (R) + 1,0, (R) we(R)
+ 5 (R) wouy(R) {2.26)

is termed anisotropy in the literature. It must be obtained experimentally via subtraction
of the reference wave flux, The reference Qux is calculated theoretically. One must evaluate
carefully the matrix elements 4, given by (2.8). In the case of phatoemission, the dipole
excitation of an initial -wave subshell leads 1o the interfering / + t and { — 1 final orbital
angular momentum channels. The case of Auger emission is much more complex: in practical
caleulations it is often assumed that the initial state has an s-wave character [4. 5, 11]

39 physica (b) 183.2
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Equation (2.25b} is the relevant integral to be evaluated inl order to getilhc image
of our object. It transforms the two-dimensional_hologram .mlo a thrcc-dlmen.swnal
image. The fiest two terms of the integral on the right-hand side of (2.25bj c_:onlam the
usual hologram of optical holography, while the third 1erm represents he sell-interference
or sell-hologram. _

From (2.10), the reference and object waves can be written as

Yot (R) = T Y k) A, (2.27a)
L

Vog(R) = & 3 Y, (K e ee BY . (2275)

9 Ly
Using (2.25b) and (2.27), from a stationary-phase argument {2} we expect that py,{ro) will
yield peaks at :
{2.28a)

(2.28b)

rg =t AR

ag ¢

ro = R, — R,.
This is certainty correct for s-waves (as in the opiical case, where s-wave scattering
dominates), or in the case of s-wave emissicn combined with maderately angle depcndclnl
scatterings (rom the neighbours. The latter condition is better realized at low energics
since electron scattering presents a high angular anisotropy and relevant phas_c_ shifts
as the energy increases. As a consequence, artifacts, such as shifts of the position of
the atoms and image asymmetry or broadening, appear in the Helmboltz-Kirchhoff
integral (2.25b). In Section 4 we shall discuss possible ways to cure these unpleasant
features. .

In {2.28a), the minus sign is related to the peaks present in the [irst term of the
Helmholtz-Kirchhof integral (2.25b} and it corresponds to the real images of the atems of
the object; the plus sign corresponds to their twin images. For ¢ = a one gets the image
{twin = real} of the atom emitter. The presence of both real and twin images is a problem
shared with optical holography. ) _ . ) N

The uncertainty principle of course limits the uliimate resolution with which the positions
of the atoms can be determined by this method [20, 4, 5]: Ar 2 1/{k s — &munh Where the

projections of fi{kn,, — Kkmia) Ont the coordinate axes are the uncertainties on the measured

electron momenta. .

1f one centres the relevant part of the hologram along the z-axis and c.alls & the hall
opening angle of the corresponding cone, the Heisenberg principle ylcld.s Ax = Ay
= nf{ksin §) = 7,/(2sin 6) and Az = 2n/[k(l — cos &)} = /(1 — cos G) showing that the

resolution of the images of the atoms should improve for wider 8 (with upper limit x/2)
and using higher energy electrons.?) .

Equation {2.28b) corresponds to the third term of {2.25b) and yields peaks at the +
interdistances of all pairs of atoms, as an expression of the seii-hologram; [or g =pone
gets peaks at r, = 8, ie. at the position of the alom emitter a, which after all is not too
Ead, but, more importantly, for g & g peaks appear at positions w.hcrc there are no atomls.
These ghost images, which actually appear to be 10 to0 20% in size of the real and twin

3) For 0 = 60°, at the clectron energy of 100V one gets Ax = Ay = 0.071 nm, 4z = 0.25 nm. At
1000 ¢V: Ax = Ay = 0.022 nm, Az = 0.076 nm.

ns
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images [12], would not be there if the holographic requirement [y, d » [ were satisfied,
as it happens in the simpler optical case. In the photoelectron or Auger electron holography
this is not so since the electron-atom interaction is in general stronger, particularly for
scattering in forward directions along a chain of atoms at high energies.

We shall see in Section 3 how one can eliminate the twin images and the noise due to
the sell-hologram in the case of photoelectrons.

We end this section by pointing out that the holographic method has the potential of
getting information on near-surface atoms beyond nearest neighbours [4, 5], something
which is not obtainable by the photoelectron or Auger electron diffraction approaches.

Methods of the type discussed in this section can also be applied to core level
X-ray fluorescence (1, 13], to DLEED (diffuss low-cnergy clectron diffraction) {14}, and
to Kikuchi patterns [L5]. Spin-polarized photoelectron holography has been treated in

(16, 17].

3. Elimination of Twin Images and Self-Hologram Effects
in Photoelectron Holography

We shall treat in this section a method devised to cope with unphysical artifacts such as
twin images and sell-hologram effects in photoelectron holography.

The method suggested by Barton, Tong, and coworkers [18 to 23] introduces a Fourier
transform operation in energy on Wy lre) In order to see this in detail. let us first apply
the plane wave approximation {PWA} to our formulas. This approximation is able to render
explicit the energy dependence of the propagators. It consists in fact in replacing. in the
g-propagator, the Hankel function h{ *)(kR) with its expression {or large kR: (i} *! ¢**/kR.

For the g-propagator one then obtains

eithes

Yo, (R, (3.0)
RP' - "

4n
(SL;L-(Rn))rw.\ == ?il'—l‘Yz.(Rn)

We finally get the PWA expression of the object part of the wave function

) = m_ et . ikePuy TPWAL . g gt NY. (R
{woes{ RN owa = "I R4 e ,g.e * Fep (‘r,-ﬂ,a)—ﬂ*(—‘) IRl

q

where the multiple scatiering amplitude F5 (k,,; k,,} is defined by (see (6], Section 4},

4n "
Fop Mhagibp) = — — 0 i IY ) (R ) GIN Jews YE, (K, 33)

L’L‘
In terms of the scattering factor (scattering amplitude) f, it satisfies the following
multiple-scattering matrix equation:

kR g

¢ €
Ff}“(“xﬁ k,,,) = ‘sqpf.ou"xp: k) + Z Sl gt k) R

{1 = 8) Fo Atk Kpa)
o

(3.4)
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with its perturbation expansion*)

ikRep
F:l"”"(k«;kpa} = ‘swfp(ktr; kp-) + ff(kﬂ'; k!ﬂ) CR {1- 5") fp(k,,,;k,.)
. L]
aikRem - UL
+ Z j;('kn; kq-m) T (1 - 5'"‘) fm(kqm; kmp) R (l - ‘smp)
m qm mp
X folkmpi kpo) + - (3.5)

Let us now discuss the general structure, as far as the energy dependence of the propagators
is concerned, of the terms appearing under the sign of integration of the Helmholtz-Kirchhoff
integral (2.25b). For the first term, using (3.2) and (3.5), we can write ’

J. dQ,e~™ ot woni(R) Weerl R Jpwa

5
o~ *fen

= J.dﬂ,‘ g {E M e~k Rue =2,

A L] q

) a=ithyy -ikRya

-+ z I“!:‘,C-'klk" (l - 5”)5 (l - 6;.1)

LiR Ll RN

—ikRyp =Ry =ik R

£ T Mgt (1 =5 e T - b 1 - b + }

P L7 m mi

(3.6)

As suggested in [18 10 23], we now take the [ollowing energy Fourier transform on the
Helmholtz-Kirchholl integral (2.25b):

W:roa}("n) = ‘,l; {anhj(ro)}FW;\ e wik) dk , amn

w{k) is a proper weight function which can limit the integration interval. It could be a sum
of Dirac -functions.

After application of the Fourier transform (3.7) to (3.6), we discover that, apart [rom
particular cases which we shall discuss in a while, we are able to get the suppression of all
but the first term on the right-hand side (which represents the single-scattering contributions
from the neighbours of the atom a (note that ¢ < a)): For this term in fact, the peaks which
appear at the real positions of the atoms r, = R,, = R, —~ R, after integrating over angles,
get reinforced after the energy Fourier transform (3.7} is performed, as can be undersiood
from the stationary phase argument applied to the phase factor exp [ik(ro — R,,)l. On the

) Slkogi Ky B fi{B.) is the scattering factor describing the electron as being shot from the atom
p. scattering [rom the alom g, and emerging in the direction x (d,,, is the corresponding polar angle
of scattering). For the differential cross section one has: dg/dQ = |f18)°. The scauering factor is
conpected with the partial wave T-matrix as follows: f,(6) = —(4nfk) YYE (R IY (k). (Note that

3
formulae like (3.5) must be read from right 10 left in order to loliow the correct time arrow of the process.)
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contrary, the other, multiple-scatiering, terms of (3.6) are in general suppressed, since the
peak resulting from the energy integration does not coincide with that obtained from the

angular integration.
As mentioned zbove, there are, however, particular cases where multiple scatterings

contribute,

Consider for example the sccond term of (3.6). The angular integral peaks again at

=R,=R, - R When its Fourier transform (3.7) is taken, the energy phase factor
cxp [:k(r., - R" R,.)) will give a contribution il the atom p is aligned with g and atom a so
that R, + R, (1: p lies in between 2 and g), since in this way the peaks resulting
from angular and cncrgy integrations coincide. The contribution of this a pq chain will then
add up to the g-term of the first term of (3. 6). Similar considerations hold for the other
terms of (3.6) which contribute if chains & jk... pg of aligned atoms are realized so
that R, + ... + Ry + R, = R,

However. the contribution of these multiple scatlcnngs is not harmful since it enhances
the single-scattering term corresponding to the end atom of the chain.

Another possibility, which we have already mentioned in Section 2, is the case g = a
which yieids a peak at the position rg = 0. It represents the image (true = twin) of the atom

emitter, and it appears at least as a second-order effect.
Let us now consider the second term of the Helmholtz-Kirchholl integral (2.25b),

J‘in e~ fp o R) (R} pwa
s
%Ry

- Jm, ek {Z Myera 2211 — )
s ¢ R
3

e ey
Z M, c.nn.. = (-3, = (1 ~é,)+ } (3.8}

L1 Ll

The angular integration yields the twin images of the atoms of the object, at the positions
rg = ~R, = R, — R,, space reflected of the positions of the true xmages However, the
Fourier transform (3. 7) of expression (3.8) suppresses all the terms since the encrgy phase
factors exp {ik{ro + R,,) {g * a) or exp(ik{rg + R, + ... + R)) are always highly
oscillating whichever the positions of the atoms. At mosl a little contribution to the
“background” bump at the position ry = @ of the emitter is obtained.

The purpose of eliminating the twin images has therefore been achieved.

We come now to the discussion of the third (self-hologram) term of (2.25b). Its energy

Fourier transform is
f dk w(k) e’ J. d€2, €% {lp,p RN Yowa
0 5
4+
tk(Rga~ Ryn)

= J. dk 'll.-'(k] cu.-m J‘dgk c—l'.k-rn {z H" cfk~(n.,-l!..}e
(3]

[1] 5 .

(1—8,)( -3,

PR
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2 X P q

Fig. 2. After Fourier transform on the energy, in the scll-hologram there stilt appear false atom {ghost)
images along [orward scattering chains of at least three atoms

¥ (Rpu—Rgn—=Rnn}
+ Z [ ik (Ras = Ray) E______(l =8 (0 -68 (1 ~8.)+ c.c.]

apa RuReRa
eik(R,n*lq-—an-.R-.l
3 H . ik (Rap = Ruyl
M-lgﬁ.ﬂ e RpernaanRms
x{l = &) (1 = 8,0 (1 — 6,) (1 = &} + } (3.9)

Let us first consider the first, single-scatiering, term on the right-hand side of (3.9). From
the stationary phase argument, the integration over angles would peak atry = R,, — R,,.
while the integration over energies would peak at r, = R,, — R,, > 0. Only if these
two maxima coincide we get a sizeable contribution to the integral, and this means
] — Rl = R, — R, >0 which is satisfied only if the vectors R,, and R, are
parallel: the atoms p and g are aligned with atom a (and the atom p lies in beiween a
and g). Therefore, as shown in Fig. 2, we obtain a ghost image at the point x defined by
r =R, — R, = R, — R, on the chain apq. If ¢ = p we of coursc get a contributicn 1o
the background at rg = 0.

Much the same can be said about the other, multiple-scattering, terms of (3.9). They all
give contributions for forward scattering along chains of atoms and an enhancement of the
background at rgy = 0.

We see therefore that, by making a Fourier transform on the energy of ihe Helm-
holtz-Kirchhoff integral (2.25b), one is able to suppress the twin images and most
of the seif-hologram. As far as the latter is concecned, the only contribution lelt is the
appearance of ghost images (i.e. false atoms) along forward scatlering chains of at least
three atoms.

A very good point of this procedure is that, having practically cancelled the multiple-
scaltering contributions, one is left only with the consideration of single scatterings (first

term on the right-hand side of (3.6)).

4. Treatment of Angular Anisotropies

The angular anisotropies, arising both {tom the directly emitted (reference) wave and from
the scattered (object) waves, lead to aberrations which include shilts of the atem positions
and image distortions. As far as the scattered waves are concerned, while at low energy the
atomic scattering factor is rather isotropic, as the energy increases it becomes increasinghy
anisotropic being very large in the forward direction.

In the literature, ways have been conceived to cope with this problem {19, 21, 24
to 28]. In these approaches the beauty of the holographic appreach is a bit lost, as we

shall see,
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As a result of the considerations of Section 3, for the case of photoemission the image
wave field is given by

+m

Wranlrol = A [ dkwik)e™ [ d@, x(kye™™r
0 H
2 A ] dewR)e™ [ A0, viy(R) plR) e D
2 !

and we can stick to single scatterings only.
The case of Auger emission will be treated here on the same basis, being understood that
in the integral (4.1} one has w{kj = 8(k — &), where fik; is the final momentum of the

emitted Auger efectron.
‘The single-scattering (SS) part of the wave function (2.10) reads
(R} = AR} + wi(R)

C“ R

= A*—{):( VY, (k) Aoy + z et 30Uk R, ) A } (4.2)

where A = —mf(2rh?) and the object scattered-wave function 0%, and its plane wave
approximation, is given by

OLk; R,) = Z(—o'- Y, () it ee, (R = f,(o,,.) (-n' Y (R,), (43

'I
where 0;,, is the angle of scattering from the atom p defined by cos 8,, = k- R,,/kR,,.
The presence of scattering phase shifts in (4.2) (see also (4.4) and (4.5) below) is responsible
for the shift in the positions of the images of the atoms.
In the case of dipole photoemission from an s-subshell, (4.2} is very simply given in the
PWA,
e k e R,, eilkup.n—-c-.lr..n-n(lr,‘ll

(Wi (RIS = A-f/-n(k) —_— {_k— + ’Z‘:. z. X

Up(al‘ m,l} "
(4.4)

where 4 = em(fi)'*}/(2(2%)* h3K} is slowly energy dependent, e and hew are the polarization

-
unit vector and the energy of the incoming photon, and 4., (k) = | rdr g}l (k1) R, ol
o

We have written explicitly the amplitude |/,] and the phase ¢, of the scattering factor /.
In the case of Auger emission of an electron with {inal L = /, m angular momentum, in
the PWA (4.2) reads

(WE(RNE

ei[“l,.tl =cos0cpu) + @p (0rpall

rul
=B, — = {n(k) + 2 1/, Bepa Y,,(R,.)}. (4.5}

P¥*a R,I

where B, = A(— i .17,
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From the structure of (4.2) we e that, if we divide the experimental photoemission
anisotropy function y{k) by the angular part of the reference wave,

. (k)
k) = 20 = o, (4.6a)
D, (k) = ); (= YL(k) Ao (d.6b)

we climinate zltogether the distortions caused by this angular asymmetry, Note that for a
dipole photoemission from an s-core level, (4.6) is tantamount to dividing by & - k/k, while
Jor Auger s-wave emission the denominator D,..(k) is of course a constant. The operation
(4.6} can be considered as a redefinition of the boundary condition (2.12).

We need now to discuss how to cope wuh the anisotropies present in the object waves

of the integrand of {4.1).

4.1 The SWEEP method

A first possible procedure is that proposed by Tong and collaboraters [19, 21, 24). To be
consistent with our procedures, we shall rephrase il a bit

We first evaluate (4.1) using the experimental y(k} corrected as in (4.6) for the angular
anisotropy of the reference wave. We then {ix our attention on a particular bump p appearing
at thedistance R,, from the atom a and representing a neighbour of a. Pre-existing knowledge
about the system in question, will avoid the risk that a self-hologram false atom of the type
discussed at the end of Section J is taken for a good atom. We now perform the following

aperation on F(k):

F(k) — = _if.(k_)._
AR ~ rsweer(k) Doyl R s (4.7a)

Dotk By) = &7 Ry, T 04k Ry Vs % f00) T (= YalR,0) Hia
(4.7b)

and carry out the integration (4.1). In the original papers, Tong et al. actually integrate
only over the forward, or backward, peak on a small angular window of half angle =~30°
centred along R{, Their formalism is then known as the SWEEP methed (for small-window
energy extension process).

In (4.7), the outgoing scattered-wave function OX(k; R, ,). and the scattering factor £, (8,,),
are theoretical expressions evaluated for an atom p of a given chemical species. This second
step should have yielded an improved position R, The procedure is repeated by dividing
Z{k) as shown in (4.7), where now R, is replaced by R],. By ileration one should converge
to a final value R,, for the position vecior of the atom p. One must repeat the same
procedure also for the other bumps in order to complete the determination of the structure

around the atom a.

4.2 The SWIFT method

A second procedure, proposed by Saldin and coworkers {25 to 28), is an original variation
of the above approach. For coherence with the rest of our text, we discuss it within the
framework of (4.1}, i.. by including also the energy Fourier transform.
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Theoretical Aspects of Electron Emission Holography

After having corrected the experimental y(k) as in (4.6) for the angular anisotropy of the
reference wave, let us perform the following operation on 7(k) [25 to 28]:

ﬂ_ . . {4.82)
Dubj(k; "o)

Dy (k; ) = e"M0ry 3 Oflh; ro) Ay, ';‘"'A FECPN) ; (=0 Yyo(ro) #ee. {4.8)
L

x(k) —~ Aswierlk) =

and then carry out the integration (4.1).
Here the angle 8,4, is defined by: cos By, = & - rofkry and the outgoing scattering-wave

function QL(k; ro) (or the scattering factor f(B;,,)) is now a generalized scattering amplitude
evaluated at the position of the image point rp as if a hypotetical atom would be sitting
there. Since the transformation involves the scattering amplitude, the authors have named
it SWIFT, for scattered-wave-included Fourier transform. )

According to the calculations performed in [25 to 28), with this method an improvement
of the atom positions and image distortions is actually realized at the stationary-phase
points rg = R,,. Asin the case of the SWEEP method, due care has to be applied to spot
the existence of possible ghosts.

A good point of this procedure is that the entire interferance pattern is inverted in conly
one step. No prior knowledge of the forward scattering directions locating the atoms is
required. This method spoils, however, the simple structure of Fourier transform over the
angles possessed by the Helmholiz-Kirchholl algorithm (2.25b) (and alse by (4.1} as
naturally obtained from the holographic approach,

Also operations (4.7) and (4.8), even within their artiliciality, could be thought of as being
redelinitions of the boundary condition {2.12).

5. Conclusions

In this article we have reviewed the theory of electron emission holography. [ts formuiation
has been provided in Section 2 on a sound mathematical basis.

We have seen that, as in the optical case, one is faced with the presence of twin images.
Besides, however, other artifacts appear in electron emission holography duc to the fact
that, at variance with the optical case, here the object wave is not small with respect 10 the
reference wave and the scattering is in general not dominated by s-waves.

Sections 3 and 4 have been devoted to-the discussion of these artifacts and to a review
of the various correction procedures proposed in the literature for their elimination. In
doing so, we have also scen that the proposal by Barton, Tong, and collaborators of
performing an energy Fourier transiorm of the holography integral {2.23) is able to eliminate
most of the multiple-scatiering contributions to the hologram.

Apart from the complications mentioned abave, the holographic method has the merit
of being rather direct. One has to remember that in electron emission diffraction methods
the structure information is obtained only after a lengthy trial-and-error procedure of
comparing experimental spectra with those obtained by means of extensive multiple-
scattering calculations. Holography requires, however, an increased amount of experimental
data, and therefore of data acquisition times, with respect to the diffraction methods. But
this is at hand now at the new high brightness syanchrotron radiation sources.

We have seen in Section 2 that, with the use of the simpie Helmholtz-Kirchofl holography
tntegral {2.23), atoms can be located with an accuracy of a few hundredth nm at best. Taking
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2lso into account the fact that, by performing an energy Fourier transform, one can improve
this spatial resolution, we feel thal, before the investigator involves himsell with the mere

- sophisticated (rial-and-error method mentioned above, electron emission holography

provides him with a quick tool to get within shooting range of a more accurate determination
of the positions of atoms at or near a surface.
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Multiatom resonant photoemission

A. W. Kay,'? F. I. Garcia de Abajo,>? S.-H. Yang,”> E. Arenholz* B. S. Mun,'* N. Mannella,'* Z. Hussain,”
M. A. Van Hove.' and C. S. Fadley'-
"Department of Physics, University of California-Davis, Davis, California 95616
*Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720
3Centro Mixto CSIC-UPV/EHU, San Sebastian, Spain
YUdvanced Light Source, Lawrence Berkeley National Laboratory, Berkeley, California 94720
(Received 21 July 2000; revised manuscript received 17 November 2000; published 2 March 2001)

We present experimental and theoretical results related to multiatom resonant photoemission, in which the

photoelectron intensity from a core level on one atom is influenced by a core-level absorption resonance on

another. We point out that some prior experimental data has been strongly influenced by detector nonlinearity

and that the effects seen in new corrected data are smaller and of different form. Corrected data are found to

be well described by an extension of resonant photoemission theory to the interatomic case, provided that

interactions beyond the usual second-order Kramers-Heisenberg treatment are included. This microscopic

theory is also found to simplify under certain conditions so as to yield results equivalent to a classical x-ray
optical approach, with the latter providing an alternative, although less detailed and general, physical picture of
these effects. The potential utility of these effects as near-neighbor probes, as well as their implications for

x-ray emission and x-ray scattering experiments, are also discussed.

DOI: 10.1103/PhysRevB.63.115119

I. INTRODUCTION

In several recent papers by our group,' it has been sug-
gested that photoemission associated with a certain core elec-
tronic level of a given atom ““4”" can be significantly en-
hanced in intensity by tuning the photon energy through
core-level absorption edges of a near-neighbor atom
*“B.”” The apparent enhancements seen in experimental data
for several metal oxides (e.g, MnO, Fe,O,, and
La, 7St ;MnO;),'* as well as in a series of Cr/Fe alloys and
bilayers’® were very large, ranging up to 40—100% of the
nonresonant intensity, and they were furthermore observed
to follow closely the x-ray absorption coefficient of atom B
in shape.! ™ The effects observed have been termed multia-
tom resonant photoemission (MARPE) to distinguish them
from the better-known intra-atomic single-atom resonant
photoemission (SARPE). Similar effects have also been re-
ported in other transition metal compounds® and in
adsorbates’ by other groups. Analogous and presumed re-
lated enhancements also appeared to be present in the sec-
ondary decay processes of Auger electron and fluorescent
x-ray emission, again tracking very closely the x-ray absorp-
tion coefficient in form.* A theoretical model based on an
extension of normal SARPE theory has also been presented
to describe these results, and the first comparisons of calcu-
lations based on it yielded encouraging agreement with
experiment.” The potential utility of such effects for studying
near-neighbor atom identities and bonding have also been
pointed out.'* Independent of this work on core-core mul-
tiatom resonant photoemission, other groups have reported
the enhancement of valence photoemission intensities prima-
rily associated with emission from a certain atom 4 upon
tuning the photon energy through the core-level absorption
edges of a nearby atom B, with this work including measure-
ments near solid-solid interfaces™ and on a free molecule.'”
No attempts have as yet been made to theoretically model
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this latter type of valence-core MARPE effect.

In this paper, we first point out that the measurement of
the core-core multiatom resonant photoemission effects men-
tioned above (or indeed any resonant-or nonresonant-
photoemission effect) must be carried out with extreme care
to avoid nonlinearities in the electron detector response, and
illustrate these effects by carrying out corrections on a few
representative data sets for O 1 s emission from MnO in
resonance with the Mn 2p excitations. The corrected results
are found to show significantly smaller MARPE effects on
photoelectron intensities, with shapes now considerably dif-
ferent from the x-ray absorption coefficient. In addition, the-
oretical calculations based on the previously discussed mi-
croscopic model,” and on a simpler classical theoty of x-ray
optics'! are presented and found to yield excellent agreement
with the remaining experimental effects, thus clarifying the
physics involved. We also comment on the implications of
this work for other recent core-core and valence-core
MARPE measurements,’ '*'*!% as well as for x-ray emis-

sion*'* and x-ray scattering experiments.

II. EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

All photoelectrons were analyzed in energy and detected
with a Scienta ES200 electron spectrometer system,'® as
situated either on a bend-magnet beamline'® (9.3.2) or an
undulator beamline (4.0.2) at the Berkeley Advanced Light
Source. The final multichannel detection system used is that
provided as part of the standard equipment by the manufac-
turer: a microchannel plate multiplier followed by a phos-
phor screen at high voltage in a vacuum, and a charge-
coupled device (CCD) video camera outside of the vacuum
to finally convert light pulses into counts. We have operated
this detector in the “‘greyscale’ or “‘analog’ mode in which
an integrated CCD charge is used for counting, rather than in
the alternate ‘‘black-and-white”” or ‘‘digital mode,” in

©2001 The American Physical Society
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which individual pulses are counted. The detector has in ad-
dition been used as delivered and installed by the manufac-
turer; thus, the discriminator sctting was left at its recom-
mended value at setup. This spectrometer and detector
system is furthermore the same as that used by some other
groups attempting to measure multiatom resonant photo-
emission effects.”” We have in the present study calibrated
our detector system in both analog and black-and-white
modes by using a standard x-ray tube with a continuously
variable emission current at a fixed high voltage, verifying
initially that the total electron current from the sample
tracked linearly with the emission current: thus, the emission
current is directly proportional to the x-ray flux incident on
the sample. The general methodology for this calibration and
the final correction of spectra is discussed elsewhere,'®!” and
in one case, discussed together with previous data for a simi-
lar electron detection system.'®

IIT. RESULTS AND DISCUSSION

In Fig. 1(a) and its inset, we show the measured (dashed
curve) vs ideal or ““true’’ (straight line) response of this de-
tector as used in analog mode over a countrate range span-
ning 0 to 500 Hz in a typical x-y pixel of the approximately
70 000 pixels in the CCD camera used in normal operation.
We have verified that all spatial regions of the detector be-
have in essentially the same manner,'” so the performance
shown can be applied over the entire active region. The inset
makes it clear that there is curvature in the response, with
falloff and incipient saturation being seen as the countrate
increases. Although one might then expect linearity for the
lowest countrates, the blowup of the 0-20 Hz region (the
maximum used in all of our measurements to avoid falloff
and saturation) shown in the main figure makes it clear that
there is still significant nonlinearity, including what is found
to be a quadratic component as compared to an ideal detector
with linear response that we define to be equal to that of the
real detector in the limit of zero countrate (solid line of the
unit slope in the figure and inset). For reference, the 20 Hz
per pixel rate would correspond to a global countrate of 1.4
MHz (before a ““multiple counting’’ divisor introduced by
the manufacturer’s software is applied) for the entire useable
portion of the detector phosphor and if the phosphor were
evenly illuminated.

Thus, although measured and true rates can be conve-
niently defined to yield the same unit slope as countrates go
to zero, the measured rates deviate significantly from linear-
ity, showing quadratic overcounting over the full range of
our carlier measurements. Almost identical quadratic effects
were also found in the black-and-white mode, although this
mode was not used in our measurements.'” An additional
effect of such quadratic overcounting is the narrowing or
broadening of the photoelectron peaks in energy as a high-
intensity resonance is passed, depending on which portion of
the nonlinear response a given photon energy scan occupies,
and we have in prior work' * also used the additional crite-
rion of constant peak width over an energy scan to try to
minimize nonlinearitics. However, this criterion of constant
peak width proves to be inadequate for avoiding spurious
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effects on peak intensity measurements. Using methods de-
scribed in detail elsewhere,'®!” the detector response curve
in Fig. 1(a) can be turned into an efficiency, and the inverse
of this efficiency then used to correct individual spectra in a
point-by-point fashion. Although it is possible that adjusting
the discriminator setting on the detector could reduce these
nonlinearities, several other groups appear to have encoun-
tered the same type of nonlinearity with the standard manu-
facturer’s settings.>”'® It has also been suggested that a
change in the CCD camera might improve this behavior,'”
and this is another direction for future investigation.

Both uncorrected (as measured) and corrected (“‘true’’)
spectra are shown in Fig. 1(b) for O 1s emission from MnO,
where the photon energies of 637.6 and 640.2 ¢V have been
chosen to be just below the strong Mn 2p,,, resonance and
just on this resonance, respectively.! Because of the signifi-
cantly increased background level associated with secondary
decay processes and inelastically scattered electrons arising
from the Mn 2p,,, absorption, which in turn forces the de-
tector countrate further up its nonlinear response curve, the
correction procedure acts to a greater degree on resonance.
Thus, the intensity on resonance is artificially enhanced. In
fact, in order to decrease these nonlinear correction effects to
negligibly low levels, we have found in data not shown here
that the countrates had to be lowered by another order of
magnitude from our prior typical operating points, or to
about 2 Hz per pixel.!”

In Fig. 1(c), we now show uncorrected and corrected O
1s intensities, measured as areas by fitting analytical peak
shapes plus backgrounds to spectra such as those in Fig.
1(b), as a function of photon energy, with curves such as
these being discussed previously in terms of multiatom reso-
nant photoemission.'™* It is clear that the uncorrected
MAREPE scan follows very closely the previously published
x-ray absorption curve for MnO in the Mn 2p;,, region,' >
which we also show in Fig. 1(c) as derived from the inelastic
electron background under the O 1s spectra,’ with about a
32% enhancement of intensity of the O 1s intensity at the
Mn 2p;, peak.'™* However, the corrected MARPE scan
shows a much smaller effect of about 12% in overall excur-
sion, and also of a much different form, being negative just
below the resonance and then going positive. In data ob-
tained at other x-ray incidence angles over the range of
5-30°,'7 we have also found that these corrected effects are
strongly dependent on angle, being largest for more grazing
x-ray incidence angles, such as the analogous results for 10°
shown in Fig. 1(c), which exhibit about 37% overall excur-
sion, and quickly decaying in magnitude as this angle is in-
creased. We estimate our overall systematic error in the cor-
rected spectra as *+2%, with some channel-to-channel
statistical scatter around this.

As a final point on this correction, it appears that, with
constant UHV conditions of operation, the correction func-
tion does not change significantly over a period of months,
with older data obtained via the same detector setup showing
reasonable correctability. However, the correction function
should in any case be checked frequently to avoid any drifts
with time.

It is thus clear that detector nonlinearity can have a dra-
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FIG. 1. (a) The measured response function of our multichannel detection system (dashed curves), as plotted against the linear reference
of an ideal detector (solid lines). The ordinate is measured counts per energy pixel, and the abscissa is proportional to the ““true countrate’
expected, which is in turn proportional to the emission current of the x-ray tube and, thus, incident x-ray flux. The inset shows the same kind
of plot over a much broader countrate range. The solid lines for the ideal detector are chosen to asymptotically agree with the slope of the
measured curve at the lowest countrates, although the final corrected results in (b)—(d) do not depend on this choice of reference. (b) O 1s
spectra from MnO(001) off resonance (photon energy hv=637.6¢V) and on resonance (hr=640.2 ¢V) are shown before (dashed curves)
and after (solid curves) applying the correction for detector nonlinearity. The inset shows the experimental geometry, with x-ray incidence
for this case at #),,=20° and electron exit along the surface normal at 8,=90°. The radiation is linear p-polarized, with the electric field
vector e lying in the plane of the figure. (¢) O 1s intensities derived from fitting analytical peak shapes to uncorrected (dashed curve) and
corrected (solid curve) spectra such as those in (b) as a function of photon energy over the Mn 2p5, absorption range and still for 6,
=20°, 6,=90°. Also shown in the bottom of the panel is the Mn 2p,;, absorption coefficient, as measured via the inelastic background
underneath the O 1s peak. (d) As (c), but for 6,,=10°, 6,=90° and extending over the full Mn 2p 5, ,, range. The countrates here were
actually higher than in (c), but spanned a smaller portion of the detector dynamic range, and hence, the corrections are smaller in magnitude.
(¢) As (b), but with a broader energy range that clearly shows the oscillation associated with scanned-energy photoelectron diffraction.

matic effect on such measurements, with the solid curves in ~ one should observe a simple smooth curve of negative slope
Figs. 1(b), 1(c), and 1(d) now representing much more accu-  over this region in energy due to a combination of subshell
rately any effects beyond a simple one-electron picture of O cross section and electron inelastic attenuation length
ls emission from MnO. Without such interatomic effects,  variation,'*" as perhaps modulated by energy-dependent
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photoelectron diffraction (PD).!"*! The effects of scanned-
energy photoelectron diffraction are in fact clearly shown in
Fig. 1(e), which represents a broader energy scan for the
same experimental conditions as in Fig. 1(c). Here, the long-
wavelength oscillation with a maximum at ~634 ¢V has
been verified via theoretical calculations to be due to PD
effects.!’

We also note that, in addition to affecting photoemission
results, prior measurements of secondary Auger and x-ray
emission effects* also appear to have been strongly influ-
enced by such detector nonlinearities, for the former, just as
for the photoelectron case due to the identical instrumenta-
tion, and for the latter via an x-ray absorption coefficient
necessary for a self-absorption correction that was measured
via secondary electrons in the same electron spectrometer.

Beyond the particular case of MARPE considered here,
we also point out that such detector nonlinearities need to be
corrected for and/or minimized in any use of this detector
system for quantitative peak intensity analysis, as any com-
parison of intensities obtained over a range of countrates,
even in a single spectrum, can be significantly altered by
these effects.

IV. THEORY AND DISCUSSION
A. Interatomic resonant photoemission model

We now consider several levels of theory in order to ex-
plain the remaining effects that link the O 1s intensity to the
Mn 2 p absorption process as seen in Figs. 1(c) and 1(d), first
considering these effects via a prior microscopic many-body
theoretical treatment of MARPE based on a resonant photo-
emission model.” and then showing that this approach can be
successively simplified for the case at hand to yield results
essentially identical to those from classical x-ray optical
theory. Focusing still on the case of O 1s photoemission
from MnO(001) and the system initially prepared in its
many-body ground state |g). the contribution of the direct or
unscattered wave function to the photoclectron intensity can
be written

2
I(K)| pY(r) 2o ZE Y (R A kMg ,| . (1)
w

where k is the photoelectron wave vector, ¢2(r) is the wave
function at the detector, Y;, is a spherical harmonic,
h$)(kr) is a spherical Hankel function, and

Mgy, =(Elp,Ols|T|g) ()

is the matrix element describing the transition to the final
state with a photoelectron |E/ ) of energy E=7%k*/2m and
an O 1s hole. Final-state photoclectron diffraction effects
can also be incorporated in this model by using Ay, as
input for self-consistent multiple-clectron-scattering equa-
tions.*

The transition matrix 7 can be conveniently expanded in a
power series with respect to the perturbation of the radiation
field 7. One then has®

T=VH+VGV+VG VGV A+, (3)

PHYSICAL REVIEW B 63 115119

where G, is the Green function of the unperturbed solid. If
we keep only terms up to second order in V, the part of Eq.
(3) that makes a nonzero contribution to Eq. (2) reduces to
the well-known Kramers-Heisenberg formula for resonant
photoemission**

[m.jY(m.j|
YhotE,~E,+il,/2

= Vl(')ad+ E V{A V{ad > (4)
j.m

where 7Y, is the interaction of the radiation with the emitter,
V7., is the interaction with the resonating atom j, 1, is the
autoionizing Coulomb interaction between the emitter and
atom j, F, is the ground state energy, and the sums are over
both Mn atoms j and their intermediate many-body states
|m,j) of energy E,, and width I",,. We have here neglected
exchange-type interactions via two-electron autoionization
processes like (E1u:g|V7/m.j:01s) that would lead to a
greater overall similarity with the coulomb-plus-exchange
matrix elements describing an interatomic Auger process,
but such processes should be negligible for non-nearest
neighbors and small for nearest neighbors due to their strict
dependence on nonzero orbital overlap. Such orbital overlap
is not required for the Coulombic term we have included
here,'” which is associated with two-electron processes like
(Elu:.g|V7|Ols; m.j). A fully general theory of MARPE
should include these exchange effects however. We also
point out that the connection between MARPE and an inter-
atomic Auger electron emission is primarily formal, since the
same sorts of matrix elements are embedded in the expres-
sions describing both. However, the overall processes are
fundamentally different.

We now note two special points that have been consid-
ered previously:® Retardation effects must be considered in
the interaction with the external radiation and in the autoion-
ization interaction [see Eq. (4) in Ref. 5], and the interatomic
autoionization interaction must be generalized to the fully
relativistic Méller formula used previously in the high-
energy Auger theory>*° [see Eq. (5) in Ref. 5]. At this level,
the treatment should be capable of describing all many-
electron interactions up to second order in the perturbation
via Eq. (4), or up to arbitrary order via Eq. (3). including
those for nearest neighbors with the greatest overlap and thus
enhanced many-electron interactions with the emitting atom.

If we now sacrifice some accuracy in describing nearest-
neighbor behavior, the autoionization interaction can be con-
veniently expanded in multipoles that should be valid for
resonator distances from the emitter R >r;.r,, where r
and r, are electron-nuclear distances and are of the order of
the relevant dimensions of the two core orbitals involved
(here O 1s and Mn 2p). With these assumptions, and the
further neglect of multipoles higher than dipoles, the effec-
tive interaction can be reduced to the following, in which
severSaI quantities are written out more explicitly than in prior
work
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| g2 : A % A
Vi~e rlrzﬂ%z FY Y0 E, (). ()
where
*47Tk3 5,u M
R M (+) (+) %,
Hily 3 2ar hO (kR)+/’l2 (kR)YZ,uzf,ul(R)

(6)

X<Y1M2|Y2M2*M1Y1M1>

and the bracket represents a Gaunt integral with standard
normalization.?” Equations (5) and (6) can also be derived in
a more rigorous way using nonrelativistic quantum
electrodynamics,”****° where Eq. (6) is found to be simply
proportional to the Green function of the photon ficld in the
transverse gauge.”® and the remaining short-range longitudi-
nal Coulomb coupling is neglected.”

Combining results, we now find, in slightly different no-
tation form, but equivalent meaning to that in Ref. 5

MEIM:A<E1|F|OIS>51,1; 8exff<Y1M|Y1x|Yoo>

=A(E1|r|O1s) 8, &5 /4, (7

where 4 is a light-intensity normalization constant,

ff_
ex *3>\*}\2 Fyp, @ pon 1€ (8)
2

is now the effective polarization vector that includes the ef-
fect of x-ray scattering at the Mn sites, and the magnitude of
the resonance is controlled by a product of a structure-factor
type of sum over Mn sites

sz:z Ffjx.tzeikhy'Rja 9)
J
and the Mn?>* polarizability tensor,

(elr¥Y, Im)(mlrYylg)
o hotEg—E,til 2

4re?
N T o 3

« (10)
The form for the polarizability given here makes it clear that
it is directly related to the usual description of resonant pho-
toemission in Eq. (4) and Ref. 24.

The polarizability has been calculated using a configura-
tion interaction scheme for a central Mn®" ion surrounded by
six O’ ions in an octahedral cluster,>** with interaction pa-
rameters derived previously from fits to both SARPE and
x-ray absorption data, and an average over orientations of
Mn magnetic moments, since the experiments have been per-
formed above the MnO Néel temperature. In addition, « Y
can be well approximated by a quantity averaged over diag-
onal elements, as ad, )., where a=(a_;_;+agt a;y)/
3.° The above equations were used in Ref. 5 to calculate O
1s intensitics. However, all resonant contributions to the O
1s intensities [i.e., the second term in Eq. (4)] were incor-
rectly multiplied by an extra factor of —4 in the computer
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calculations. Here, we present corrected theoretical results
from this model, as well as results going beyond the earlier
approximations used by considering higher-order interac-
tions in Eq. (3), and also compare these two sets of results to
a theoretical approach based on more standard x-ray optical
theory.

In Fig. 2(a) we compare experimental and theoretical re-
sults for the O s intensity as a function of photon energy
and for light incident at an angle of 10° with respect to the
surface. The connected points represent the corrected experi-
mental results from Fig. 1(d) and the thin solid curve the
theoretical results based on Eq. (3) above. The experimental
data show a steeper negative slope than the theory as energy
is increased, that we have verified by measurements and cal-
culations, to be due to a combination of decreasing photo-
electric cross sections and strong modulations due to photo-
electron diffraction [cf. Fig. 1(e)]."” both well-understood
effects.”*! If this difference in slope is allowed for, the
agreement between experiment and theory is qualitatively
good, although the amplitude of the intensity modulations is
too small by a factor of 2-3 in theory. Now, going beyond
this level of microscopic theory, we note that the remaining
terms in the series expansion (3) describe processes in which
an incoming photon is scattered by more than one Mn atom
before it reaches the O emitter. In particular, they incorpo-
rate higher-order Mn-Mn interactions via the Méller
formula.>*>*° This gives rise to extra terms in the effective
polarizability of Eq. (7), which now becomes

fr = B g R
=g, —a, FJ e Rig,,
N

tar >,

)\,)\”,].].,

F,Rj FijiRj,eith'leg)\u‘i'”’; (11)

ANTTNINY

where the first two terms are the same as in Eq. (8) after
approximating the polarizability by the average scalar «.
This series can be summed up to an infinite order for a slab
formed by a finite set of atomic planes,** and a semi-infinite
medium can be simulated by using a sufficiently large num-
ber of layers. The result obtained in that case for the O 1s
intensity is shown in Fig. 2(a) as a solid curve. The new
terms in Eq. (11) bring the theoretical result much closer to
the experimental one, making it evident that it is essential to
include what is in effect multiple scattering of the incoming
radiation in order to accurately describe such strong soft
x-ray resonances. To our knowledge, this point has not been
made before in discussing such resonances.

B. Relationship to an x-ray optical (dielectric) model

We now consider the relationship of this microscopic
many-body theory to another related theoretical method for
dealing with such effects: an x-ray optical approach based on
Maxwell’s and Fresnel’s equations, as described in detail
elsewhere.!'*" Equation (11) involves sums over Mn posi-
tions in the MnQO crystal. However, the details of the atomic
structure of the Mn sublattice should be irrelevant in the
limit of long radiation wavelengths A, for which phase shifts
along the scattered paths can be neglected. In this limit, Eq.
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FIG. 2. (a) O 1s intensity from MnO(001) as a function of
photon energy and for ,,,=10°, 6,=90°: experimental data (con-
nected points) are compared to theoretical curves calculated using
Eq. (8) (thin solid line, second-order microscopic many-body
theory=single radiation scattering), Eq. (11) (thick solid line,
infinite-order microscopic theory=multiple radiation scattering),
and x-ray optical dielectric theory based on Eq. (15) and the experi-
mental constants shown in (b) (dashed curve). (b) The x-ray optical
constants & and B of MnO over the Mn 2p absorption region, as
derived from microscopic many-body theory (dashed curves) and
from experiment with corrected data for the absorption coefficient
u and Kramers-Kronig analysis. (¢) Calculations of the O 1s inten-
sity as a function of photon energy based on the experimental op-
tical constants in (b) and Eq. (15) from x-ray optical theory. Curves
are shown for various x-ray incidence angles. The inset shows the
normalized magnitude of the negative-to-positive excursion in per-
cent as a function of x-ray incidence angle, as calculated using
x-ray optical theory (solid points) and as measured in this study
(large open circles).
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(11) can be shown to reduce to the polarization vector de-
rived from a macroscopic dielectric description based upon
Maxwell’s equations, in which the solid is represented by a
local frequency-dependent dielectric function ¢ that is related
to the atomic polarizability as e = 1 + 4 wny,ce, where nyy, is
the density of Mn atoms. This relationship between ¢ and ¢«
can be derived from the Clausius-Mossotti relationship with
the assumption that £~ 1, as is reasonable in the soft x-ray
region. More specifically, for the case of the Mn2p reso-
nance in MnO, the ratio of the wavelength to the Mn-Mn
nearest-neighbor distance is ~6.1. Therefore, one would ex-
pect reasonable results to come out of the macroscopic de-
scription. We have here also implicitly assumed that the O
atoms contribute only a small amount to the total polarizabil-
ity in the vicinity of the Mn 2p resonances.>**3%3!

Thus, an alternative, although more empirically oriented,
approach for calculating such effects is to derive the energy-
dependent x-ray optical constants 6(hv) and S(hv) in the
index of refraction n,=\e=1— &+i8 (Ref. 32) by measur-
ing the absorption coefficient u(hv)=4mwB(hv)/\, over the
edges in question (here, Mn2 p), matching it in the nonreso-
nant region to accurate theoretical and/or experimental
data,’®>! and then using a Kramers-Kronig analysis to de-
rive 6. These two parameters, as derived experimentally in
this study, are shown as a function of photon energy in Fig.
2(b) (solid curves), where they are compared also to the
same parameters as derived from the parameterized many-
body model (dashed curves). The measured 3 has been fully
corrected for the inclastic attenuation of the outgoing sec-
ondary electrons used to measure it via a set of measure-
ments at varying takeoff angles;'”* taken together with the
corrections for detector nonlinearity, we thus believe that this
curve, and the associated & values, are within ~1-2% of the
true values. However, such absorption coefficient measure-
ments need to be made with care, so that neither the mea-
surement method (e.g., partial yield, total yield, fluorescence,
collection angle) nor nonlinearity in the detector distorts the
final curves. The agreement between experiment and theory
here is very good, with more fine structure in experiment, as
expected. Note also that the variation in the experimental O
1s intensity in Fig. 2(a) about a mean value follows very
closely the behavior of &, a point to which we return below.
Proceeding now via the Fresnel equations to calculate the
photoemission intensity as a function of photon energy, it
can be shown that, for p-polarized radiation incident on a
planar surface from vacuum with » =1, and for a conducting
or nonconducting, but nonmagnetic, reflective medium, the
ratio of the complex electric field magnitude just below the
surface [ £(z=0+)] to the incident complex field magnitude
just above the surface in vacuum [ £, "(z=0—)] is given
by

E(0+)

E,."(0—) sin@;,+n,siné,,

2 sin 0;”,

1= ; (12)

where z is the coordinate perpendicular to the surface and
6,, is the complex angle of propagation below the surface,
again measured relative to the surface. 6, ,, is further related
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to 0y, via Snell’s Law: cos 8;,,—n, cos 8;,,, with 8,,, real. The
complex character of 7, also implies that £ attenuates with z
only according to exp[—Im(k'zsin #;,)], where £’ is the
complex propagation wave vector inside the medium and
equal to 27rn, /A, and \, is the wavelength of the radiation.
Normalizing the electric field inside the medium to the inci-
dent field just above the surface then gives for the electric
field strength at depth z relevant for photoemission

|E(z)|*=|t|* exp(—Im{47n,zsin 6, /\.}).  (13)

The photoemission intensity /(/#v) can now be obtained by
introducing the energy-dependent differential photoelectron
cross section da/d{) appropriate to the experimental geom-
etry (which may in general also include the effects of pho-
toelectron diffraction), the energy-dependent inelastic attenu-
ation length for electrons A, . and integrating over z as

do
I(hV)“mfolE(Z)lzeXp( - )dz, (14)

z
A, sin 6
where we have not included factors of atomic density and
solid angle acceptance of the analyzer that will be constant
over an energy scan. Substituting Eq. (13) into Eq. (14) and
integrating then yields finally

do
](/’IV)OC m(/’lV)

v [1(hw)|?
Im{47n (hv)sin§,, (hv)} - 1
N (hv) A, (hv)sin b
(15)

which is a completely general formula for photoemission
intensity from a conducting or nonconduction, nonmagnetic,
semi-infinite substrate, with all dependences on energy ex-
plicitly indicated. Making use of Eq. (15) and the experimen-
tal values for § and B in Fig. 2(b), we arrive at the dashed
curve in Fig. 2(a), which is in excellent agreement with ex-
periment, including all aspects of the fine structure. A similar
degree of agreement is also found for other incidence angles
0, .

This x-ray optical approach furthermore exhibits only
small differences in fine structure with respect to the micro-
scopic description based upon Eq. (11). These differences are
due to differences in 6 and 8 between theory and measure-
ment [cf. Fig. 2(b)] and perhaps also to the fact that only the
Mn polarizability has been considered in the microscopic
theory, thus neglecting the small contributions from nonreso-
nant O scattering over this energy range.°>3! In addition, we
find that, if the infinite-order microscopic Eq. (11) is used
together with the experimental x-ray optical constants to de-
rive the polarizability, the calculated curve is essentially in-
distinguishable from that of Eq. (15), thus verifying the ac-
curacy of the microscopic approach and its exact reduction to
the x-ray optical model, provided that multiple scattering ef-
fects are included and certain conditions mentioned above
are met.
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In Fig. 2(c), we finally show normalized curves of the
multiatom effect on the O 1s intensity as a function of an
x-ray incidence angle, as calculated using the x-ray optical
approach of Eq. (15). These curves make it clear that the
effects are strongly sensitive to an x-ray incidence angle,
being much smaller for angles greater than about 30°, al-
though very similar in shape for all angles. The calculated
normalized +/— excursion of the effect as a function of an
incidence angle is further shown in the inset of Fig. 2(c),
where it is compared to experimental results at four inci-
dence angles. There is excellent agreement between experi-
ment and theory, and theory furthermore predicts an
asymptotic value of about 4.5% for the excursion at normal
incidence. These results thus further confirm the accuracy of
the x-ray optical analysis as compared to experiment, and
also imply that such effects should be observable on crossing
strong core-level resonances for all angles of x-ray inci-
dence, although with greater difficulty of observation as 6,
goes above about 20-30°,

We also note that recent measurements have found similar
MAREPE effects in O 1s emission from CuO with Cu2p;y),
resonance, and these show a overall excursion of ~20% that
is similar to the magnitudes observed here for MnO.!* Here,
the effects have been termed ‘‘anti-resonances’ to distin-
guish them from the all-positive effects reported in previous
uncorrected data [cf. Fig. 1(c)]. but the present paper makes
it clear that they are manifestations of the same interatomic
resonant phenomenon. Although it was not possible in this
paper to see similar effects in O 1s emission from NiO,'? we
believe that this could be due to the relatively high x-ray
incidence angle of 35° used in this paper, combined with the
~+2% statistical error in the data as compared to the few
percent effect that might be expected at this incidence angle
[cf. inset of Fig. 2(c)].

It is now useful to compare these theoretical results with
those from prior work by Henke on calculating photoelectron
intensities via x-ray optics.’*® We first note that he was in-
terested in scanning the incidence angle 6, only, in which
case &, B, \,, and A, all remain constant, and he was thus
able to make certain approximations that we cannot, due to
the strong variation of both & and B over a scan in photon
encrgy. Nonetheless, if |8],8<1 over the energy scan,
which Fig. 2(b) makes clear is an excellent assumption, our
Eq. (15) can be simplified to

do

[1Chw)|?
47 B(hv)sin 0, (hv) . 1
N(hv) A, (hv)sin g

which permits more direct comparison with this prior work.
In particular, our use of |7|? to represent the strength of the
electric field squared below the surface is inherently more
accurate and versatile in application than the factor [1—R]
X[sin 8,,,,/sin 8, ] used by Henke in his prior analysis. An
additional difference in the two approaches is that all quan-
tities in the last expression are treated as real by Henke,
whereas we have shown that a more accurate expression re-

. (16)
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lated to this earlier formalism is a factor [/—R][sin 8,/
(Refn,sin 6, 1], with n, and 6,,,’ here treated as complex. In
addition, the inverse x-ray attenuation length perpendicular
to the surface in this prior work and appearing here as the
first term in the denominator of Eq. (16) was further simpli-
fied by Henke, and finally is different from ours by a factor
of 1/ sin 8,,' . In describing scanned-energy resonant data
however, we find it essential to use the form in Eq. (15), or
with some approximation, that in Eq. (16).

To gain further insight into the relationship of photoemis-
sion intensity of & and B, we can further approximate Eq.
(15) to the conditions of the measurements shown here, for
which & and 8 are both much less than unity [cf. Fig. 2(b)]
and the reflectivity R is also small (with a maximum value
for all cases considered here of 0.18 at 8,,=5°), and this
finally yields, after suppressing the obvious dependences on
photon energy

o do 1+38 1
V)~ 7Q Tnpsm o, 1 (17)

Ny A, siné

From this expression, it is clear that the variation of intensity
with photon energy as normalized to the values on either side
of a resonance should qualitatively follow &, just as ob-
served. The magnitude of this variation is also enhanced by
the change in 3, whose increase over the resonance generally
acts to decrease intensity over the same region. The negative
excursion of & just before the resonance, together with the
increase in 3, thus produces the strong dips in intensity seen
at about 639.5 ¢V in Figs. 2(a) and 2(d).

Although the numerical results from the microscopic
model embodied in Eqs. (1)-(11) can be reduced to a con-
tinnum x-ray optical picture, provided we include higher-
order effects representing multiple light scattering, it should
nonetheless permit future calculations of such interatomic
resonant photoemission effects from first principles, includ-
ing in particular, an allowance for nearest-neighbor many-
body interactions that are only effectively included in the
optical approach. Of course, any microscopic model is in a
sense simply calculating the x-ray optical response of the
system, but for nearest-neighbor effects, in free molecules,
and for small clusters of atoms on the nanometer scale, it is
not clear that an x-ray optical approach is particularly useful,
or even appropriate. Beyond this, the excellent numerical
agreement between the microscopic and macroscopic con-
tinuum dielectric descriptions presented above is expected to
break down when the wavelength of the radiation is of the
order of, or smaller than, the relevant interatomic distances.
Thus, if the resonating atoms do not form a compact enough
lattice (as Mn does in MnO), the continuum dielectric treat-
ment is not appropriate. Some possible examples of this are
atoms situated inside the cages of fullerites or zeolites,
and/or systems subjected to resonant excitation by shorter-
wavelength radiation. The continuum dielectric model also is
not appropriate for calculating such effects in nanometer-
scale objects or systems with nanometer-scale heterogeneity
or clustering in which the detailed atomic positions are to be
allowed for, even if this model can be extended via methods
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such as the Mie theory so as to apply to special cases such as
small metal clusters of regular shape.** Neither is the con-
tinuum model appropriate for free molecules, in which core-
core interatomic resonance effects appear to have recently
been observed in angular distributions.'>

We also comment briefly on an intermediate theoretical
approach that would involve assigning each atom a complex
scattering factor based on some combination of measured
and/or calculated optical constants, somehow partitioned
among the different constituents so as to allow for element-
specific resonance effects, with standard formulas for this
appearing elsewhere.’® This method could in principle be
applied to any arbitrary cluster of atoms, and with sufficient
long-range order, would lead to Bragg scattering effects at
shorter wavelengths. However, this approach could not in-
corporate any unique nearest-neighbor effects, nor in its stan-
dard formulation would it explicity allow for the multiple
scattering effects on resonance that we find to be important.

Regardless of the theoretical model that is most appropri-
ate to use, such interatomic resonance effects (even though
generally smaller and of different form than discussed previ-
ously) still represent an experimental probe that should be
able, for various situations, to provide information on the
near-neighbor identities and bonding of atoms B that sur-
round a given emitter 4, as suggested in prior work.!™*

Finally, we note that both of the theoretical models dis-
cussed above can be extended to describe fluorescent x-ray
emission. For the x-ray optical model, and for the case of a
fluorescent energy that is far from any resonance and at a
fluorescence exit angle #” that is large enough to minimize
refraction and reflection at the surface, this would involve
simply replacing A, sin 8 with A% sin 6 in Eqs. (15)-(17).
with Af equal to the fluorescent x-ray attenuation length
along path length or A/[47 "] in obvious notation. With
this replacement, Eqs. (15)—(17) thus represent different lev-
els of approximation for handling what essentially reduces to
the well-known self-absorption effects in x-ray fluorescence
that have been discussed previously in connection with
MARPE.*" In fact, viewed in this light, MARPE in x-ray
emission can be seen as having self-absorption as a key in-
gredient, but due to near-neighbor effects not the only ingre-
dient. The microscopic model could also be similarly ex-
tended to predict fluorescence intensities, but we will not
present these details here.

V. CONCLUSIONS

In summary, we have pointed out that a proper allowance
for detector nonlinearity is essential for accurately measuring
multiatom resonant photoemission effects, with the magni-
tude and form of the corrected results being significantly
different from previous reports.!~*%’* A microscopic theoret-
ical model proposed previously for describing these results’
is found to well describe the observed effects, and confirms,
via agreement with experiment, that they can be considered
as interatomic resonance phenomenon. For the specific case
of O ls emission from MnO in the vicinity of the Mn2p
resonances treated here, this microscopic model, with the
inclusion of higher-order interactions not considered previ-
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ously, is also found to be reducible to a classical x-ray opti-
cal treatment using experimental optical constants. The x-ray
optical model is furthermore found to well describe the ob-
served intensity profiles as a function of both photon energy
and x-ray incidence angle. It is thus of interest in future
studies to explore the degree to which such effects (particu-
larly with the expected enhancement of nearest-neighbor in-
teractions, for more spatially dispersed resonating atoms so
as to go beyond the simple x-ray optical picture, in
nanometer-scale objects, and/or in free molecules) can pro-
vide an element-specific probe of near-neighbor properties
and many-clectron interactions. The experimental and theo-
retical approaches outlined here should provide a sound
framework for such work, both for photoelectron and fluo-
rescent x-ray emission. The microscopic theoretical model
outlined here should also be capable of describing such core-
core interatomic resonance effects in the intensities and an-
gular distributions in photoemission from free molecules,'
as well as with straightforward generalization the valence-
core interatomic resonance effects mentioned previously.®1°
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Finally, we point out that the demonstrated importance of
multiple scattering of soft x-ray radiation in the vicinity of
strong core-level resonances should be of relevance in the
analysis of resonant elastic and inelastic x-ray scattering, and
other topics of high current interest.””
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A new method for the simulation of electron scattering and diffraction in solids and molecules
within the cluster approach is presented with. explicit applications to photoelectron diffraction,
electron scattering in molecules, and LEED: No spproximations are made beyond the muffin-tin
modet, and in particular, an exact representetion of the free-slectron Green function is used. All
oultiple scattering paths are sccounted for up to an order of scattering thai ensures convergence.
The new method relies upon a convenient separation of the free-electron Green function in rotation
matrices and translations along the £ axis, which greatly réduca I.he computation time and storage
demand. The evaluation of the multiple scatéering exy ) ted using the divergent-
free recursion method, which permits performing an |tenhve uﬁmment of the Anal-state wave
function, as expressed in the basia set of spherical harmonics attached to each atom of the cluster.
Examples are offered in which divergences encoiitered when using sither direct multiple scattering
or the more sophisticated simultanecus relaxation method are eliminated by using the recursion
mettiod, The computation time needed by the résulting P pmp-nm of lectron diffraction in
atomic clusters {(EDAC) to determine the self-conbi ly-scattered wave fi i proportional
0 N7(lmax + 1)*, where N s the number of atoms in the cluster and {uey i the maximum angular
momentum for which the scattering phnle shifts take non-negligible values. Within this methed it
is possible to blish that in practical cases N > 1000 might be needed for convergence of the
cluster size, although the a.n,gulnr averaging inherent in many experiments may reduce this. The
recursion method has also been modified to reduse the effort in computing angular distributions of
photoelectrons and low-energy diffracted electrons; which now take negligible time for esch angle of
emission once the wave function has been d ited for a given electron energy. Angle and energy
distributions of core-level photoemission, elastic scattering of electrons from » fret molecule, and

L/

low-energy electron diffraction in Iarge-unit-cell sirfaces are calculated.

61.14.-x, §1.14.0c, 61.14.Qp
L INTRODUCTION

Multiple elastic scattering (MS) plays a central role

in the description of electron transport inside solids
and moleciles in different experimental spectroscopics
[ike photoeletiron diffraction {FD},'™ low-energy elet-
tron diffraction (LEED),** Auger electron diffraction
(AED),® x-ray-abaorpuon fine structure (XAFS),” and
related techniques.

Various approximations are customatily employed to

efficiently calculate MS effects. For relatively high elec-
tron energies like the ones considered in this work {> B0’

¢V above the Fermi level), electron scattering is rather
insensitive to the outermost region of the atomic po-
tentials that make up the solid or molecule. There
fore, the atomic potentials can be welt approximated by
spherically-symmetric muffin-tin potentials. 4 In addition,
inelaatic scattering is usually treated in a phenomenolog-
ical way vis a complex optical potential, or equivalently,
inelastic mean free paths.!

Two différent categoties of computational schemes can
be distinguishid, depending on the use made of the sym-
metry of the atomic structure in the case of solids: layer-
by-layer methods and cluster methods. The former have

been primarily developed in the context of LEED and
take advantage of the fact that the atoms of an ori-
ented crystal are disposed in layers parallel to the sur-
face, resulting in remarkably efficient algorithms for the
transport between layers.%%1% The latter do not require
any sort of long-range order snd can be applied to other
classes of problems.* 17

In particular, when translational crystal s]rmmetry is
broken due Lo either the presence of randomly distributed
adsorbates and defects or a localived character of the
electron source as in the case of P and AED, cluster
models provide a natural approach for simulating MS ef-
focts that is suggested by the fact that excited electrons

‘cannot travel large distances in real solids without suf-

fering inelastic losses, s0 that the region which actually
contribules to the emission of elastically scattered elec-
trons defines a finite cluster surrounding the adsorbate,
defect, oc emitter.}1717 This approach is also suitable for
dealing with similar scattering phenomena in adsorbed

" or free molecules.

A hybrid model consisting of treating MS within a clus-
ter formed by concentric spherical shells was propuoed by
Pendry!® and impiemented by Saldin et al.1¥ %! to ulm-
ulate x-ray-absorption near-sdge structure (XANES),'®
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LEED,?® AED, and PD.?' This method can in fact be
advantageous in LEED calculations when latge surface
unit cells are considered 2

The mote straightforward cluster approach adopted in
the present work has been extensively employed in the
past within a single-scattering approximation, and it has
been found to reproduce qualitatively, and in several re-
spects quanrtitatively, many of the experimental features
in both XAFS™?? and PD.%®% However, higher orders
of MS are needed to imptove accuracy and siructural
analyses.™ For example, by interpreting the terms of the
MS series as paths that the electron follows connecting
atoms in the cluster in alt possible ways, 3% characteristic
MS effects like forward focussing and defocussing along
rows of atoms have been discerned in PI) experiments.?*

A basis set suited to describe the electron wave func-
tion is provided by spherical harmonics and spherical
Bessel functions attached to each atom of the clus-
ter. This incorporates curved-wave effects in a natu-
ral way. Unfortunately, the propagation of these func-
tions between cluster at is computationally very
demanding.?®?"4 Since no intensive use of crystal sym-
metry is made in cluster models, further approximations
have been introduced in the past in order 4o make feasible
the caiculation of the M$S series.22-3%:3.7.6,1,13-15,21,22

In the high-energy limii, the propagation reduces io
plane-wave factors (hence the name plane-wave approki-
mation) and each term in the MS series becomes a prod-
uct of scattering amplitudes.” Different expansions of the
propagated wave function in the finite region centered
arocund each cluster atom lead to the so-calted small-atora
approximations.®!! Among them, the point-scattering
approximation goes beyond the plane-wave approxima-
tion by multiplying the scattering amplitude by appro-
priate curved-wave factors.”

As the experimental resolution increases, more ac-
curate theoretical analyses become necessary. ‘These
are complicated by the fact that the number of multi-
pole terms that are needed rises rapidly with increas-
ing electron energies. The maximum of the significant
angular momentum quantum nombers scales roughly as
{mar ~ krme, where k is the electron momentum and ree
is the muffin-tin radius of the scatterers. Upon inspec-
tion of actual calculations, lmay is of the order of 3 — 20
for electron energies in the range 50 — 700 &V. Since the
number of different multipole components (I, m) used b
describe the electron wave function around each atony
i3 (Imax + I)%, the aforementioned propagation between’
each pair of atoms involves multiplication by propsgation
matrices, requiring (/max + 1)* complex producta.

On the other hand, the number of atoms N needed in
a cluster ¢ reach convergence is also important in the
evaluation of the computational demand of the problem.
This number scales a3 the cube of the electron inelastic
mean {ree path {imfp}, A;. We estimate /¥ as the number
of sites of a simiple cubic lattice of lattice constant 2.6 4
that are contained in a sphere of radius 1.5;. The depen-
dence of the universal imfp curve on the electron energy

(=]

Mua‘q.a ¥ ‘E -’\rt'ﬁ. ."‘Aq

must be also aHowed for.37° The relation between fnax
and the electron momentum discussed above has been
assumed for a typical muffin-tin radius r, = 1.54. In
this way, one obtains the relation between N and [..
shown in Fig. 1 by the solid curve,

In order to overcome the rapidly-growing computa-
tional dernand with incressing lmax, Rehr and Albersld
(R-A) provided a clever procedure based upon a sepa-
rable representation of the free-slectron Green function
that allows one to generalize the scattering amplitudes,
substituting them by matrices that describe each scat-
tering event for a given type of atoms in such a way that
the leading element of each matrix reproduces the point-
scattering approximation. Their method, which produces
reliable results when keepmg only & few more relevant
clements in those matrices,'” ie particularly suitable to
calculate the contribution of different individual electron
paths, and it has been implemented for PD calculations
by Kaduwela et ol.!” and by Chen et ol.}

Rather than including all possible electron paths,
Zabinsky et ol have also shown that only a small frac-
tion of all paths contribute significantly to the M5 se-
ties in XAFS, This has permitited them to reduce sub-
stantially the {otal computational effort by only includ-
ing in the calculation selected paths whose contributions
are non-negligible already within the plane-wave approx-
imation. Their approach is very efficient in particular
if the so-called second-order R-A separable representa-
tion is used, where each scattering event within a given
electron path is typically represented by 2 6 x 6 matrix.

More recently, Chen ef ol*! have used a similar ap-
proach in the case of PD, incorporating an iterative eval-
uation of the MS expansion within the framework of the
R-A separable representation.'® In this approach, the
number of complex muttiplications per iteration is 36V,

In the present work, the MS expansion is evaluated us-
ing an exact representation of the Green function prop-
agator. An iterative grooedure is followed that requires
3 (10/3)N3(Imax + 1)° multiplications per iteration. Wu
and Tong*? bave reported divergences in the exact MS
expansion and claimed that these divergences can be pre--
vented by using the simultaneous relaxation method,**
consisting of both mixing the result of each iteration
with that of the previous one and using the updated
components of the wave function as they are calculaied
rather than waiting for a given iteration to be completed.
That iteration procedure is compared in the present pa-
per with the Haydock recursion method,*"™® which is
shown to be more robust and to prevent divergences
not avoided by the former. In addition, the recursion
method results in faster convergence as compared with
either the direct MS expansion ot the simultaneous re-
laxation method. These ideas have been implemented
in & new fully-automated compuler code for calculat-
ing electron diffraction in atomic clusters (EDAC), A
similar approach has been recently employed in the de-
scription of photon scattering in nanostructures.” The
computational pecformance of EDAC as compared with



second-order R-A is shown in Fig. 1 (broken curve): the
EDAC methad is (aster outside the shadowed area.

The MS theoty is reviewed in Sec. II in a way suit-
able to be employed within the selected iterative scheme,
Further compuiational details are given in Sec. IIl. Ian
particular, several iteration methods are discussed and
2 modification of the recursion method is introduced to
allow calculating scattered or emitted elactron intensities
for multiple directions simultaneously from a single M§
calculation (Sec. 1L A}. Moreover, the [ree eleciron prop-
agators are decomposed into rotations and translations
along the z axis, resulting in a significant reduction both
in time and in storage demand (Sec. [I1B). Particular
examples of application to PD, elastic electron scatter-
ing from molecules, and LEED from surface structurés
with large unit cells are presenied in in Secs. IV, V, and
VI, respectively. Finally, the main conclusions are sum-
marized in Sec: VI

Atomic units (au., i, ¢ = m = & = 1} will be
used from now on, unless otherwise specified. The no-
tation of Messiah*® for apherical Bessel and Hankel func-
tions, epherical liarmonics, and rotation matrices will be
adopted.

1I. MULTIPLE SCATTERING THEORY

Let us begin by introducing the standard element;

of multiple scattering theory in a Green's function ap-
proach. Consider an electron of energy E described by
the wave function ¢°(r) that satisfies the free-electron
Schrodinger equation

{(Ho— E)¢* =0, )

where Hy = —¥3/2.
The presence of a solid or molecule introduces a strong
perturbation that can be represented by the potential

Vi) =) Valt),

where the sum iz extended over stomic positions R, .
Within the muffin-tin model adopted here, each atomic
potential V, vanishes outside a sphere of radius rZ,
(the muffin-tin radius) centered at R,. These are noo<
overlapping spheres and V(r) is et to a constant (the
muffin-tin sero) in the interstitial region.

The wave function ¢ that satisfies the full Sdm'idinger
equation (Hy+ V - E)yp = 0 can be writlen p = b+ g,
where ¢ is the scattered part. Using matrix notation,'*
the latter can be expressed in terms of the atomic-cluster
T matrix as

¢ = GoT¢", (2)

where G is ilie free-electron propsgator that satisfies
(E — Ho}Go = 1 and k& = +/2E is the eleciron mo-
mentum, Defining the cluster Green function G via

{(E — Ho — V)& = 1, the T matrix can be written
T=V+VGV. An |mp|t<:|l. dependence on E is un-
derstood in these exp!

The key ingredient of MS theories is the reduction of
the T matrix of the cluster to the T, matrices of the in-
dividual muffin-tin potentials V,. The latter are defined
by the seli-consistent relation

To = Vo + VaTa Vi 3)
Following Beeby,> T can be written as a series expan-
sion whoee terms rep t all possible electron scattering
paths, More precisely,

T=Y As
o
where
Ao =Ta4 Y TpCoTs {4)
Ita
+ 3. ) TGoTpGoTa +
T fpa

accounts for MS paths in which the firet scattering event
occurs ab atom o and two consecutive scattering events
take place always at different atoms of the cluster. From
Eq. {(4), T can alternatively be defined as

T= E(T. + 3 ApGoTu) {5
Pia
=Tag+ 3 (Ap + ApGoTa,)
Peg
for any atom ayp.
Inserting Eq. (5) into Eq. (2}, the scattered wave re-
duces to

#= Ew" + ) _ Gohpél), ®
]
where
42 = GoTap® ™

repre.entl the first-order contribution te MS. The second
term on the right hand side of Eq. (6) can be understood
as the propagation of the results of scattering at atom o
to every other atom of the cluster f, followed by subee-
quent MS starting at the latter.

Some information on the structure of the acattered
wave function can be gained by considering explicit ex-
pressions for Gg- Namely,

=1 elble-r1
Golr—¢') = g ®

= "2"'E"‘i,ﬂ(h’).fl—m(kr’)(—lj'*"‘, (r>+)
L

where h‘:’(kr) = i'hf”(kr)YL(ﬂ..) represents an outgo-
ing spherical wave, jp{kr') = i'fi{kr")YL(0)) is & mix-
ture of outgoing and incoming spherical waves that ex:
Libits no net flux into or out of a closed surface contammg
the origin, h“') is a spherical Hankel function,*® j; is a
spherical Bessel function, and L = {{, m) labels spherical
harmonics Y. Since, by vittue of Eq. (3), T, vanishes
outside the muffin-tin sphere o, one finds, using Eqgs. (7)
and (8),

€)=Y A k(- Ra) 621 {9)
L

for r — Ra| > r3,.%° Therefore, ¢% is a superposition
of outgoing spherical waves centered on R,. Following
& similar argument, the self-consistently scartered wave
can be written

#(r) = 3 3 AP [k(r - Ra) by (10)
a L

for r outside the muffin-tin spheres. Eq. (10} atates
that the scattered wave finds its sources in the muffin-
tin spheres, from where it emerges as a combination of
outgoing spherical waves.

The propagation of ¢2 from atom a to atom 3, which
is needed in the evaluation of Eq. (6), can be performed
by using Eq {0} and the translation formula of spherical
harmonicg?%37+1

AP k(- Rs) = 3 elkr - Ra)|Gapien {11}
L

where

Gap e =47y h{H [k (Ra — Ryg)]
o
x j QYL Q) L V).

Eq. (11) is valid provided that |r — Ra| < [Ry — Rel;
this condition is satisfied when r is contained inside the
muffin-tin sphere 5 3# o and non-overlapping spheres are
considered. It is also convenisnt to represent Gy in the
basis set of spherical harmonics attached to sach atom of
the cluster. Using Eqgs. (8} and (11), one finds3%374

Gofr = v') = =2k Y _ ju[k(r = Ra)ljirme[k(r’ — Rp)}
L

x (~1)"+ Gaprir, (12)

and this expression is valid in the present context for
@ # f, and r and v’ lying inside different non-overlapping
muffin-tin sphetes.

With the belp of these expressions, all spatial integrals
that are implicit in Eqs. (4) and (6) (see Ref. [ 49]) can
be collected in the so-called scatiering matrix elements,

lorr = =2k f drdr’ jium[k(r — Ro){(—1)'+T
xTy(r, r) jrefk{c’ — Ra)). (13)

For spherically-symmetric potentials, ¢, 1o+ becomes di-
agonal and it is given in terms of the scattering phase
shifts §7 as*

tort = tagdre = sinﬁfe“'-ﬁ,;,r. (14)

Finally, using Eqgs. (4) and {9)—(13), and identify-
ing coefficients that multiply into the same functions
AP [k(r - R, )], Eq. (6) reduces to

$a=d2+ Y taGapé} (15)
P

+ E Z: therp‘}Gp-.-;g +
VR P

where ¢2 and §, denote column vectors of components
$%,1, 8ad $a L, respectively, Gop represents the matrix of
components Gap,Liy the scattering matrix ¢, has com-
ponents given by Eq. (14), and matrix multiplication in-
volves summation over indices L, L, etc.

II1. COMPUTATIONAL PROCEDURE

The time employed in the direct evalustion of Eq. (15)
grows exponentially with the number of terins on the
right hand side. However, an iterative procedure makes
it feasible to evaluate the MS series until convergence is
achieved, as discussed below in Sec. HIA 14347 where
several iteration methods are in tior
with the solution of that equation, including a new mod-
ification of the recursion method that atlows us to calcu-
late intensities simultaneously for many angles in the far
electron field from a single MS calculation.

An exact representation of the fres electron Green
function is used in the present work, and this ia made
possible in part thanks to the saving in both compu-
tation time and storage demand achieved through the
method introduced in Sec. IIIB: decomposition of the
Green function into elementary rotations and tranals-
ticns while kupln; track of the latter, so that they are
not rily re-cal “‘du:mglheﬁ:llMSenlu—
ation.

A. Tterstive salution of the M3 series

It ia easy to see that the sum of the first n+ ] terms on
the right hand side of Eq. (16), ¢7, obeys the following
recurrence relation:

; = ¢° +ia Z Gqﬂ‘n-li (" > 0)' (m)
Aga :
That is, the difference between ¢ and $3-% is just the

n't sum on the right hand side of Eq. (15). Each term
in that sum contains n products by matrices t,, that is,



it can be interpreted as the contribution of paths along
which the eleciron undergoes r atomic-scatiering eveais.
Taking the n 3 oo limit in Eq. {18}, one finds

o= 8 +10 ) Gasby. (7
Pa

The direct inveesion of Eq. {17), sometimes called giant-
matrix inversion (GMI), is prohibitive in many cases,
since it requires performing ~ N3(lmax + 1)°® complex
products. However, this has been carried out by sonie
authors for smail values of N and Imu "2 and is also
commonly used within individual layers in a surface with
small number of atoms per surface unit cell. ¥

Three different iterative techniques have been used and
compared in the present work to evaluate Eq. (15): (aa) di-
rect Jacobi iteration, (b) simultaneous relaxation,*? pre-
viously used in this context,*? and (c) the Haydock re-
cursion methad 444

(&) Direct Jacobi iteration. Thia method is based upon
the iterative evaluation of Eq. (16). Starting with ¢3,
each iteration of Eq. (16) leads to the next order of scat-
tering, and this procedure has to be carried out until
convergencs is achieved. Subatituting ¢ ; for ¢qp in
Eq. {10), oné abeains the approximate wave function cal-
culated up to order n of MS. Since the wave function
cocfficients g, ¢ span & space of dimension {Imax + 1)?V,
Eq. {16) can alsc be regarded as the power series inver-
sion formula 1/(1 — X))} = (1+X + X3 +._ }|$}, where
X is a matrix that operates on that space, defined in
terms of 4 and Gag, and |¢) is the vector of coefficients
$o,t- Unfortunately, when any of the eigenvalues of X
has a magnitude larger than 1, this expansion series fails
to converge. This problem has already been discuseed
in the context of LEED* and PD.*? Faster convergent
schemes can be found that do not require an extra com-
putational effort, at the price of dismisaing the intuitive
physical pictiire of going to the next order of scattering
with each itération step. This is the cese of the simults-

neous relaxation method and the recursion method dis-

cussed next. .
(b} Simultuneous relazation method (SR). This con-
sists of using the latest values of ¢7, as soon as they are
calculated. |n addition, the result obtained from ita iter-
ation is mixed with the previous result to improve con-
vergence, Thien, the iteration formula becomes

&':=;:+‘¢2qu$':
Pu
and
ga=ndra+l-nda,
where 5’; = ¢y for § < o and J’: = ;l',‘" otherwise,
and n is & mixing parameter typically adjusted in the

range 0 < n < 2 in order to accelerate convergence. For
0 < # < 1 one has what is termed underrelaxation.#?

{c) Modified recursion method. With the notation of
point {a} above, Eq. (17} can be written {¢} = (X -
Xy~Y4% (A = 1). The relevant magaitude in which
we are interested is the electron current at the detector,
which is proportional to {{f|#}[*> with a suitable defini-
tion of the final detected wave function in a given di-
rection {f| (e.g., see Sec. [V below). Haydock’s recursion
method*¥7° permits obtaining this matrix element by it-
erative refinement. Here, A plays the same role as the en-
ergy in calculations of solid ground state properties.15:46
Although we are only interested in the value A = 1 in
the present case, the recursion method is advantageous
because it is fully convergent for any matrix X. Actually,
it produtces rigorously exact values when the iteration is
carried out (Inex + 1)?N times, although convergence is
achieved much earlier, typically in less than 20 iterations
in the examples presented in the present work.

In many cases, one is interested in calculating angu-
Iar distributions of emitied or scatiered electrons (e.p.,
in Fig. 3). Unfortunately, the recursion method requires
cartying out the MS iteration procedure for sach direc-
tion of emission {i.c., for each {f]). Here, we have mod-
ified the recumsion method so that it allows one to ob-
tain intensities for various directions of emission with a
single MS calculation, provided one stores the moments
fin = (FIX"{¢T for éach (f] and each iteration step n.
Qur modified method is based upon the double recur-
rence

feprr} = (X1 — a])lep) — b7 lap-11/85 4 (18)
and o
Baar) = [(X ~ ag}lBe) — bglfe-1)1/be41, {19)

where the atarting values are o)) = |61} =0, |ag) =
1}/ /5%, and {Bo) = [do}//Fio, and a, and b, are com-
plex numbers. Upon inspection, one can easily prove that

{ould} = by (20)
if one chooses . .
an = {0} X[54) (21)

and b1 such that {or,41]8s41) = 1. Haydock's recursion
method is recovered in the special case where X = X1
and {f} = |¢o).** These recurrences share in common
with Haydock’s methed the property that the matrix of
components {a;{X|5;) is tridiagonal, as can be seen from
Eqs. (18), (19), and (20), and this permits writing the
Gesired matrix element as the continued fraction®t

S0 ey

A=ay -

(A - X)"I¢o) =
A—l,—l_—:“:

Different terminations of the iteration procedure have
been proposed,* but in the present context, our results
are quite insensitive to the particular choice.
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Rather than directly evaluating these recurrences, an
equivalent recurrence can instead be constructed using

the quantities
I = {ap] X7|8,).
Multiplying Eq. (19) by {a,|, one finds

By = i3 — aglle ~ b 31 /bg, (23

and similarly, from Eq. (18),

Big = [ — aplpy — 800_ 1 e (24)

Moreover, Eq. (21) can be recast

G, = I;,', (25)

and the normalization {actor by, becomes

bpyr = /15 — a7 — 8. (26}

Now, a, and by, and therefore also Eq. (22}, can be evalu-
ated using Bqs (23), (24), (25), and {26) recursively with
the starting values If, = pn/fps and I _, = 12, = 0.
The relevance of this procedure is that it permits calcu-
lating the matrix element (22) ditectly from the moments
in, which are in turn obtained from a single MS calcula-
tion for as rnany {f|'s as desired.

Comparisons of rapidity of convergence using these it-
eration methiods are offered in Figs. 2, 3, and 4 for PD,
and in Fig. 7 for electron scattering, The resulis are dis-
cussed in more detail in Secs. IV and V.

An important peint about the iteration methods just
described is that the number of products of scatiering
matrices I, per iteration is NV in all of them, whereas the
puinber of Gug$p products is N(N — 1). Therefore, in
realistic clustérs, where N > 100 {see Fig. 1), no sub-
stantial relative increase in computational effort is intro-
duced if ont goes beyond the commonly used spherical
muffin-tin approkimation, that is, if non-diagonal scatter-
ing matrices like those needed to represent non-spherical
potentials®®*5 (e.g. in photoelectron diffraction in ori-
ented moleciles®®) or spin-orbit coupling®™ are consid-
ered.
Since mqli of the computational effort is invested in
products by Gop matrices (vector addition takes a neg-
ligible time), wé have devoted Sec. III B to a description
of how to minimise their computational coet.

B. Optimization of products of Green functions

Following previous authors,?*1%14 the Green function
Gop that propagates a free ciectron along an inter-atomic
bond vector deg = Ry — Ry will be expressed in terms
of the propagator along the z axis by using rotation ma-
trices mm.(aﬁf), where {afly) are the corresponding

Euler angles.*® In a first step, the bond vector dap is
rotated onto the z azis by applying the matrix!348

Rap.ire = 8 RY (0,8, — ), 27)

where {8, ) are the polar angles of dap. Then, the elec-
tron is propagated along the bond veclor, directed now
along the z axis and for which the Green function reduces
to

Cipirr = bmes VAT 3 VI 11 B kdap)

x / 42 Vi (@) Yiro (Y7, (). (28)

Finally, the bond vector is rotated back to the original
position, and ope finds'>*!

Gap = RIAG3sFap- (29)

A recurrence relation has been reported that permits
evaluating Eq. {28} efficiently.'® The rotation matrices
can be in turn decomposed into azimuthal and polar ro-
tations as*®

Rgi)m'(ﬂv 0,7 — 'P) =

This decomposition of the Green function permits us to
reduce both (i} the storage tequired to evaluate the MS
series abd (ii} the computational effort.

(i) A significant reduction in memory demand can be
accomplished if the coefficients of each polar rotation
RY{0,8,0), each azimutbal rotation {~1)™¢¥™', and
each propagation along a bond distance G ¢ ;. are com-
puted and stored once and for all the first time that they
are encountered during the full calculation. Since actual
clusters on which MS ealculations are to be performed
possess in general a certain degree of symmetry, the total
number of different bond distanees and bond polar an-
gles is considerably reduced as compared with the total
number of bond vectors. To iliustrate this, let us take the
example of a simple—cubic-lattice cube of side p in units
of the Iaitice constant; this cluster contains p® atoms and
(2p—1)*—1 different bond vectors, a number that has to
be compared with at most 3p* bond distances, since the
square of the distance between any pair of atoms has to
be equal to an integral number, and the distance between
opposite corners is +/3p. A betier estimate for this case
results in s 1.8p% different bond distances.

(ii) For 2 given maximum value of the angular mo-
mentum number {,.,, the dimension of each vector J.js
(fnax + 1)2, 80 that every matrix-vector product Gasép
involves (Imax + 1)* complex multiplications. However,
all of the three matrices that appear on the right hand
side of Eq. (29} are sparse, as can be seen from Eqs. (27)
and (28). A detailed inspection leads to the conclusion
that only ~s (10/3)(lmax + 1)* complex multiptications
are needed to evaluate the product Gopds when Gap is
decomposed as shown in Eq. (29). This is a factor of

" .{0,8,0) (—1)™ elem’,



25 lmar/10 smaller than the direct matrix-vector prod-
vet.

Further reduction in computational and storage de-
mand can be achieved if symmetty relations for the
Green function and the rotation matrices'® are used {e.g..
G::- L im ' m = G:u’,l‘-m,l-m)' .

n the examples reported below, the time needed to
calculate and store the matrices defined in Eqs. (27) and
(28) is negligible compared with the time gpent in the
iterative evaluation of Eq. (16).

C. Electron attenuation, temperature effects, and
surface barrier

The effect of electron inelastic scattering is easily ac-
counted for in a phenomenological way by multipiying the
propagator G4 of Eq. (28) by an exponentiatly-decaying
function of the bond distance, exp(-d%g_/?o)q), where J;
is the inelastic.electron mean frec path and the 1/2
factor reflects the fact that this function goes inside the
wave function rather than the electron prabability. Also,
the propagation from each atom to the detector has to
be accompanied by the corresponding exponential atten-
uation that takes care of the part of the path contained
inside the cluster (or below the surface in the case of &
solid sample, of which the cluster represents just a part),
Inelastic scatiering, together with MS, reduces the scat-
tering range, making LEED and PD excellent surface
analysis techniques. In the case of core-level photoemis-
sion, the photoelectrons ejected from a solid or molecule
thus provide information only on the vicinity of the jon-
ired atom, and features coming from the interaction with
distant atorms are attenuated by a finite inelastic mean
free path.

The effect of thermal vibrations has been incorporated
a3 is generally done in LEED analyses! by means of tem-
perature dependent phase shifts that take into account an
average displacement of the cluster atoms in their ther-
mal motion; )

Refraction at the surface barrier or inner potential.
requires correlating the direction of emision as seen from
inside a solid with the actual direction of detection out-
side of it. The relation between these two is eadily ob-
tained by invoking conservation of electron momentum
parallel io the surface and taking into account the low
of electron kinetic energy in the motion normal to the
surface. A transmission factor is also needed,*” specially
for nearly graring emission (i.e., when the normal kinetic
enezgy it only a few eV above the vacuum threshold).
Diffraction of electron components reflected back from
the eurface has been neglectod, although we note that
this can play a very important role at very low normal
kinetic energies. .

- We now apply this general methodology to theree im-
portant classes of experiment: core-level photaelectron
diffraction, elastic clectron scattering from molecules,

and low-energy electron diffraction at surfaces.

IV, CORE-LEVEL PHOTOELECTRON
DIFFRACTION

In thie section, our methods are applied to the case
of photoelectron diffraction. Describing the interac-
tion with the external radiation .4 to first order, the

perturbed part of the time-dependent wave Function,
$(r) exp(—iEt), is given by
(e} = f dr' Gr,¥) Hraa ()2, (30)

where ¢;{r} is the initial-state core-electron wave func-
tion and G(r, ') is the cluster Green function discussed
in Sec. [I and evaluated at the final electron energy £.
The photo-excitation of a core-level electron in a solid or
molecule can be well described within the dipole approx-
imation when the radiation wavelength is much larger
than the dimensions of the initial core-electron state, in
which case one can take Hyus = Cé -r, where € is the
photon-polarization unit vector and C is a normalization
constant.

In matrix notation, expressing G in terms of T a8 G =
Go + GoTGo and using Eq. {5), Eq. (30) becomes

¢ = GoH st + GoTc.Gonﬁi
+ z GohpGoHaathi
Skoe
+ 2 GohpGoTa,GoHradis
Piag :

where @y is taken to be the emitter. Noticing that Ga, =
Go+GoTe,Go in the Green function of atom v, one finds

# = GayHeaathi + Y, GoApGuyHesatis
P

which can be compared to Eq. (6] to redefine
)= baasC [ Gl 27 4. Y

We are interested in values of r outside the muffin-tin
sphere of the emitter ag, whereas the integral in Eq.
(31) involves x’ inside the muffin-tin sphere (i.e., the re-
gion ‘where the core-electron wave funciion takes non-
negligible values}. Under these conditions, Ga, can be
written as*® :

Go,(r,r")
= -2 3 AP k(e - Ro)IFLOD exp (87, (32)
L

where Fi(r) = i R(r)YL{8);) is & solution of (Ho+ Ve, ~
E)Fy, = 0 and F is chosen such that it is finite at the

origin (the regular solution). Inserting Eq. {32) into Eq.
(31) and comparing the result with Eq. {9), one obtains

2.0 = ~2kChaagt™ " (Fule - rlds),

which includes the dipole matrix elementa (Fpje - v|é;}
and phase shifts &7 that are well known in the theory
of atomic photoelectric cross sections. ¥ Finally, the MS
coefficients ¢4, are obtained from 3 ; as explained in
Sec. 11 and &(r) is given by Eq. {10} outside the muffin-
tin apheres.

When r lies at the electron detector (i.e., for r much
larger than the interatomic distances of the cluster) we
are in the far-field limit and can approximate Ay [k{r —
R, )} s explikr - iky - Rq)YL{82)/kr, where ky = kr/fr
and (1 is the polar direction of » {i.e., the detector).
Therefore, using Eq. (10), the measured electron inten-
sity per unit of solid angle in the far field becomes

@) = ,% Z’e—ik,-n.-t.na.- ZYL(‘U%,LF: 33
a« L

where (,, is the distance from atom a to the surface slong
the direction of emission and X; is the inelastic electron
mean free path. In general, comparison with experiments
requires performing an incoherent sum over different de:
generate initial states and possibly over various emitters
Grg- .
For PD from atoms on or below a solid surface, and for
which the entire (focussed) photon beam is intercepted
by the sample, the intensity can be given in electrons per
steradian per incoming photon by choosing the normal-
ization conscanc as |C} = 4wko(w/c)?f cosd;, where w
is the photon energy, ¢ is the speed of light, 8; is the
polar angle of incidence of the light with respect to the
surface pormal, and o is the surface density of emitters
equivalent to g (i.e., those of a given layer parailel to
the surface).

The present. formalism is particularly efficient when
calculating phiotoelectron angular distributions: once the
coefficients &, 1 have been obtained for a given electron
energy, the photoelectron intensity for each emiasion di-
rection is readily calculated using Eq. (33). When us-
ing the modified recursion method outlined in Sec. IIL A,
{f¢) corresponds to the expression inside the modu-
lus in Eq. (33) and the moment n is given by pn =
{F16°) — (/1), where (f14") ia calculated from the
coefficients 47, obtained in the n** iteration.

The relative performances of the various iteration
methods discussed in Sec. III A for calculating PD from a
simple sample consisting of two carbor atoms is analyzed
in Fig. 2, where the inset illustrates the details of the ge-
ometry (the interatomic distance corresponds to nearest
neighbors i graphite). This constitutes a severe test of
multiple scattering, since the interatomic distance is rel-
atively small. Within the resolution of the figure, the
recursion method (solid circlea) converges in just seven
iterations to the result of the exact giant-matrix inversion

(GMI). In single scattering (55), that is, at iteration 1,
the direct Jacobi iteration (open circles) is already much
worse, and subsequent scattering orders lead to diver-
gence. Meither are such divergences prevented by using
the SR method (broken curves) over & wide range of the
relaxation parameter 7. The lower the value of 1, the
slower is the increase in intensity with iteration step, but
the divergent behavior remains.

Divergences such as these are encountered in MS when
the absolute value of any of the eigenvalues of the ma-
trix X discussed in Sec. IIl A is larger than 1. In a basis
set that makes this matrix diagonal, each eigenvalue z;
enters the direct Jacobi MS expansion of 1/(1 — X) as
1/{(} — =) = 1+ 2+ &7 +.. ., and this expansion is only
convergent when |zi| < I. This is a well-known problem
in LEED,%* where various schemes have been devised to
prevent it, such as renormalized forward scattering®?
and reverse scattering perturbation.¥1? The SR method
provides a cure in many cases,*? but it is not sufficiently
genersl, as illustrated by Fig. 2. Instead, the recursion
method has a well-established convergent behavior, 14 and
therefore, it will be employed from now on unless other-
wise specified.

Fig. 3(a) shows our choice of the cluster used to rep-
resent photoemission from a given atom (darker circle)
within a solid surface. The cluster is formed by those
atoms contained within a parabolic surface where the
emitter coincides with its focus. The patameter douy, de-
termines the site of the cluster (see figure). The parabolic
surface comes from the condition that the maximum elec-
tron path length inside the solid, where the inelastic at-
tenuation is effective, be at moat dyax within S5 for nor-
mal emission.

Convetgence with the number of cluster stoms N
d3 . 15 analyzed in Fig. 3(b) for photoemission from &
Cufs leve] situated on the third layer of a Cu(111) sur-
face and at a polar emission angle of 8 = 35*. The ge-
ometry wader consideration is illustrated schematically
in the Jower left corner of the figure, and the atoms are
again within the paraboloid of Fig. 3{a}. Plotted here is

the reliability factor defined as®®
Y
Rype = |'_T'°—°__I: (M)

where the average is taken over all aximuthal divections
of emission (cf. inset), I is the intensity calculated
for an N~atom cluster, and 1™ is actually obtained for
N = 1866. The solid curve and circles correspond to
the result obtained from the recursion method, where

convergence is achisved in less than 20 iterations. A .

smooth convergence can be seen in the N — oo limit.
For N s 160, which is suggested by Fig. 1 as a con-
vergence ctiterion for the clectron energy undet consid-
etation (100 eV), one has R, = 0.16. The inset shows
azimuthal scans obtained for different cluster sizes, in or-
der to facilitate the understanding of the actual meaning
of Aaye in terms of curve comparisons. For N = 044 (dot-



ted curve in the inset), one has R, = 0.03 and conver-
gence is alrendy quite good as compared to the N = 1856
case, although some amall discrepancies can still be dis-
tinguished in the height of the peaks around 30°, 60°,
and 90°, so that over 1000 atoms are needed to obtain
convergence within the resolution of the figure. We note
however that most real experimental situations involve
averaging over some finite solid angles, and this can lead
to an effective reduction in the cluster size needed.

The open circles in Fig. 3(b} show the reliability factor
obtained from the Jacobi method for various scattering
orders (5, 9, 13, 17, 21, and 25), where the spread in the
position of the circles makes evident a divergent behav-
tor. The latter is more pronounced for larger clusters.
In this sense, the Jacobi method has to be regarded as
an asymptolic séries unable to converge below a certain
reliability factor in the present case.

Figs. 4(a) and 4(b}) show the performance of the re-
cursion method (solid circles, for which only odd iiera-
tion orders introduce variations by construction of the
method) as compared with that of direct Jacobi itera-
tion {open circles) as a function of iteration step for 41
photoemission from the third W layer in a W{110} sur-
face covered with one monolayer of (1 x 1) O and with
an emission angle of 46°.%* Two different definitions of
the reliability factor have been used, based upon either
the relative average deviation given by Eq. (34) by sub-
stituting NV by che iteration step n {Rave, thick curves],
or the maximum deviation over the azimuthal scan {thin
curves)

m—i=

B = 2T, (35)
respectively, where the average is performed over ax-
imuthal scans for a polar angle of emission § = 46°.
Both iteration methods show similar convergence behav-
jor for the relatively small cluster of Fig. 4(a}, consisting
of N = 65 atoms. However, for the larger cluster of Fig.
4(b) (N = 189), the Jacobi method fails to converge,
whercas the recursion method shown a steady convergent
trend.

As pointed out above, the computational cost of EDAC
scales a8 (lniax + 1)° with Imay. Consequently, it ia de-
sirable to have a criterion to limit the value of lma, used
in actual MS calculations while maintaining the required
degree of accuracy. This criterion is provided by the fe-
liability factor for the atomic scattering amplitude f,

401 | Flmse — flmm=oo]?
R e

where the integrals are extended over all scattering direc-
tions 2. Fig. 4(c} shows the dependence of Ry on Inax
for 250-cV electrons scattered on W atoms (open circles)
a3 compared with the reliability factor for MS under the
same conditions as in Fig. 4(a} for N = 123 atoms (solid
circles). The latter has been obtained from Eq. (34) by

varying sy rather than N for azimuthal acans with po-
lar angle of emission & = 46°. Both Eq. (34) and Eq.
{36) are proportional to relative variations of the atomic
acatiering amplitude, so that one is comparing quantities
of the same order of magnitude. Actually, they exhibit a
similar behavior with .., 85 shown in Fig. 4(c), which
indicates that Eq. (36), whose computation requires a
negligible time as compared with MS calculations, offers
a good estimate of the error that is made when finite
values of {ynay 8re used, thus providing a criterion to de-
termine the appropriate value of {mey before performing
actual MS calculations. Similar results are obtained for
other values of 8. Interestingly, all angles of scattering
enter in the definition of R, and this is consistent with
the fact that MS in a solid involves a dense set of sin-
gle scattering angles. Also shown in Fig. 4(c) is the {nax
value obtained from the simple criterion mentioned ear-
lier (lmax = kreme}), which is 11.3.

As another PD example, Fig. 5 shows the angular dis-
tribution over the upper-hemisphere for W4l photoelec-
trons coming from the outer W layer of & W(110) sur-
face covered with one monelayer of (i x 1) O and illu-
minated with left-circularly polarized {LCP) light under
normal incidence, as shown in the inseta. The quantity
actually plotted is [1{8, @) — Io(8)1/ To(6), whete I is the
average of the intensity over arimuthal angles. In cal-
culating the data displayed in Fig. 5(a), the MS proce-
dure has been carried out only once for all directions of
emission, as explained in Sec. II1 A, thus saving consid-
erable time. Fig. 5(a) exhibits reduced symmetry with
respect to that expected for W(110) owing to the fact
that LCP light is used and also because the oxygen atoms
are displaced with respect Lo a center of symmetry of the
surface (see the schematic top view). Two different do-
mains can also exist on this surface:*® the one depicted
in the insets and another one with the oxygen lying in a
mirror-image symmetry-equivalent W valley. The aver-
age over the result obtained from both domains has been
performed. The maximum intensity (bright regions) near
the [001) azimuthal direction is rotated clockwise, as ex-
pected from the use of LCP light and f core Jevels,%0:81:59
This rotation reproduces very well the available exper-
ir-jentul data shown in Fig. 5{b} and taken from Ref. |
59].

Az a last example of PD, we consider photoemission
from atoms near surface steps, where the Iack of symme-
try makes it difScult to use layer-by-layer methods in sim-
ulations, while the cluster approach is perfectly auited for
that purpose. Prior x-ray PD experiments on O adsorbed
on stepped Cu surfaces have, for instance, indicated high
sensitivity to structure via SS calculations.5? Here, we
show calculated azimuthal scans of photoelectrons com-
ing from Xe atoms adsorbed near a step on & Pi{l111)
surface {Fig. 6). The insets on the right hand side of
the figure show achematically the geometry under con-
sideration. Two different possible structures have been
studied: one row of Xe atoms located either on the lower
terrace (upper part of the figure) or on the upper terrace

!

(lower part), continuing the bulic Pt structure in both
cases. Experimental evidence coming from low-energy
jon scattering®® indicates that the lower terrace is the
preferred geometry. The results presented in Fig. 6 per-
mit concluding that the featutes exhibited by PD scans
would atlow one to distinguish between the two possibil-
ities, although no actual experimental data is available
for this case. Moreover, at least 100 atoms are needed
to obtain the dominant features when the Xe atoms are
sitting on the upper terrace. However, sirong forward
scatiering, dominaled by nearest neighbors of the emit-
ter, occurs when the Xe atoma are sitting on the lower
tarrace, and therefore, a 22-atom cluster produces good
qualitative resutts. In both cases, convergence in the fine
structure requires approximately 500 atoms.

V. ELASTIC ELECTRON SCATTERING FROM
MOLECULES

The scatiering of an external eleciron beam from &
molecule represented by an atomic cluster is discussed in
this section. The initial electron state of Eq. {1) will be
described by a plane wave ®(r) = exp(ik; -r}, which can
be expanded it partial waves around each of the cluster
atomns, and using Eqs. {7)~(9) and (13), cne finds

$0.0 = Al Vi ()(=1)™ ek BedulZh (37

where (; bas the same meaning as in Eq. (33), with the
surface now defined as the boundary of the molecular
electronic charge distribution. These are the input wave-
function coefficients from which one can obtain those of
the self-consistent wave function (10}, ¢, L, after M5 is
performed using the methods described in Sec. II1. The
latter permits, upon insertion inte Eq. (33), computing
the diffracted electron intensity. Choosing © = 1, Eq.
(33) represents the acatiering croes section.

This has been done for Ceg molecules and 809-¢V eloc-
trons in Fig. 7(a), where experimental results taken from
Ref. { 64] are compared with single scattering (SS, also
reporied in. Ref. { 64]} and MS calculations represented
by broken and solid curves, respectively, as a function
of scattering angle. MS results in better agreement for
the relative height of the prominent diffraction peaks at
around 5° and 8.5°, as compared with the SS analysis.

In order to emphasize the contribution of MS, lower
electron eneigies {100 eV} and a back-scattering geome-
try have been corsidered in Fig. 7(b) for electron scat-
tering by Cao molecuies. The thick solid curve represents
the fully-converged result obtained by using the recursion
method (convergence has been obtained after 11 itera-
tions within the scale of the figure}. The thin solid curve
shows the resulia obtained after only b iterations, which
are in qualitative good agreement with the exact resuit.
By contrast, difect Jacobi iteration is far from conver-
gence even after 25 iterations {thick broken curve). The
Cao molecule, like the C-C cluster of Sec. IV, is & severe

test of multiple scattering because the carbon atoms are
reasonably strong scatlerers placed relatively close to-

gether.

VI. LOW-ENERGY ELECTRON DIFFRACTION

The cluster approach foliowed in this work finds
application in the simulation of LEED intensities for
large-unit-cell surfaces, where conventional layer-by-layer
ach b quite expensive computationally. It is
also directly applicable to non-periodic surfaces, includ-
ing disordered overlayers, disordered alloys, point defects,
steps and kinks, adsorbed clusters, quasicrystals, etc.

In a periodic surface, the scattering of electrons in any
surface unit cell differs from that of the first unit cell by
a phase factor, expfi(ki — k)R], where k; (k;} is the
incoming (outgoing) electron momentum vector, and R,
is a Bravais lattice vector. Therefore, LEED intensities
can be calculated within the present cluster approsch by
taking ¢ as in Eq. {37) for the atoms of the first unit
cell and zero elsewhere. One obtains

Ieen(9) = I(Q)|S(d - kl})lg, (38}

where
5= Zel(k(—k;)ﬂa.
[ )

is the surface structure factor* and J(§1) is an envelope
function given by Eq. (33), where the coefficients ¢q,r
are obtained from a MS calculation within a cluster con-
taining the first unit celt and atoms around it up to a
distance far enough to guarantee convergence. The clus-
ter sige is thus determined by the electron inelastic mean
froc path and the size of the first unit cell, with the clus-
ter extending beyond the unit cell by roughly the electron
inelastic attenuation length.

For an infinitely extended incoming beam and a per-
fect infinite surface, the two-dimensional structure factor
S vanishes except along those directions for which the
components of k; — ky parallel to the surface equal a
reciprocal surface lattice vector G denoted by Miller in-
dicss (hk), giving tise to a factor §(] — I} — G); this
correaponds to the so-called (hk) beamn at the polar direc-
tion Rg. Integrating over directions of emission around

" flg, the probability that the eleciron is reflected zlong

such a direction is found to be

_(2xy3 KQg)
Fa= (%) 2000, coad;”

where 9; (#y) is the polar angle of incidence (reflection)
with respect to the surface normal, A is the surface unit-
cell area, and £ is the electron momentum. With the
normalization of Eq. (37) and taking C =1 in Eq. (33),
Pg is actually the fraction of incoming electrons that are
reflected in the G beam.



In practice, the electron beam has a finite coherence
width of the order of 100 A, depending on the angular
and energy spread of the eleciron gun. This effect can be
accounted for in a phenomenological way by considering
that only a fraclion of the unit cells contribute coherently
with respect Lo an arbitrarily chosen central unitcell. As-
suming a Gaugsian profile for this effect with half width
H and furthermore that there is no substantial variation
of coherence across any given unit cell, one finds

S= e-ﬂ:’,mf:"em;.-I:,‘;m.
2
2
= (2;:13%_ §o-g-eri (39)
. <

where the first (last) sum is extended over surface lac-
tice sites R, (reciprocal surface lattice vectors G). Ob-
viously, the sum in reciprocal space reduces to a singie
term at most in the H -+ co limit, and a few more terms
allow achieving good convergence lor typical values of
H ~ 100A. Taserting Eq. (39) into Eq. (38), one finds a
finite refiection probability for every direction 3.

The present formalism has been applied to the Si(111}-
{7 x 7) surface. The atomic positions have been taken
from a previous LEED analysis,®® in which intensive use
was made of the symmetry of the surlace. By contrast,
the results presented here have been obtained directly
without any symmetry considerations beyond the surface
unit-ceil geometry. Fig. 8 shows the final LEED pattern
Teep (right figure) as well as the surface structure factor
5% (upper left figure} and the envelope function I (lower
left figure) for an incident beam of 50-¢V elecirons com-
ing alonyg the surface normal. The axis [abels represent
the componénte of the electron momentum parailel to
the surface. The structure factor exhibits a dense spot
pattern that reflects the symmetry of the large unit cell
of the Si(111)-(7 % 7) surface. This is a purely geomet-
rical quantity which does not contain any information
about the accual positions of the atoms within the sur-
face unit cell, but does reflect the quality of the elec-
tton beam via Eq. (39). That information is fully con-
tained in the envelope function (lower left figure), which
presents marked maxima near the poxitions expected for
the LEED spots of the unreconstructed Si(111) surface
(see the six prominent peaks i the figure). The eavelope
function modulates the intensity that is observed around
each of the sols of the structure factor, leading to the
complex LEED pattern shown in the rvight part of the
figure.

The calculation of the envelope function J{{l) has been
performed using & cluster consisting of 1§45 atoms, of
which only 494 are contained within the surface unit cell.
The cluster extends up to 15 A below the sueface and the
alectmn inelastic mean free path has been taken as 5.5

This calculation has been compared with experimen-
tal obeervations in Fig. 9 both for 50-eV elecirons and
for 75-¢V electrons (left and right side of the figure,
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respectively).®0 Note the large change in the measured
distribution of the brightest spots when one goes from
30 eV to 75 eV (upper figures), which is well reproduced
by the present calculation {lower figures) using an inner
potential of 10 eV.

As anather example of application of the present
method to LEED with a large unit cell, the case of &
W(110) surface covered with one monolayer of Gd is con-
sidered in Fig. 10. Various experimental LEED studies
of this structure have been reported in the past.57:5% i§..
10(a) shows the model (A) proposed by Tober ef al.,
wherein the Gd overlayer forms a rectangular coincidence
lattice with (7 x 14) periodicity and with a mismatch of
0.6% area increase relative to bulk Gd(0001). The cal-
culated LEED patiern reptesented in Fig. 10(b) for this
model has been obtained from Eqs. (38) and {39) for an
electron beam diameter of 100 A snd an energy of 102 0V.
The surface has been described by five W layers below
the Gd overiayer, so that 648 atoms are contained in the
surface unit cell, and 2516 atoms have been used in the
calculation to include the regions surrounding the surface
unit cell.. Some of the spots are clearly highlighted by the
envelope function, and in particular the six brighter spots
coming from the Gd overlayer. Six satellites around each
of them are clearly highlighted forming a quasi-six-fold
satellite pattern (see the white lines drawn to guide the
eye), in reasonable agreement with the experimental re-
sult shown in Fig. 10{c) (taken from Ref. [ 68]).

Since the spot pattern imposed by § for this model
is a rectangular one, leading to the emergence of spuri-
ous satellites not obeerved in the experiment, a differ-
ent model structure (model B) with & 1.8% overall area
reduction relative to Gd{0001) bas been tried, as repre-
sented in Figs. 8(c)-{d}. Two different domains are pos-
sible in this case. The corresponding LEED pattern av-
etaged over both domaina is shown in Fig. 8(d). This re-
sults in & somewhat poorer agreement with experimental
obscrvations®® [Fig. 10(c)] and demonstrates the power
of such simulations to assist in structural studies.

in summary, the present metihod allows calculating
LEED patterns for complex structures using large clus-
tets of up Lo several thousand atoms, which are now be-
yond practical reach of currently available layer-by-layer
methods of LEED simulation.

VIL. CONCLUSIONS

A new method for the simulation of electron diffrac-
tion in atomic clusters (EDAC) has been introduced.
The computation time has been shown to behave like
N¥{lqex+ 1), where M is the number of atorns and lyas
is the maximum angular momentum quantum number.
Actual caleulations using above 1000 atorns have been
presented. This is made possible via a convenient sep-
aration of the exact free-eclectron Green functions into
rotation matrices and propagators along the : axis.

The resulting EDAC code relies on the itecative solu-
tion of the multiple scattering (MS) secular equation, for
which various iteration techniques have been compared.
In pacticular, the recursion method has been shown to
prevent divergences and to result in faster convergence
as compatred with the direct MS approach, A modified
recursion method has been introduced in order to be able
to quickly obtain angular distributions of scattered or
emitted electrons from a single MS caleulation (see Sec.
I A. ‘

The computational effort in EDAC is not very sensitive
to the detailed form of the atomic scattering t—matrices
(e.g., diagonal vs non-diagonal), and it therefore consti-
tutes a good platform for including the effects of non-
spherical atoma in MS. Further research in this direction
is in progress.’

Examples of application of EDAC to PD have been
given for Cu(111), O/W(110), and Xe adsorbed near
steps of 2 PL{11i] surface. The present cluster approach
is particularly suitable for these cases due to the lack
of translational symmetry. Also, PD from a C-C dimer
has been shown to lead to divergences in the MS expan-
sion (even av a relatively large electron energy of 850
¢V}, which are easily prevented by using the recursion
method.

Electron elastic scattering on Cag molecules has also
been discussed, and MS has been shown to result in im-
proved agreement with experiment as compared to single
scattering. |

Finally, a formalism for etudying LEED within the
cluster approach has been presented and applitd to
LEED from large-unit-cell surfaces. In particular, the
relative intensity of the different LEED spots cbeerved
experimentally for the Si(111J-(7x 7} are well reproduced
by this theary. Also, two different models for the sur-
face structure of one monolayer of Gd on W{110) have
been considered, and the resulting LEED patterns have
been discussed in the light of the available experimen-
tal results. The formalism can also be applied to a wide
variety of non-periodic surface structures, including free
molecules.
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FIG. 1. M.lmmum criteria for convergence on cluster size
and da in Miple scattering calculations
(solid c\u've) and relative speeds of the present EDAC
method versus the second-order Rehr-Albers (R-A) separs-
ble representation {broken curve). Criteria are expressed in
terms of the number of atoms: N as & function of the maxi-
mu angul t number {mae. The value
ofoorwhchmnvergeneeuudneved {solid curve) is es-
timated ax the number of atoras contained within a sphere
of radius equal to L5 times the universal inelastic mean free
path, A;, assuming an average nearest-peighbor separation of
2.5 A. At depends upon the electron momentum k, which is
in turn related to lnax ¥in lnux = kri forntypncnl muffin-tin
acting of re = LSA. The number of ltiplicati
necded per iterakion is (10/3)N*(lnar + '1)" in EDAC and
36N? in R-A, and ﬂmr!fme, EDAC requires a shorter com-

fon time as pared with R-A when N > 0.1(inac+1)*
(vhll-enunbwelhebrohmmrn)ifnll scattering paths are
nccounted for.

FIG. 1. Cls photosmission intensity in a cluster formed
by two carbon atoms separated by 1.4 A as a function of it-
erntion sicp. The incoming light i lineady polarieed with
the polarization vector parallel to the i jc axis. The
emission occurs in the forward scattering direction (see inset).
The electron energy is 850 eV. Results obteined from differ-
ent jterstion methods are compered: the recursion method
ofth-wwk(ldldwdu),whmhmvurgunpdlyhﬂn
exact result derived vis giant-matrix jnversion {GMI); the di-
rect Jacobi iteration (open circles), for which the number of
lmtmﬂupeqlnhthcmtenngw\iel‘;mdthaimlﬂt.—
necus (SR} method**** for various values of the
relaxation parstoeter n {thin broken curves). The intensity
has been normalized to that of the isolated C stom.

f6°

FIG. 3. {a): Schematic representation of the cluscer used
in photoelectron diffraction calculations. Only aloms whose
sum of distances ta the emitter (darkest atom} and to the sur-
face is smaller than dm.x are included in the calculation {gray
atoms). This crilerion lends to a parabolic surface with the
focus coinciding with the emitter. (b): R—factar {Eq. (34)]
variation with the number of atoms ¥ for Cu2s photoemissian
from the third layer of a Cu(111) surface. Arimuthal scans
have been considered with a polar angle of emission of 35%, a
photoelectron energy of 100 eV, and p-polarized light under
normal incidence conditions, as shown schematically in the
lower left corner of the figure. The inset shows the intensity
as a function of azimuthal angle for various cluster sizes, as
indicated by labels, normalized to that of the direct emission
without inelastic atienuation.

FIG. 4. {a): R-factor variation with scatiering order for
azimuthal scans of W4 photoemission from a W(110) sur-
face covered with one monolayer of {1 x 1) O.** The emit-
ter is taken to be in the third W layer, the photoelectron s
emitted with an energy of 250 £V and polar angle of 46°,
and the incidens tight is circulacly polarized and coming per-
pendicular to the surface (see inset). The cluster consists of
N = 65 atoms [dmex = 1 nm; see Fig. 3(a)]. Results de-
rived from the recursion method {solid curves and circles) are
compared with those obtained using direct Jacobi iterntion
{broken curves and open circles), Thick and thin curves show
R—{actor values ding to the definitions of Egs. (34) and
(35}, respectively (i.e., the relative value of the average devi-
ation and the maximum devistion, respectively). (b): Same
a3 (8} for N = 189 atoms [dme: = 1.4 nm; 9e¢ Fig. 3(a)]. (c}:
f—factor variation with lm.x under the same conditions as
in (a) for daax = 1.2 nm (solid curve and solid circles). The
variation of the R factor for the atomic scattering amplitude
as defined by E4. (36) is shown by the broken curve and open
creles, Also shown is the expected I, value based on the
simple criterion of Iy = krm:.

FIG. 5. Wdf photoemission intensity as a function of
thepohrdinct'wnol‘emhﬁonl‘nra“’(l)surfm
covered with one monolayer of (I x 1) O and illumi-
nated with leftcircularly-polarised light * Represented is
[f(8, ) — :..(e)}/l.(o), where [o(#) is the avernge of the in-
tensity over azimuthal angles. The photoelectron energy is
250 V. The emission takes place from the top-most (ox-
ide) W layer. Dark regions comrespond to high i ,.
(a): EDAC cllcuhtlon for & cluster consisting of & =
atoms (Guex = 184). The position ofthemygenushown
achamatically in the inset. The average over the two sy
metry-equivalent positions of the oxygen has been performed.
The direction of normal emission corresponds to the center of
the figure, and the polar angle ¢ is proportional to the distance
to that point (the range actually plotted is 46° < ¢ < 63.5%).
{b): Experimental results taken from Ref. [59].
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FIG. 6. Azimuthal depend of the photo ion inten-
sity from s levels of a row of Xe¢ atoms adsarbed near a step
in & Pt(111) surface. Top part: the Xe atom is an the lower
terrace at the step edge. Bottom part: the Xe atom is on the
upper terrace. In all cases, the Xe atoms are located in Pt
continuation sites. {See the schematic representations an the
right hand side.) The photoelectron kinetic energy is 60 eV.
The electron take-off angle is 30". The light is unpolarized
and incident perpendicular to the terraces.

FIG. 7. (n): Scattering probability of 80-eV electrons
from Ces molecules as a function of scattering angle. Ex-
perimental results (circles) taken from Ref. [64] are compared
with single-scattering (broken curve) and multiple-scattering
(solid curve) calculations. An average over molecular orien-
tations has been performed. (b}: Scattering probability of
100-eV electrons from Cgp moalecules as a function of seat-
tering angle calculated for various iteration steps (see labels)
using 'the recursion method (solid curves} and direct Jacobi
iteration {broken curves).

FIG. 8. Calculation of the LEED pattesn of the
Si(111)(7 x 7) surface for 50-¢V electrons coming along
the surface normal. The surface structure factor 52 (up-
per-left figure) has been obtained for the symmetry of the
Si{111)-(7x 7) surface and for a beam dismeter of 100 A. The
envelope function [ (lower-left figure, in logarithmic seale),
which contains all the information abouit the atomic positions
within a given surface unit cell as well as near-neighbor scat-
tering, stands for the angular distribution of scattered elec-
trons assuming that the first atomic scattering event veeurs
within the selected unit cell. The full LEED pattern (right
figure, in linear acale) is obtained as the direct product of the
structure factor and the envelope function [Eq. (38)]. The
axis Iabels rep t the ts of the electron momen-
tum parallel to the surface.

FIG. 9. Comparison of cbeerved (upper Agures, from Ref.
{66]) and calculated (lower Bgures) LEED patterns for the
Si(111)}(7 x 7) surface using two different electron energies:
wev(leﬂ)mdﬁe\’(ngm) The electron beam is coming
perp to the muface and it has & diameter of 100
A.Them'shbeh., the comp of the elect:

llel to the surfe Some white lines have
been drawn t.o guide the eye.




FIG. 10. {a)-(d): Calculated LEED patterns for a W(110)
surface coveied with one monolayer of Gd. The electron en-
ergy is 102 eV. Thie electron beam is coming along the surface
normal and its dismeter is 100 A. (=); Schemalic represen-
tation of model A for the structure with W {solid circles) and
Gd (open circles) shown, leading to a Jarge Mairé struclure.
{b): LEED intensity for model A. (c)-(d): Same as (a)- (bj
for model B as shown in {c} The age over the g y
depicted in {c} and iis mirror reflection with respect to the
W[001] direction has been performed in (d}. {f): Experimen-
tal result, taken from Ref. [68]. The axis labels represent the
components of the electron momentum parsllel to the sur-
face. Some white lines have been drawn on the LEED images
to guide the eve.
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Angle-resolved ultraviclet photoelectron spectrascopy {ARUPS) data are usually measured spectrum
by spectrum at various emission angles or photon energies in order to observe the dispersion of energy
bands in solids and on their surfaces. In thess lecture notes an alternative experimental procedure is
described which yields a direct mapping of constant energy surfaces within the band structure, and
specifically of the Fermi sutface. This approach appears very promising, in particular when applied to
magnetic systems and systems with narrow bands., Fermi surfaces of surface states are seen in direct

relation to the underlying bulk Fermi surface

1. Introduction

" The shape and volume of the Fermi surface of &
metal are intimately related to many of its physical
properties.! It is therefore not surprising that some
of the first precise measurements of the electronic
structure of metals were carried out at their Fermi
surfaces using the de-Haas—van-Alphen (dHvA) and
related effects where the oscillatory behavior of
some physical property, such as the magnetic sus-
ceptibility, is recorded as a function of the applied
magnetic field. Extremal orbits oo the Fermi suriace
within the plane perpendicular to the maguetic fieid
direction are determined very accurately, and by
combining the information on such orbits for many
field orientations the whole Fermi surface can be
reconstructed. Other Fermi surface probes have
been developed gince, using for example Compton
scattering? or positron annihilation® While these
other techniques put much less stringent reguire-
ments on sample quality and temperature, they
offer relatively limited resolution in k space. All
these methods are volume-sensitive probes and pro-
vide no surface-related information.

In the meantime, angie-resolved ultraviclet pho-
toelectron spectroscopy {ARUPS) has been deve-
loped into a powerful tool for studying occupied
electronic bands alse further away from the Fermi
energy, providing both volume- and surface-sensitive
information.* Early on, Fermi surface data from
dHvA experiments were used for calibrating the ab-
solute k locations of certain bands crossing the
Fermi level. This catibration was found pecessary
as the photoelectron carries direct information on
ky, the k component parallel to the surface, while

its normal component k, is affected by the surface -

potential energy siep, by details of the final state

dispersion relation E(k), and by the smearing as- -

sociated with the short photoelectron escape depth.
On the other hand, it was soon realized that this
technique provided access to the complete band
structure, including the Fermi surface, of two-
dimensional (2D) systems, including surface states,
where ky is the relevant quantum nuomber. These
latter experiments locate Fermi level crossings of
energy bands in measured angle-resclved energy
spectra in order to trace Fermi surfsce contours.®

bourg in tollaborstion with

*Thess lecture notes are based on cxperimental results obtained at the Université de Fri
P. Aebi, R Fusel and L. Schlapbach of the Inptitut de Phyaique, Université de Fribourg, and with T. J. Kreutz and

P. Schwaller of the Physik-Institut, Universitdt Ziirich.
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Alteenatively, a few groups have recently begun
to map Fermi surfaces by measuring intensities of
photoelectrons emitted from the Fermi edge as a
function of emission angles relative to the crystal
axes® 12 and thus as a function of k). In principle,
the two experimental procedures for locating Fermi
sutface contours are equivalent: at those ky positions
where a band crosses the Fermi level, the photoemis-
sion intensity at the Fermi level rises sharply, con-
tributing to the measured contour in the intensity
map.

In this lecture this latter experimental technique
will be introduced. The important test case of
copper will be discussed, providing a simple and
intuitive connection between the measured 2D con-
tours and the well-known Fermi surface of 3D copper.
Recent measurements on ferromagnetic nicke] will be
given and compared with Fermi surface data from
dHvA experiments. Applications to 2D systems
include high temperature superconductors, where
the relevant conduction electrons are quasi-2D, and

2. Angle-Resolved Photoemission

The theory of angle-resolved photoemission has been
excellently reviewed by Hiifner.* We limit our dis-
cussion here to a few simple concepts that are nec-
essary in order to intuitively understand the Fermi
surface mapping experiments. For conceptual sim-
plicity we shall remain within the so-called three-step
model, which describes the photoemission process
as a sequence of (i) the photoexcitation of a band
electron into an empty band, (ii) the propagation
of this excited electron to the surface, and {iii} the
transmission of this electron through the surface into
the vacuum. We make the approximation of a free
electron final state to describe the photoexcited
electron within the solid, which often is a good
starting point for the interpretation of ARUPS data.

In the photoexcitation process (i), energy and
crystal momentum are conserved. For a given photon
epergy Av and for an initial state with wave vector
k; and energy E;(k;), we thus have

sp-derived surface states on Cu and Al surfaces. Eylks) = Eidks) + by, m
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Fig. 1. Iustration of a direct transition (DT) from the Fermi surface of a solid. The band structure E(k} (solid
curves) is given in the repeated zone scheme while the [ree electron Final state parabola (dashed curve) is drawn in the

extended zone scheme. Along this particular direction of k there is a DT for the photon energy hvy and not for hv;.
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For photon energies of the order of 20 eV the as-
sociated photon wave vector ky, is not more than
a percent of typical Brillovin zone dimensions and
can thus be neglected in Eq. (2). The 3D reciprocal
lattice vector G is needed in order to provide the
momentum for the electron to escape from the crys-
tal. These conservation laws imply that the dom-
inant emission features appear as vertical or direct
transitions {DT's) within the band structure of a
solid, as is depicted in Fig. 1. If we now consider
transitions from the Fermi surface only, we must find
locations ky, where a band crosses the Fermi en-
ergy Er, and which is separated vertically from some
empty band by the photon energy used in the exper-
iment. Figure 1 illustrates how such locations can
be conveniently found by viewing the initial atate
band, and thus the Fermi surface, in the repeated
zone scheme and the free electron final state parabola
in the extended zone scheme. The figure also makes
ciear that these conservation laws put rather strin-
gent conditions oo k and that they can be fulfilled
only along a few directions for & given photon
energy. In order to provide an overview of where such
transitions are to be expected in reciprocal space,
Fig. 2 shows & planar section through k space
parallel to the (110) plane of the face-centered cubic
lattice of copper and containing the origin I'. Bril-
louin zones are indicated and the Fermi surface is
given in the repeated zone scheme. The large cir
cles give the possible free electron wave vectors for
the final states associated with two different photon
energies, specifically He [ (21.2 eV) and He II
{40.8 V) radiation. According to Fig. 1 direct tran-
sitions occur at intersections of these spheres with
the Fermi surface. Since the free electron findl state
sphere and the Fermi surface represent intersecting
hypersurfaces in 3D reciprocal space, we expect these
locations to be sets of continucus lines. Figure 3
illustrates such & set of lines as one should observe
for Fermi surface emission from a Cu(001) surface
using He I radiation. Within the (110) plane shown
in Fig. 2, there is no intersection as the final state
falls into the well-known mecks associated with the
zone boundaries near equivalent L points. However,
for emission planes other than that a Fermi level
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Fig. 2. High »y try plane perpendicular to the {110}
direction in the reciprocal lattice of copper. The solid
polygons pond to a section through the bulk Bril-
louin tones. Fermi surface sections are given by dotted
curves. Large circles indicate free electron final states
for He I and He II radiation (21.2 eV and 40.8 &V, re-
spectively). The orientation of three Jow index surfaces
by indicated.

We neglect the scattering processes that the
excited electrons undergo while propagating to the
surface in step (ii}. They affect essentially the tran-
sition intensities and widths and not their positions.
On the other hand we have to consider the refraction
effects due to the surface potential energy step (idi).
For » given photon energy hv, the measured kinetic
energy Ef, of the electrons emitted from the Fermi
level is given by

Eg.=hv—9%, {3)

whese # is the work function of the sample. Inside
the solid the kinetic energy of the same electrons is
higher by an t given by the inper potential

crossing should be observed, thus giviog a ded-
squaze-like Fermi contour, and so providing s direct
mapping of the Fermi surface.

Vo, i.e. the average attractive potential due to the
Coulomb interaction with the ion cores and the other
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Fig. 3. 3D representation of the Fermi surface of copper,
displaying the necks st equivalent L points. The solid
and dashed curves near the bottom indicate the secti
measured at & photon energy of 21.2 &V,

valence electrons. We thus have
Ey(ks) = B3y + Vo 4

Assuming free electron dispersion relations in both
cases, i.e,

- Pk = Bka?
Ef(kl) om ' E;'ila m " (5)

and considering the conservation of parallel momen-
tum, one arrives at the equivalent of Saell’s law of
refraction (Fig. 4):

NP [ =¥
$iné = sin 9..‘ m (5}

Here, 8, is the polar angle relative to the surface
normal upder which the photoelectrons are detected
while 4 is the internal polar angle of the same elec-
trons prior to leaving the surface. Values for Vj and
¢ can be found in the literature for many crystal
surfaces. By taking E;, according to Eq. (3) and by
defining theelectron detection direction by the polar
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Fig. 4. Refraction at the surface potential step: photo-
electrons have longer wave vectors inside the solid {larger
tircle) than outside. For periodic surfuces ky in strictly
conserved,

angle 8, (Fig. 4) and the azimuthal angle ¢, one
can thus determine, within this simplified model, ab-
solute k positions inside the solid:

VIm{hv — & + Vg)

x(sin B cos ¢, 810 0 8in fm, co88), (T)

)

k=

where ¢, is usually measured relative to some high
symmetry direction of the crystal.

These concepts can be readily transposed-to the
case of a 2D system. In this case the initial states
are defined by ky while we consider the same 3D free
electron final states. Since ky is conserved rigorously
and since the final state can pick up any amount of
ki needed from the underlying crystal — there is
no quantization of k; for a 2D system — the same
intuitive picture arises if the Fermi surface is viewed
as a prismatic hypersurface in 3D k space with the
2D Fermi surface 3 its base in the ky plane (Fig. 5).
Obviously, one can bere map the entire Fermi surface
out to the refraction-corrected free electron sphere
using a single photon energy, while one obtains only
slices in the 3D case. However, using tunable syn-
chrotron radiation for excitation, such slices can be
measured for various sphere radii and the full Fermi
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Fig. 5. Condition for the occurrence of a direct tran-
sition in k space for a 2D system: the Fermi surface is
prismatic hypersurface in 3D k space.

represented by a P
states are indicated by the solid circle.

Free ¢lectron final

surface can in principle be constructed also for a an
crystal.

3. Experimental Considerations

As outlined in the preceding section, mapping 2
Fermi surface consists in finding all those k vectors
where direct transitions from the Fermi surface pro-
duce photoelectron intensities. In fact clastic and
quasielastic electron—¢lectron, electron—-phonon and
electron-defect scattering teads to non-k-conserving,
so-called nondirect transitions® that produce inten-
sities also away from the direct transitions, though
usually much weaker. For a fixed photon energy the
detected electron emission direction is swept over 2
large part of the hemisphere above the surface while
the emission intensity at the Ferml level is monitored.
Twao different experimental approaches have been fol-
lawed for this procedure. In the first Fermi surface
mapping experiment presented by Satoni ef ol?a
display type analyzer!® was used for parallel detec-
tion of a large piece of sclid angle. While this device
permits a very efficient data collection with acquisi-
tion times of the order of a few minutes, it has certain
limitations due to angular distortions, low signal-
to-background ratios, detector inhomogeneities, and
limited energy resolution by today’s standards. The
first three points make a set of careful calibration
measurements necessary each time, which reduces
somewhat the efficiency of this approach.
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Normal

Fig. 6. Sequential angle-scanning mode for a mapping
of ky with a uniform sampling density by crystal rotation.
Scanning starts st grasing emission angles and proceeds
in an agimutbal fashion up to the surface normal, cover-
ing several thousand angular settings.

More accurate measurements have been carried
out using & sequential data acquisition of one angle
at a time. In this case a highly optimized angle-
and energy-resolving electron detector can be used.
The setup used in the University of Fribourg la-
boratory, from which all the data presented in these
notes are taken, has a geometry in which this ana-
Iyzer sits fixed in space while the sample is rotated so
as to cover all emission directions relative to the erys-
tal axes. The angle scanning is Jone by computer-
controlled stepping motors that drive both a polar
{ilt axis and an azimuthal rotation of the sample
about its normal. A sequence of azimuthal circles at
decreasing polar angles (Fig. 6) has proven very suc-
cessful, as each closing circle provides a consistency
test for experimentat stability and reproducibility.'®
A uniform sampling density in ky is achieved by
varying the polar step size with 1/cosfm and by in-
creasing szimuthal steps with decreasing polar angle.
Typically more than 4000 angles are sarnpled and
mapped onto ky, with intensity values represented
in a linear gray scale, with acquisition times being
in the range of one to several hours. Even though

i3
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surface cleanliness is a concern with such measur-
ing times, ultrahigh vacuum conditions in the low
10-!! mbar range have made it possible to study
reactive systems such as Na layers on Al surfaces.'8
In this procedure the detection efficiency as well
as the angular and energy resolution are completely
uriform for the entire solid angle which is measured.
Resolutions of < 1° in angle and about 30 meV in en-
ergy are routinely achieved. The He discharge lamp
can be maintained at stable conditions to within 5%
for extended measuring times. Due to the low back-
ground intensities and the constant detection effi-
ciency, even weak features on the Fermi surface can
be observed.

One additional mode of operation could be to
keep the sample fixed in space and to sweep a small
angle-resolving analyzer across the emission hemi-
sphere. In fact, this measuring mode for intensity
mapping has been successfully applied to Auger
electron diffraction,!” and more recently also to
Fermi surface mapping.!? There is one principal dif-
ference between the fixed crystal {which is present
also for the display type analyzer) and rotating
crystal approaches: in the first case the light in-
incidence is at a fixed angle relative to the crystal
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Fig. 7. Geometry of the experimental setup used for all
data presented in this paper. Note that the photon inci-
dence direction is outside the plane swept by the surlace
normal.

lattice, while in the second case it is at a fixed
angle relative to the electron emission direction.
In the latter case we expect the excitation matrix
! t 1o be constant for equivalent initial and
final states, and the produced Fermi surface maps
should thus present the full symmetry of the surface
under study. As a matter of fact, if the light in-
cidence is outside the plane swept by the surface
normal (Fig. T), mirror symmetries will be broken
due tolight polarization effects, as we shall see below.
In the first case, with the light polarization residing
fixed inside the crystal, very strong asymmetries are
seen in the resulting images.!* These asymmetries
can provide information on the orbital character
of the states on the Fermi surface, but they can
also obscure its shape in unfavorable cases. Quite
generally it can be said that any feature containing
well-defined contours, regardless of their intensities,
provides information on the lecation and shape of
the Fermi surface. Caution is indicated if the used
excitation radiation is not “clean,” ie. if weak satel-
lites produce additional weak contours that are
associated with a different photon energy.

4. Three-Dimensional Systems
4.1, Copper as a test case

The Fermi surface of Cu is maybe the best stud-
jed of all sclids and its dimensions and shape are
well known from dHvA experiments!!? (see Fig. 3).
Also, from the point of view of the photoemission
experiment, Cu has the advantage of producing clean
and nonreconstructed low index surfaces after stan-
dard preparation technigues, which remain stable for
extended periods of time under ultrahigh vacuum
conditions.

In Figs. 8(a)-8(c) we present Fermi surface maps
from three differently oriented Cu surfaces, all taken
at a photon energy of 21.2 eV.! As expected, we
observe sets of well-defined, continuous lines for all
three cases. Figure 9 illustrates, for one azimuthal
trace of the measurement of Fig. 8(b) (. = 66°),
how these lines of high emission intensities are ac-
tually formed by direct transitions moving through
the Fermi level: the fast-dispersing sp band is oc-
cupied along the JI12] azimuth of the Cu(lil)
surface, Rotation away from this azimuth finds the
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Fig. 8. Fermi surface maps from (s) Cu{001), (b) Cu(111) and (¢} Cu(110). TIle different surface Brillouin zones
{white lines) and high symmetry points and directions are indi ed. Normal ion is st the center of each ﬁ;!ne.
{d)~() Calculated sections through the bulk Fermi surface using a Iree electron final state (see text). The dashed lines

represent the plane shown in Fig. 2.
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Fig. 9. He [ excited energy spectra from Cuf{lll} ata
polar angle of 66°. Azimuthal angles around the [112)
direction are indicated. Vertical lines limit the energy
window applied to the angle scans of Fig. 8.

transition moving towards Ep, where it crosses
at some azimutha! angle. I the DT peak in the
energy spectrum were infinitely sharp, this crossing
would produce an equally -sharp intensity rise at
the crossing angles. As can be seen in Fig. 9, the
energy peaks are by no means sharp delta functions
but they are broadened, in this case by limited angle
and energy resolution, or intrinsically by electron-
phonon, electron-defect and electron-electron scat-
tering.'%?® Consequently, the Fermi level crossings
will have some width as a function of the emission
angle and thus in k space. It is clear that experi-
mental energy and angular resolution are intimately
interconnected by the band structure E{k).

Now that we have seen the formation of Fermi
contours, we have to establish the precision and relia-
bility with which the real Fermi surface is represented
by these contours when using free electron final states
for data interpretation. For to this purpose we give

in Figs. 8(d}-8{f) the results of a theoretical calcu-
lation for these contours. A Fermi surface of Cu was
caleulated using the layer Korringa~Kohn-Rostocker
(LKKR) formalism, which is in good agreement with
dHvA data. This Fermi surface was then intersected
with the free electron final state sphere [the dashed
lines indicate the (110) plane of Fig. 2], which had
previously been corrected for refraction effects
{Fig. 4} in order to give a one-to-one comparison
with the measured contours. In doing so, & value
of 13.5 eV was taken for Vs ! and 4.7 ¢V for 3.
The agreement found in Fig. 8 for the main contours
puts in evidence that this is a viable technique to
obtain reliable Fermi surface information and that
the free electron final state approximation is a very
good starting point for accurate 3D k space map-
ping. It further appears that k, is relatively well
defined, otherwise the contours should be much
more smeared cut.

As mentioned earlier, photon polarization effects
manifest themselves, for the given experimental
configuration of Fig, 7, as asymmetries in contour
intensities for k points that are otherwise related
to each other by mirror symmetry operations. This
phenomenon can be seen, for example in the data
from the (111) surface [Fig. 8(b)], where the mea-
surement touches the L-point necks at three places.
Each time the intensity on the clockwise side of
the neck is significantly weaker than it is on the
counterclockwise side. Although the experiment
has been carried out with unpolarized radiation,
the oblique orientation of the photon incidence
direction nevertheless means a it of the polari-
zation plane with respect to the scattering plane,
defined by the photoelectron emission direction and
the surface normal. Clockwise rotation then moves
the states near the neck further away from the
polarization plane while the opposite sense moves
them closer. Similar mirror-symmetry-breaking ef-
fects kave been observed in core level photoelectron
diffraction and Auger electron diffraction experi-
ments.??

Besides the main contours seen both in experi-
ment and in theory, the measured images show
additional structure. Most prominently, there is &
very bright small ring at the center of the surface
Brillouin zone of the Cu(111} surface [Fig. 8(b})),
which is absent in the calculations [Fig. 8{e)).
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Fig. 10. Same as Fig. 8 but for excitation with He 11 radiation (40.8 eV).
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Fig. 11. (a) Room temperature Fermi suriace map from Ni(110), excited with He I radiation and using an energy
window of 30 meV centered at the Fermi energy. (b) Same as (a), but for a temperature of 700 K, which is above the
critical temperature {631 K) of fsrromagnetic nickel. Several (eatures are marked by capital letters in order to facilitate

their discussion.

This feature can be identified with the well-known
Shockley type surface state.”® It does not appear in
the calculation which has been carried cut consider-
ing bulk Bloch states only. Similar but much weaker
surface state features are found near the ¥ point on
the Cu(110) surface (see below). Additional strue-
ture can be found in the background region between
the main contours, Some of this must be due to
satellite contributions to the unmonochromatized
He I radiation, others due to nondirect transitions.
In fact a small step at Er can be seen for all angles
in Fig. 9, also away from the Fermi level crossings
of the sp band.

In Figs. 10{a)-10{c) we give a sirnilar presentation
of measured F'S contours from the same Cu surfaces,
measured at a higher photon energy of 40.8 eV (He
II). The corresponding final state sphere has been
indicated in Fig. 2, and we give in Figs. 10(d)-10{f)
again the calculated coutours from intersecting it
with the Fermi surface. Again, excellent agreement
is found. A wider region in k space is accessible at
this energy. Quite remarkably, in the Cu(110) mea-
surement the final state sphere touches the Fermi
surface in normal emission, producing ar extended
circular region of higher intensity, modulated by
matrix element effects.

4.2. Nickel, ¢ magnetic case

While the Fermi surface of Cu has been perfectly
accessible with other techniques, Ni presenis an
interesting case where strong temperature effects
are expected on the Fermi surface due to the phase
transition from an itinerant ferromagnetic state
below a critical temperature of T. = 631 K to a
paramagnetic state at higher temperatures. Clearly,
dHvA or related experiments cannot be applied in
this elevated temperature range as all scattering
rates become prohibitively high. In such a situation,
photoemission can play an important role in provid-
ing unique high resolution Fermi surface information.

A section through the room temperature Fermi
surface of Ni, as viewed through the (110) surface
analogous {o the sitrzation shown in Fig. 2, is given
in Fig. 11{a).3! Various pieces of Fermi surface are
contained in this section. We illustrate two differ-
ent procedures that can be applied to analyze such
raw photoemission data when dealing with a less
well-known Fermi surface, as is the case here. First
we compare the experimental contours, like in the
copper case. to calculated Fermi surface contours,
now obtained using the spinpolarized LKKR for-
malism.  In this case, Ni is in a ferromagnetic
state and we have to consider the two spin systems



separately. The majority spin or spin-up system
wil] have a Fermi surface composed of essentially sp-
like states, because the d shell is filled for electrons

Fig. 12. Calculated section through the bulk Fermi aur-
face of ferromagnetic nickel using the spin-polarized
LKKR scheme for the initial state and & free alectron
final state, Majority spins are given in blue, minority
sping in red. Overlapping regions appear in black.

a)T /T = 0.46
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Fig. 13. (a) Polar section through the room temperature

Fermi surface map of Fig. 11(a) along the |10} azimuth.
{b) Same as (a) but for a temperature of TOO K.
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with their spins aligned parallel to the sample mag-
netization. This part of the Fermi surface is indi-
cated by blue contours in Fig. 12. The minority spin
electrons contribute the red contours. Black regions
correspond to k locations where the two Fermi sur-
faces overiap. Comparing now Figs. 11(a} and 12

we find an excellent agreement as to the positions of
-Fermi contours, thus providing us with a means for

spin assignment of the measured features. Even the
fine splitting of misority-and majority-related con-
tours labled £} and T} in Fig. 12, which are of sp-
like origin a5 a band structure calculation® tells us,
can be clearly seen in the experimental data (fea-
ture C). This splitting becomes much more apparent
in a section through these data along the [110] az-
imuth {Fig. 13(a)]: two intensity maxima are well
separated with angular positions of 54.5° and 49.5°.
The strong arc-shaped feature B is of minority d-like
origin, while for feature A no clear spin assignment
can be given from this comparison.

An alternative method for analyzing this sort
of data is to compare quantitatively some Fermi
surface locations to existing low temperature dHvA
measurements.?® In order to do this, it is useful to

Fig. i4. 3D view of the Fermi surface map of
Fig. 11{a) alter projection inlo the frst Brillovin zone.
Note the reversed order in which the conlours appear
when moving from the zone center towards the bound-

aries us compared to Fig. 11(a).
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Fig. 15. Fermi surface cross sections of Ni in the (001)
plane obtained from de-Haas-vin-Alphen experitnents
{open symbols, [rom Rel. 26) compared to the dats ex-
tracted from Fig. 14 (filled ellipses).

project the measured Fermi surface sections, which
intersect the final state sphere in the second Brillouin
zone (Fig. 2), into the first zone. The procedure is
as follows. Using Eqs. (6) and (7) for each intensity
measurement f(f,,dm) the corresponding k point
inside the solid is calculated. The nearest reciprocal
lattice vector G is then determined and subsequently
subtracted from this k point, translating it into the
first Brillouin zone, Figure 14 shows the image pro-
duced that way in the first zone. The measured data
set now lies on a series of four spherical sectors, each
sphere centered at some reciprocal lattice vector. As
before, intensities are given in & linear gray scale,
producing bright contours where the measurement
surface intersects the Fermi surface. Figure 15 gives
a section through this plot, showing one irreducible
part of the Brillouin zone in the {001} plane. The
measyrement sutface is indicated by the dashed cir-
cular line, and Fermi surface intersections by black
ovals. The dHvA data?® are given by open symbols.
We find rather good, though not fully quantitative,
agreement between the two techniques. Small devia-
tions may arise due to the use of the free electron final
state model, or maybe just because the two measure
ments were carried out at different temperatures. In
any case this indicates the sort of accuracy that can
be expected from these experiments given this simple
level of interpretation.

Apart from these possible systematic deviations
due to this final state approximation, we shall discuss
the question of k space resolution. The measured

Fermi surface locations are given by black ovals
of a size that represents the angular width of the
corresponding contour in the measurement. As can
be seen from Fig. 13, the two sp band transitions
are significantly sharper than the minority d band
transition (E-i). This difference may be attributed
to the more grazing emission angles of the first two
transitions. As mentioned earlier, there is some
smearing-out associated with k; and essentially
none with ky. Consequently, the more weight kj
has at a particular measuring angle, the better that
particular k point is defined. This means that differ-
ent sections of & Fermi surface can be measured with
varying precision, depending on the crystal face of
the solid one chooses for the photoemission exper-
iment. One should also not forget that the group
velocities of the initial atate bands will play a role
in the measaured contour width. For a fat band like
the minority d band & certain epergy spread in the
detector window will cause a larger k smearing than
{or the steeper sp band.!®

We now discuss the changes in the Fermi sur-
face contours ss the temperature is raised slightly

- above the critical point. Without entering much

into the ongoing debate about the behavior of the
exchange splitting between the two spin subbands,
the intensity-versus-angle sections given in Fig. 13
show that the minority and majority contours as-
sociated with sp band emission coalesce near the
critical temperature but remain otherwise as a
well-defined feature in the Farmi contour plot of
Fig. 11(b}. The minority d band-related features A
and B appear to merge, forming a rather extended
region of high intensity in between them. There
are two physical explanations for the occurrence
of such bright regions. A fitst one we have en-
countered in the He II excited data from Cu(i10)
[Figs. 2, 10(c), 10{f}}: when the measuring sphere
touches the Fermi surface glancingly, the direct
transition condition is fulfilled for many k loca-
tions in an extended region. A similar situation

can arise in cases where there is a very flat band,

and thus a high density of states very near to the
Fermi energy. It is not clear which of these two
mechanisms is involved in the present case, Closer
inspection of this region indicates, however, that
some parts of the room temperature Fermi surface
remain visible (feature A'), indicating at least partly
the coexistence of spin-polarized and paramagnetic
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Fig. 16. (a} Fermi surface mapping of BisSr;CaCuyCy44{001) uting an energy window of 30 meV, centered nt Ep. A
logarithmic intensity scale is used for gray levels ln order to enhance weaker features. (b) Gutline of (a}, emphasizing

bet the stronger (thick lines) and weaker (dashed

the fine lines observed in the and

lines) sats of contours. {c) This drawing shows how these hnu have the symmetry of & c(2 x 2) superstructure. {d) For
comparison, the calculated Fermi surface for this compound from Ref. 29.

bands in these Fermi surface contours above T;. The
significance of the kind of data presented here is
that the information is on the Fermi surface directly,
which should be closely linked with the driving force
for the magnetic phase transition. In conjunction
with theoretical models describing the temperature-
dependent evolution of the band structure, these
data should serve as an important benchmark, in
addition to providing some intuitive idea as to

the behavior of the various bands over an extended
region in k space.

5. Two-Dimensional Systems

5.1. Bl.gs!’: CnCu; O“,g high
ternperature superconductor

Before addressing truly surfacerelated Fermi sur-
face contours, we give a briel description of our

1
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experiments on cuptate high temperature super-
conductors®?” which represent quasi-2D systems as
far as the relevant electronic bands near the Fermi
surface are concerned. BiySryCaCuyOyyys crystals
have a layered structure of alternating metal oxide
planes.®® They cleave nicely between two Van-der-
Waals-bonded Bi-Q planes. The bands forming the
Fermi surface are constituted by states that are
located on the two Cu-O planes separated by Ca
atoms, and they are known to be essentially two-
dimensional.?®

Fermi surface contours have been constructed
by Dessau et al.?® by tracing, for various azimuthal
directions @, ky locations where a dispersing peak
crosses the Fermi level. Thit procedure relies on a
detailed line shape analysis of the spectra near Ep.
In these strongly correlated systems where the pho-
toemission signal is composed of a dispersing quasi-
particle peak and a large incoherent background,
finding the exact crossing point is no simple task.
We have therefore conducted Fermi surface mapping
experiments on such samples. Complementary to
the experiments by Dessav ef ol this approach
relies on the measurement of the absolute intensities
at Ep, 2 quantity which is not exploited in their ap-
proach. Figure 16(a) shows the resulting intensity
map. In order to enhance weaker features, jntensi-
ties are here translated logarithmically into gray
levels. Well-defined continuous lines are observed,
with some minor but significant deviations from the
result of Dessau et al. A Fermi surface calculation®
for this same material {Fig. 16(d)] agrees very well
with the most prominent subset of contours seen
in the data, Specifically, the general shape of the
Fermi surface is well reproduced in the calculation,
and the position of the Fermi wave vector along the
T'X direction is quite accurate. On the other hand,
the small circular contour halfway between I" and
Z, which the calculation attributes to hole pockets
associated with the Bi-O planes, is not seen in the
data. Whether it is not present in the bulk elec-
tronic structure of BizSr;CaCuz0Op4y, or whether
it is solely absent in the surface layer Bi-O plane,
cannot be resolved by this experiment. The first bulk
like Bi~O plane is buried about 13 A below the sur-
face and hardly coniributes to the measured photo-
emission intensities. Moreover, in the calculation
two Cu-O bands contribute to the Fermi surface,
leading to the split contours, especially around the

Z point. Experimentally we find that the measured

contours have a full width at hall maximum in ky of
the order of 0.1 A~1, which is just about the maxi-
mum separation of the two bands at the Fermi level
and which can thus hardly be resolved. We are here
not limited by the angular or energy resolytion of the
experiment but by the intrinsic width of the features.

In addition to these strong Fermi surface con-
tours, we observed additional features, some of which
are due to a cf2 x 2) superstructure on the Fermi
surface® [dashed lines in Fig. 16(c)] and others due
to the quasi-(5 x 1) incommensurate lattice modula-
tion®” which is a structural peculiarity of these Bi
cuprates. The observation of such superstructures
may be important in understanding the normal state
electronic structure of these materials and will not
be discussed at this place. We emphasize, however,
that these features had not been seen experimentally
before, and that the visualization of photoemission
intensities in this 2D fashion greatly enhances the
sensitivity to weak extra features.

5.2. ap surface states on Cu(111)
and Cu(113)

In the discusgion of the Cu bulk Fermi surface map-
ping we have already pointed out that a surface state

" appears at the centsr of the surface Brillouin zone on

the {111) surface {Fig. 8(b)]. In Fig. 17{a} we give a
higher resolution magp of this surface state, displaying
clearly the free-electron-like circutar shape. A polar
section through these data shows the high signal-to-
background ratio and the width of the surface Fermi
surface contour, which is less than 3* full width at
half maximum. The existence of this surface state
is closely related to the gap in the surface-projected
band structure associated with the necks around the
L points. Similar gaps in k) exist on the (110} sur-
face, and a surface state has also been observed
here.3' Figure 17{c) gives a nice view of how this
surface state, also rather circular in shape, is situated
relative to the bulk Fermi surface contours. If ene
considers the projected band structure more closely,
one finds that this state has already moved out of the
projected band gap by the time it reaches the Fermi
energy,?! at least along the Y direction. Strictly
speaking, the circular Fermi eontours are thus asso-
ciated with a surface resonance rather than with a
true surface state. Translational symmetry within
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Fig. 17. (a) High resoluticn map (more than 2000 angular settings) of Fermi level intensities near the center of the
surface Brillouin zone of Cuf{111), showing the Shockley surface state. (b) Two polar sections through these dats {open
and closed circles) spaced by 180° in azimuth. (c) Fermi surface map from Cu(110) indicating the surface state centered
at the ¥ point. {d) Sections through the dats of (¢} along the azimuths indicated by black arrows.

the (110) surface demands that this circle be centered
precisely on the zone boundary. From this condition
we can verify independently the accuracy of cur k
space mapping procedure. We know the exact loca-
tion of the ¥ point relative to the ' point, the dis-
tance being TY = n/op = 0.87 A~ (0o = 3.61 A).
From Eqs. {3) and (3) we cbtain the relation

kg = %\/z_m(hu =3 sinbm=T7.  (8)

Taking the well-established work function value of
4.48 eV for Cu(110) obtained from photoemission

cutoff measurements,’? we arrive at a polar angle
of 8, = 24.5° for ¥. Figure 17{d) providing a po-
lar section along the I'Y direction, indicates that we
ovserve the center of the surface state at a slightly
smaller polar angle of 22+1°.

5.3. ap surface state on Al{001)

A similar sp-derived surface state has been observed
on Al001).** In this case the maximum binding
energy is 2.75 eV, while it was only 0.4 eV in the
case of the Cu sp surface states, Its Fermi surface
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Fig. 18. Series of energy spectra from clean AL{001),. .

representing polar scans along the [100] azimuth {FM)
and the [110] azimuth (I'X). The presentation is in &
linear gray scale with low intensities jn black and high
intensities in white. Surfsce and bulk transitions are
indicated.

will therefore cover a much larger area in ky, and
it should be interesting to see how it interacts with
various buik bands. Figure 18 shows the highly
parabolic dispersion of this state, which can be well
fitted with an effective mass of m* = 1.18m,, in ex-
cellent agreement with earlier data.?*? This plot
reprezents a series of spectra measured on a dense
grid of polar angles along the I'X and I3 directions
which have been mapped onto ky according to

k" = %\/Zm(hu — Eg ~ @) siné,,, (9

where Eg is the measured binding energy within
the specira: Intensities are given in a linear gray
scale much like it is done in the Fermi surface maps,
providing a very direct representation of the disper-
sion.¥ Even though emission from the surface state
becomes rather weak away from the I point, this sort
of plot permits a clear tracing of the dispersion and
of the Fermi level crossing which occurs at 0.60 in
units of 2 /ag,

A Fermi surface map is given in Fig. 19, measured
with He I radiation. while the Fermi contours are
here much more complex than in Cu, an intuitive un-
derstanding of all features is still possible within the
simple framework discussed earlier. Figure 20 gives a
schematic view of the situation in k space, along the
TM direction, i.e. within the {100} plane. A sim-
plified free electran Fermi surface for Al is plotted
centered about four reciprocal lattice points which
are relevant to this geometry. We neglect here the

Ausuey|

Fig. 19. Fermi surface map from clean Al{001). Several
features are emphasized by dashed curves in one of the
four symmetry-equivalent places and marked by capital
letters. The boundary of the surface Brillouin zone is
given at one place by the straight dashed line.

g Fooa Tz
fuonmep——
b X
.
o (100

Fig. 20. Section through the reciprocal lattice of Al par-
allel to the (010} plane, analogous to Fig. 2. The bulk
Brillovin zones are given by the polygons, and the ide-
alized free electron Fermi surface of Al is draw around
four reciprocal lattice points. The Jarge circle represents
the final states for Ha I excitation. The location of the

" surface surface state is indicated by the hatched bars.



effects of the lattice potential on the Fermi surface,
since we just want to be able to give an assignment
to the various measured contours. Like in Fig. 2, a
{ree electron final state for excitation with He I ra-
diation is also given, which here reaches further out
due to the smaller Brillouin zone dimensions in Al
as compared to Cu, We can now immediately un-
derstand the large circular contour A in the data as
being due to the intersection with the Tggp-centered
Fermi sphere. The [y spheres give rise to the
arc-shaped contours B, while the Ty spheres (not
shown in Fig. 20) produce the four symmetry-related
arcs . Most of the observed contours are readily
accounted for in this simple picture. The surface
state appears s & weak circular contour D touching
the bulk bands in the T'X directions. The corre-
sponding regions of ky are indicated in Fig. 20. This
figure suggests that the state might actually be as-
sociated with a small gap at the W points and thus
be a true surface state even at the Fermi energy. In
other directions, especially along I'X, the k; values
would pass hear the U points of the bulk Brillouin
zone where there is no gap at Ep. This contour D
comprises thus both true surface states and surface

resonances.

6. Conclusions and Outlook

The examples presented in these notes demonstrate
that this new approach to the photloemission exper-
iment provides a very powerful tool for mapping
Fermi surfaces directly. It can be applied to any
material that can be prepared in single crystailine
form of & few mm? surface area and thickness down
to atomic monolayers. 3D and 2D systems can be
measured. Given the wide open parameter space
accessible by photoemission experiments (tempera-
ture, concentrations, film thickness, dimension (2D
— 3D), etc.) this technique should be particularly
useful for studying phase transitions and their inter-
relation with the Fermi surface.®

While the positions of the Fermi surface contours
are well explained within the simple free electron
fina! state model, there is now also a growing
understanding of the intensity variations along the
contours. A more sophisticated final state wave func-
tion is needed here, which takes into account the
angular momentum character of the photoelectron
wave and the elastic scattering within the surface

Fermi Surfoce Mapping by Photoemission 407

region.T3"** Finally, the analysis of the widths of
such contours might be of considerable interest in
studying fow energy excitations in correlated sys-
tems. The analysis of line widths in energy spec-
tra has attracted a great deal of attention in this
context.!? Very recently we have shown that in
momentum space such line widths can be extracted
more precisely due to a simpler lin¢ shape and a
better-defined background.®®? It should be men-
tioned that other constant energy surfaces below the
Fermi surface can be measured equally well, such
that all the studies discussed here can be extended

to higher binding energies.?™*!
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