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* C S. FADLEY

I. INTRODUCTION

X-ray photoelectron spectroscopy has by now become a widely-used
technique for studying the properties of atoms, molecules, solids, and surfaces.
The extent of development between the first experiments of this type by
Robinson and Rawlinson in 19141 and the present state of the art is indeed
great, with most of this growth occurring within the last 10-20 years under
the stimulation of pioneering studies begun in the early 1950s,2- 3 particularly
those carried out at Uppsala University.3 From the first observations that
core photoelectron peak intensities could be used for quantitative analysis
by Steinhardt and co-workers2 and that core electron binding energies
exhibited chemically-induced shifts by Siegbahn and co-workers,3 the number
of distinct physical and chemical effects noted has expanded considerably.
Thus, together with numerous developments in interpretive theory, this
expansion has provided a rich panoply of information that can be derived by
analysing different aspects of an x-ray photoelectron spectrum. To be sure, a
greater understanding of the theoretical models underlying these phenomena
has not always led to results as directly interpretable in simple chemical or
physical terms as was initially imagined, but the overall scope of information
derivable is nonetheless large enough to be useful in a broad range of
disciplines.

The number of publications involving x-ray photoelectron spectroscopy
(which is commonly referred to by one of the two acronyms XPS or ESCA =
electron spectroscopy for chemical analysis) is thus by now quite large, and
includes several prior reviews3- 4~10 and conference proceedings,11-12 as
well as other chapters in this series on specific problems or areas of appli-
cation.13- 14 Thus, no comprehensive review of the literature will be attempted
here, but rather only a concise discussion of various basic experimental and
theoretical concepts, together with selected examples exhibiting different
effects. In certain more newly developed areas, or for subjects in which con-
fusion seems to exist in the literature, a somewhat more detailed treatment
will be made. The instrumentation and experimental data discussed will be
primarily restricted to that involving exciting radiation produced in a
standard type of x-ray tube, thus providing an operational definition of XPS.
Thus, photon energies of £ 100 eV will be considered, with principal emphasis
on the most common 1-2—1-5 keV range. The more recently initiated photo-
emission studies utilizing synchrotron radiation15 will thus not be included.
The theoretical models discussed may, on the other hand, often apply directly
to photoelectron emission experiments performed at lower photon energies
as, for example, in conventional ultraviolet photoelectron spectroscopy
(UPS) for which hv is typically in the 5-40 eV range or in synchrotron studies.
Alternatively, the models utilized in XPS may represent some particular
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limit that cannot be used at lower energies. Thus, at several points, com-
parisons between low-energy- and high-energy-photoemission experiments
will be made.

The fundamental experiment in photoelectron spectroscopy involves
exposing the specimen to be studied to a flux of nearly monoenergetic
radiation with mean energy hv, and then observing the resultant emission of
photoelectrons, whose kinetic energies will be described most simply by the
photoelectric equation: -

(1)

in which Ebv(k) is the binding energy or ionization potential of the kth level
as referred to the vacuum level and Eun is the photoelectron kinetic energy.
(A more exact definition of binding energy, including a discussion of reference
levels, is presented in Section II.B.3.) In general, both Auger electrons and
secondary electrons (usually resulting from inelastic scattering processes) will
also be emitted from the specimen, but it is generally possible to distinguish
these electrons from true photoelectrons by methods to be discussed later in
this section. There are three fundamental properties characterizing each
emitted photoelectron: its kinetic energy, its directions of emission with
respect to the specimen and the exciting radiation, and, for certain rather
specialized experimental situations, the orientation of its spin. These three
properties thus give rise to three basic types of measurements that are possible
on the emitted electron flux.

(1) The number distribution of photoelectrons with kinetic energy. This
measurement produces an electron spectrum or energy distribution curve
(EDC) and, of course, requires some sort of electron energy analyser or
spectrometer, of which several types are currently being utilized. In the
dispersive spectrometers most commonly used in XPS, electron spectra are
usually measured at fixed angles of electron emission (or over a small range of
emission angles) relative to both the photon source and the specimen.

(2) The distribution of photoelectron intensity with angle of emission. Such
angular-resolved measurements can be made relative to the photon propaga-
tion direction or to axes fixed with respect to the specimen. Generally, these
measurements require kinetic energy distribution determinations at each of
several angles of emission.

(3) The spin polarization or spin distribution of the photoelectron intensity.
These measurements require a specimen that has somehow been magnetically
polarized, usually by an external field, so that more photoelectrons may be
emitted with one of the two possible spin orientations than with the other.
Then the relative numbers of spin-up and spin-down photoelectrons are
measured.16 Such spin polarization measurements have so far only been
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made with ultraviolet radiation for excitation, and they will not be discussed
further here.

The additional time and experimental complexity required for angular
distribution or spin polarization measurements have resulted in the fact that
most XPS studies up to the present time have involved only kinetic energy
distributions with a fixed geometry of the photon source, specimen, and
spectrometer. However, measurements of both types (2) and (3) seem fruitful
from several points of view, and angular-resolved XPS studies in particular
have grown in importance in recent years.17

As an illustration of certain typical features observed in fixed-angle XPS
spectra, Fig. 1 shows data obtained from an aluminum specimen exposed
to monochromatized x-rays of 1487 eV energy. In Fig. l(a), a broad-scan
spectrum of 1000 eV width is displayed, and various prominent photoelectron
peaks are labelled according to their level of origin from Ols to valence.
The oxygen KLL Auger structure is also partially visible at the low-kinetic-
energy end of the spectrum. The oxygen peaks arise from oxygen atoms
present in a surface oxide layer; the Cls peak is due to an outermost surface
layer of contaminants containing carbon. As is usually the case, the photo-
electron peaks are considerably narrower and simpler in structure than the
Auger peaks. Each electron peak exhibits to one degree or another an approxi-
mately constant background on its low-kinetic-energy side that is due to
inelastic scattering; that is, electrons arising via the primary photoemission
or Auger process that produces the sharp "no-loss" peak have been in-
elastically scattered in escaping from the specimen so as to appear in an
"inelastic tail" or energy-loss spectrum.18 Depending upon the types of
excitation possible within the specimen, the inelastic tails may exhibit pro-
nounced structure also, as is evident in the multiple peaks formed below the
A12s and M2p no-loss features (which are due to the excitation of collective
valence electron oscillations or plasmons19 in aluminium metal), as well as
the single broad peak in the Ols inelastic tail (which is due to one-electron
excitations from the occupied to the unoccupied valence levels of aluminum
oxide). The inelastic tail below Cls is considerably weaker due to the relatively
thin layer of carbon-containing species present (approximately two atomic
layers); thus, for this sample, Cls photoelectrons could escape with a relatively
low probability of being inelastically scattered.

In Fig. l(b), an expansion of the low-kinetic-energy region of the same
aluminum spectrum is shown, and several other features are more clearly
discernible. The plasmon loss structure is well resolved, and peaks associated
with the excitation of up to four plasmons are seen. A magnified view of the
rather low-intensity valence photoelectron region also shows complex spectral
structure associated primarily with the overlapping metal- and oxide-valence
levels. In general, XPS valence photoelectron intensities are approximately
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Fig. 1. Typical XPS spectra obtained from an oxidized aluminium specimen with a
carbonaceous contaminant overlayer. Monochromatized AlKa radiation was used for
excitation, (a) Overall spectrum with all major no-loss features labelled, (b) Expanded-scale
spectrum of the A12s, AXZp, and valence regions. Chemically-shifted oxide- and metal-core
peaks are indicated, as well as inelastic loss peaks due to bulk plasmon creation.

an order of magnitude lower than those of the most intense core levels in a
given specimen, but they are nonetheless high enough to be accurately
measured and studied by using longer data acquisition times to improve
statistics. An additional and chemically very significant feature in Fig. l(b)
is the splitting of the Al2s and M2p photoelectron peaks into two components,
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one associated with oxide and one associated with metal. This splitting or
chemical shift is caused by the change in the aluminum chemical environment
between oxide and metal.

In analysing XPS spectra, it is important to be able to distinguish as well as
possible intensity resulting from Auger processes and inelastic scattering
events. An Auger peak can be identified by: (1) comparing the observed peak
energy with other experimental or theoretical Auger energies expected to be
associated with the atom or atoms present, and (2) changing the photon
energy by some amount A(hv) and then noting whether the peak shifts in
kinetic energy by A(/zv) according to Eq. (1) (and thus is a photoelectron peak)
or remains fixed in kinetic energy (and thus has an Auger origin). Inelastic
loss structure is often not as easily discernible in complex photoelectron
spectra as for the examples shown in Fig. 1, but can be identified by: (1) look-
ing for nearly identical features at kinetic energies below different no-loss
peaks, as all high-energy electrons will be capable of the same excitations in
inelastic scattering (although perhaps with probabilities that show a weak
dependency on kinetic energy), and (2) comparing observed structure with
independently-determined energy-loss spectra for the specimen material.18

A further very important point in connection with XPS studies of solid
specimens is that the probability of inelastic scattering during, escape from
the sample is high enough that the mean depth of emission of no-loss
electrons may be as small as a few atomic layers, and is never much larger
than approximately 10 atomic layers.20' 21 Thus, any analysis based on these
no-loss peaks is inherently providing information about a very thin layer
near the specimen surface, and this is, for example, the reason why Ols
and Cls peaks due to thin surface overlayers are readily apparent in Fig. 1.
This surface sensitivity of XPS (or any form of electron spectroscopy) can
be exploited for studying various aspects of surface physics and chemistry,22

but, on the other hand, must also be viewed as a potential source of error in
trying to derive the true bulk properties of a given specimen.

In the following sections, various aspects of x-ray photoelectron spectro-
scopy are treated in more detail. In Section II, the instrumentation and
experimental procedures required are reviewed. In Section III, the theoretical
description of the photoemission process is discussed in detail so as to provide
an accurate background for the consideration of various specific effects or
areas of application; the use of XPS for the study of valence levels in molecules
and solids is also considered. Section IV discusses chemical shifts of core-
electron binding energies and various models used for interpreting them.
Several effects primarily related to complexities in the final state of photo-
emission (namely relaxation phenomena, multiplet splittings, various many-
electron interactions, and vibrational broadenings) are considered in Section
V. In Section VI, various aspects of angular distribution measurements on
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solids are considered. Finally, Section VII summarizes the present state of the
technique and points out certain likely areas for future development.

II. EXPERIMENTAL CONSIDERATIONS

The basic components necessary for performing an XPS experiment
consist of a radiation source for excitation, the specimen to be studied, an
electron energy analyser, and some form of detection and control system.
Each of these four distinct aspects of the experimental system is considered
below. There are by now several commercial sources for complete XPS
spectrometer systems23"30 which represent various design approaches to each
of these components.

A. Radiation Sources

The standard x-ray tube consists of a heated-filament cathode from which
electrons are accelerated toward a suitable solid anode (usually water-cooled)
over a potential of the order of 5-20 kV. Holes formed in the inner levels of
the anode atoms by electron bombardment are then radiatively filled by
transitions from higher-lying levels, with the resultant emission of x-rays.
A thin, x-ray-transmitting window separates the excitation region from the
specimen in most tubes. In general, more than one relatively sharp x-ray line
will be emitted by any anode material, and the energy widths associated with
various lines can also vary considerably from line to line or from element to
element.31 An additional source of radiation from such a tube is a continuous
background of bremsstrahlung.31 The choice of an anode material and operat-
ing conditions is thus made so as to achieve the closest possible approximation
to a single, intense, monochromatic x-ray line. Various design geometries for
such x-ray tubes are discussed in the literature,3- 4- 31~36 with one obvious
choice being whether to hold the anode or cathode at ground potential.

The anode materials most commonly utilized in XPS studies are Mg and
Al, and, to a much lesser degree, Na and Si. Each of the members of this
sequential series of second-row atoms gives rise to an x-ray spectrum that is
dominated by a very intense, unresolved, Koq-K^ doublet resulting from
transitions of the type Ip^ls and Ip^ls, respectively. The first demons-
trations that such low-Z anodes could be utilized in XPS studies were by
Henke.32 These were followed approximately five years later by higher
resolution applications by Siegbahn and co-workers.3 The mean energies of
the x-rays produced in such sources are: NaKoq, 2—1041-0 eV,35 MgKai, 2—
—1253-6 eV,3^ AlKai, 2—1486-6 eV3® and SiKai, 2—1739-5 eV.3» At these
x-ray energies, aluminium or beryllium windows of 10-30 fim thickness are
sufficiently transmitting for use in separating the tube and specimen region.
Additional x-ray lines are also produced in such tubes, as indicated in Fig. 2
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for a magnesium anode37 (note the logarithmic scale). These consist of
satellites arising from 2p^-\s transitions in atoms that are doubly-ionized (KL
in Fig. 2), triply-ionized (KL2), etc., and are denoted variously as Ka', Ka3,
Ka4,..., Kai4. Ka3 and Ka4 are by far the most intense, and, in Mg and Al, they
occur at about 10 eV above the Kai, 2 peak and with intensities of approxi-
mately 8% and 4% of Kai, 2, respectively. Photoelectron spectra obtained
with non-monochromatized sources of this type thus always exhibit a
characteristic double peak at kinetic energies ~10eV above the strong

- 10O

>

-10 50
0.02

0 10 20 30 40
A E . RELATIVE ENERGY (eV)

Fig. 2. The K x-ray emission spectrum of Mg metal as emitted by a non-monochromatized
x-ray source. The peaks indicated <xi, 2, . . ., j3 correspond to various transitions into the
K = l s subshell. The dashed line is an average background and the solid line is the net
spectrum. Note the logarithmic intensity scale. The notation K corresponds to a single
initial Is hole, KL to initial holes in both Is and 2s or 2p, KL2 to a single initial hole in Is
and two initial holes in 2s, 2p, etc. (From Krause and Ferreira, ref. 37.)

i, 2 peaks. The Ka', Ka5, ..., Kai4 satellites are < 1 % of Kai, 2 in magni-
tude, and so, for most applications, can be neglected. An additional band of
Kp x-rays arises at energies approximately 45-50 eV above Kai, 2 and is
the result of valence-^-151 transitions; the Kp intensity is approximately
1 % of Kai, 2 for Mg and Al.37 Thus, to a first approximation, the x-ray
spectrum consists only of the very intense Kai, 2 x-ray and most work has
been based solely on an analysis of Kai_ 2-produced photoelectron peaks.
However, in any study involving weak photoelectron peaks, or peaks
generated by Kai, 2 which overlap with satellite-generated peaks due to other

electronic levels, the non-monochromatic character of the x-ray source must
be taken into account. For such non-monochromatized x-ray sources, the
primary limiter of instrumental resolution is thus the natural linewidth of the
Kai, 2 line. As judged by the full width at half maximum intensity (FWHM),
this resolution limit is approximately 0-4 eV for NaKai, 2,35 0-7 eV for
MgKa1>2,35 0-8 eV for AlKai, 2,38 and 1-0-1-2 eV for SiKai, 2.39 This
width decreases with decreasing atomic number for two reasons: the
2pi-2pi spin-orbit splitting decreases and the Is hole lifetime increases.
Materials of lower atomic number are thus favoured for width, but Mg and
Al are generally utilized because of their lower chemical reactivity and vapor
pressure in comparison to Na, and thus their easier fabrication and use as
anodes. Although neon is expected to yield a Kai, 2 line at 848-6 eV of
only ~0-2-O-3 eV width, no attempts at constructing such a source for use in
XPS have as yet been successful. The use of Kai, 2 lines from elements below
neon in atomic number is generally not possible because the valence 2p levels
involved are broadened by bonding effects, introducing a corresponding
broadening in the x-ray line. However, the Kai, 2 x-rays of F in highly ionic
compounds have been used recently in XPS.40

The monochromatization of such Kai, 2 x-rays by Bragg reflection
from a suitable single crystal has also been utilized to achieve narrower
excitation sources, as well as to eliminate satellite lines and bremsstrahlung
radiation.3- 23- 25. 41- 42 Although the intensity loss in such reflections is
considerable, photoelectron peaks as narrow as 0-4 eV have been observed
with monochromatized AlKa excitation;25-41-42 this width is to be com-
pared to the >0-9 eV typically found without monochromatization. To
compensate for the loss in intensity due to monochromatization, various
procedures have been utilized, including the use of very high-intensity
x-ray tubes involving rotating anodes,41 monochromator systems with
more than one crystal,25-41 multichannel detection systems,25-41 and
dispersion-compensating x-ray- and electron-optics.3- 25 In dispersion com-
pensation, all photon energies within the Kai, 2 linewidth are spatially
dispersed by Bragg reflection and utilized for photoelectron excitation, but
their line-broadening influence is nullified by the action of the dispersive
electron energy analyzer; the commercial Hewlett-Packard system based
upon this mode of operation yields optimum photoelectron peak widths with
AlKai, 2 of ~0-5 eV FWHM.25

An additional type of ultra-soft x-ray transition that has been utilized
successfully in XPS studies is the MK transition (4pi-^3di) in the sequential
elements Y to Mo. The use of such x-rays in XPS was first suggested by
Krause,34 wh© pointed out that they yield sufficiently intense and mono-
chromatic sources in the very interesting energy range of 100<Ar<200eV,
even though various satellite x-rays are present. The most narrow and thus
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most used lines of this type are those for Y (hv= 132-3 eV, FWHM=0-5 eV)
and Zr (hv= 151-4 eV, FWHM=0-8eV), and they have been successfully
applied to studies of both valence levels and outer core levels.34"36 The ultra-
soft character of these x-rays and their resultant decreased ability to penetrate
through matter, as well as the significant sensitivity of their linewidths to
surface chemical alterations of the anode surface, lead to several special
features of tube design. Thin polymeric windows must be used. Relatively
high excitation voltages as compared to hv of ~4-6 kV are also beneficial to
maximize the intensity originating in the metallic anode interior (as distinct
from its oxidized exterior).35 And, in the highest resolution designs, a con-
tinuous deposition of fresh anode material is provided during operation.34' 36

A final rather new development in x-ray sources by Hovland43 that deserves
mention here leads to what has been termed scanning XPS. A thin layer of
specimen material is directly deposited on one side of a thin Al foil (~ 6 jxm
thick). A high-resolution scanning electron beam is directed at the other side
of this foil, so that, at any given time, AlKa x-rays are produced over only a
very small spot with dimensions comparable to the beam diameter. These
x-rays readily pass through the thin foil and specimen, exciting photo-
electrons from a corresponding spot near the specimen surface. Lateral
spatial resolutions of as low as 20 jxm have so far been achieved, and a
number of potential applications for such scanning XPS measurements
exist.43 The only significant limitation is that it must be possible to prepare
sufficiently thin specimens (~ 1000-10,000 A) that x-ray attenuation in
penetrating to the surface is not appreciable.

The x-ray sources discussed up to this point thus permit high-resolution
measurements to be carried out in the two approximate photon-energy ranges
100-200 eV and 1000-2000 eV, with a relatively little explored region from
~ 200-1000 eV separating them. Another source of radiation in the photon
energy region from 100 to 2000 eV of principal interest here is the-so-called
synchrotron radiation that is emitted in copious quantities by centripetally-
accelerated electrons moving with highly relativistic velocities.15- 44 This
continuous spectrum of radiation is sufficiently intense to permit selection
of a narrow range on the order of tenths of eV or lower with a suitable
monochromator (usually a grating) while still maintaining fluxes adequate
for photoemission studies. A number of excellent photoemission studies have
by now been performed using such radiation,15 although these have so far
been restricted to photon energies between approximately 10 and 350 eV,
principally because of the difficulty of achieving adequate monochromatiza-
tion without severe intensity loss for soft x-rays of ^ 350 eV. Such radiation
has the advantages of being both continuously variable in energy, as well as
linearly polarized to a high degree;44 thus, the exploration of phenomena
dependent upon photon energy and/or polarization are much more easily

X-RAY PHOTOELECTRON SPECTROSCOPY 11

studied than with more standard ultraviolet or soft x-ray sources. By contrast
the soft x-ray tubes discussed previously emit radiation that is randomly
polarized to a very good approximation.

B. Specimen Preparation

1. Introduction. X-ray photoelectron spectra have been obtained from
specimens present as gases, solids, or liquids. The preparation and handling
of any specimen requires considering two important factors: (1) In order
to avoid excessive inelastic scattering during photoelectron traversal through
the energy analyzer, pressures between the specimen and the detector must
be maintained at <10~4 torr. This limit is easily estimated by considering a
typical path length during analysis of 100 cm, and requiring that the total
number of atoms/molecules encountered along this path be no greater than
the analogous number encountered along the mean no-loss distance of
emission from a typical solid specimen of ~ 20 A. (2) As the emission of
photoelectrons, Auger electrons, and secondary electrons from any specimen
constitutes a net loss of negative charge, it is also necessary to minimize or in
some other way correct for the possible occurrence of a significant positive
potential build-up in the emitting region. One way in which this is accom-
plished to some degree in any system is by the flux of similar electrons emitted
toward the specimen by various portions of the specimen chamber and holder
which are also in general exposed to exciting x-rays and/or electrons, although
this can in fact lead to the opposite problem: a negative potential build-up.45

The charging potential Vc produced by any net imbalance between charge
input and output may vary throughout the specimen volume and in effect
cause a range of energy level shifts from the values corresponding to the
limiting situation in which no charging occurs. Thus, if r is the spatial
coordinate of the emission point within the specimen, and E^Qc)0 and E^in°
are the binding energy and kinetic energy expected for emission from level
k in the absence of charging, the photoelectric equation [Eq. (1)] can be
rewritten as

c(r) (2)

Thus, if Fc(r) is significant with respect to the typical instrumental resolution
of ~0*l eV (which it indeed can be in certain cases4-45), the measured
binding energies E^v(k> r) will in general be different from £bv(&)°, and peak
broadening also may occur. To minimize or correct for such effects, studies
of peak position versus x-ray flux can be made,45- 46 and a variable external
source of electrons can be provided.25 For gaseous specimens, the pressure
can also be varied.4 For solids, it is also customary to connect the specimen
electrically to the specimen chamber as well as possible. Also, the presence
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of a certain reference atom (for example, gold or carbon) on the surface of
the specimen can be used to correct for charging,47 although this procedure
is often not completely unambiguous. A method recently developed by
Grunthaner48 involves floating a solid specimen at a variable negative
potential and noting that potential at which an external source of mono-
energetic electrons just begins to reach the surface; although not widely used
as yet, this method seems to provide a very direct way of measuring surface
potential distributions and thus correcting for them.

2. Gaseous Specimens. The basic requirement for gas-phase studies is a
chamber to contain the gas with an x-ray-transparent window separating it
from the x-ray source and a small opening or slit to permit photoelectron
exit into the energy analyzer.4- 33- 47- 49~51 Typical gas pressures required
in the chamber are from 10~2 to 1 torr, and therefore some form of differential
pumping is generally necessary between the exit slit and the analyzer in order
to minimize gas-phase inelastic scattering effects,4 as discussed previously.
Typical specimen volumes are of the order of 1 cm3. The first gas-phase XPS
studies were performed by Krause and Carlson,49 followed shortly thereafter
by the more extended investigations of Siegbahn et al.* The gas in the chamber
can be provided by a room-temperature gas-phase source, or can be the result
of heating liquid-4 or solid-33 phase reservoirs. With such devices, metals and
other vaporizable solids can be studied by photoelectron spectroscopy in the
gas phase.33- 50 In certain studies, rather significant changes in peak positions
and relative intensities due to the combined effects of charging and kinetic
energy-dependent inelastic scattering have been noted,4 but, in general, these
are relatively small, especially at lower pressures.

For gas-phase spectra, the vacuum level is the naturally-occurring reference
level, so that Eqs (1) and (2) are directly related to measurable quantities.

3. Solid Specimens. There are various methods of preparing solid specimens
suitable for study by XPS. Typical specimen areas are ~ 1 cm2 or smaller,
and, because inelastic scattering effects limit the no-loss emission to a mean
depth of only 10-80 A below the surface (as discussed in more detail in
Section HI.E), this corresponds to an active specimen volume of only
approximately 10~6 cm3. Thus, total masses of only 1-10 [ig are involved,
and amounts of material on the order of 10~9 g can be detected under certain
circumstances. Any change of the chemical composition in the first few atomic
layers near the surface can thus also have a significant influence on results.

Machineable solids can simply be cut, cleaved, and/or polished into shapes
suitable for mounting in the specimen position. For materials that can be
prepared as fine powders at room temperature, specimens can also be prepared
by pressing the powder into a uniform pellet (perhaps supported by an
imbedded conducting-wire mesh) or by dusting the powder onto an adhesive
backing such as that provided by double-sided tape (although this procedure

has the rather undesirable characteristics of limiting temperature excursions
and providing a steady source of surface-contaminating carbonaceous
volatiles). In order to minimize atmospheric contamination or alteration of
specimens, final preparation in an inert-atmosphere glove box or bag,
perhaps attached to the specimen chamber, can be useful. Elements and
certain compounds can also be heated in situ and vapor-deposited on a
supporting substrate to form specimens. Alternatively, dissolved materials
can be deposited from solution on a substrate, either by evaporating off the
solvent or by selectively electroplating out various components.52 Materials
that normally exist as liquids or gases can also be condensed onto suitably
cooled substrates for study in the solid state.4 A broad range of specimen
temperatures has by now been investigated, ranging from near that of liquid
helium (4 K)53 to several thousand degrees Kelvin.54

The extreme surface sensitivity of XPS also leads in many applications to
the requirement that the specimen region be held at pressures of <: 10~9 torr
in order to permit adequate control of surface composition. For example, for
O2 at 10~9 torr and 25 °C, the gas-phase collision rate with a surface will be
such that, if each molecule striking the surface remains there (corresponding
to a sticking coefficient of 1-0), a full atomic layer will be deposited in
approximately 50 min.55 This minimum monolayer coverage time varies
inversely with pressure, so that pressures of the order of 10~10 torr are neces-
sary to insure the maintenance of a highly reactive surface in a clean state
over the period of time of several hours usually required for a series of XPS
measurements. In preparing such surfaces, in situ cleaning by vapor deposition,
cleaving, scraping, or inert-gas ion bombardment is thus often used.55

For the case of solid specimens, an electrical connection is made to the
spectrometer in an attempt to minimize charging effects and maintain a well-
defined and fixed potential during photoemission. For the simplest possible
case of a metallic specimen in a metallic spectrometer, the energy levels and
kinetic energies which result are as shown in Fig. 3. Thermodynamic equi-
librium between specimen and spectrometer requires that their electron
chemical potentials or Fermi levels be equal as shown. In a metal at absolute
zero, the Fermi level £ F has the interpretation of being the highest occupied
level, as indicated in the figure; this interpretation of E? is also very nearly
true for metals at normal experimental temperatures. For semiconductors
and insulators, however, it is not so simple to locate the Fermi level, which
lies somewhere between the filled valence bands and the empty conduction
bands. The work function <f>s for a solid is defined to be the energy separation
between the vacuum level and the Fermi level. When connected as shown in
Fig. 3, the respective vacuum levels for specimen and spectrometer need not
be equal, however, so that in passing from the surface of the specimen into the
spectrometer, an electron will feel an accelerating or retarding potential
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Specimen

Fig. 3. Energy level diagram for a metallic specimen in electrical equlibrium with an
electron spectrometer. The closely spaced levels near the Fermi level EF represent the filled
portions of the valence bands in specimen and spectrometer. The deeper levels are core
levels. An analogous diagram also applies to semi-conducting or insulating specimens,
with the only difference being that EF lies somewhere between the filled valence bands and
the empty conduction bands above.

equal to <f>s—Aspect, where <f>a is the specimen work function"and Aspect is
the spectrometer work function. Thus, an initial kinetic energy £kin' at the
surface of the specimen becomes £kin inside the spectrometer, and

£kin = -Elfin' + <f>s — Aspect (3)

From Fig. 3 it is thus clear that binding energies in a metallic solid can be
measured quite easily relative to the identical Fermi levels of specimen and
spectrometer. The pertinent equation is

+ Aspect (4)

where the superscript F indicates a Fermi level reference. Provided that it is
also possible to determine the specimen work function </>s from some other
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measurement, vacuum-referenced binding energies can then be obtained from

Ebv(k) = Eb?(lc)+<f>a (5)

In fact, photoelectron spectra can be used to derive vacuum-referenced
binding energies by measuring the position of the zero-kinetic-energy cut-off
of the usually very intense secondary electron peak. Such a cut-off is shown in
Fig. 4 in XPS data obtained for metallic Au by Baer.56 This procedure for
determining work functions has been used extensively in UPS studies,57

but only in a more limited way in XPS56. 58 due to the greater range of

KINETIC ENERGY-
Fig. 4. Full XPS spectral scan for a polycrystalline Au specimen, showing both the cut-

off of the secondary electron peak at zero kinetic energy and the high-energy cut-off for
emission from levels at the metal Fermi level. The measurable distance AE thus equals
hv-<l>s> provided that suitable specimen biasing has been utilized. For this case, hv was
1253-6 eV and <f>s was 5-1 eV. (From Baer, ref. 56.)

energies involved. In the simplest situation, both specimen and spectrometer
are metallic and the energy diagram of Fig. 3 applies. All electrons emitted
from the specimen are thus accelerated or decelerated by the same work
function difference or contact potential <fc—Aspect before analysis. With no
voltage bias between specimen and spectrometer, the zero-energy cut-off
corresponds to electrons propagating in final states exactly at the spectrometer
vacuum level. For the implicit decelerating sign of <f>s —Aspect shown in Fig. 3,
electrons propagating in final states at the specimen vacuum level are thus not
observed. However, if the specimen is biased negatively with respect to the
spectrometer by an amount greater than <f>s —Aspect, then the low-energy
cut-off does represent electrons at the specimen vacuum level or what can be
defined as the true zero of kinetic energy. For the opposite accelerating sign of
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<£s — Aspect, the true zero is observable and negative biasing is necessary only to
insure that the cut-off is easily distinguishable against other sources of low-
energy electrons.56- 58 The low-energy cut-off thus establishes the zero of
kinetic energy, and a distance hv above this on the measured spectral scale
corresponds to the point at which excitation from states at the specimen
vacuum level would occur. On the same scale, the high-kinetic-energy cut-off
observable for metal specimens (also shown in Fig. 4) is caused by excitation
from occupied states at the Fermi level, and the difference between these two
positions is thus the specimen work function. That is, if the measured
difference in kinetic energy between the two cut-offs is denoted by AE, then

<f>s=hv-AE (6)

In more complex situations where semiconducting or insulating specimens are
involved, initial states at £ F are not occupied so as to yield the same type of
high-energy cut-off, although the low-energy cut-off can still be determined.
The location of EF in spectra can in this case be determined by using a
reference metal specimen under the same biasing conditions, and assuming
that electronic equilibrium is fully established between specimen, reference,
and spectrometer. Possible charging effects make the latter assumption
uncertain in many cases, however.

Whether it is determined from photoemission measurements or not, in
general some additional information concerning <£s is necessary to determine
Env(k) for a solid specimen. Inasmuch as </>s is also very sensitive to changes in
surface composition, it is thus often Eq. (4) that is used in analyzing data for
metals and other solid specimens. From this discussion, it is clear that
Fermi-referenced binding energies are operationally very convenient for
solid specimens, although they may not always be the most directly com-
parable to the results of theoretical calculations, in which the vacuum level
often emerges as the natural reference.

4. Liquid Specimens. The requirement that pressures in the analyzer region
be maintained at reasonably low levels of < 10~4 torr means that measure-
ments on common liquids with relatively high vapor pressures can be per-
formed only with difficulty. However, Siegbahn and co-workers41- 59 have
developed techniques for carrying out such studies; these involve a con-
tinuously-replenished liquid source in the form of either a free jet or a thin
film carried on a translating wire, together with a high-speed differential
pumping system between specimen chamber and analyzer. With such an
apparatus, it has been possible to study relatively non-volatile liquids such as
formamide (HOCNH2), as well as solutions of the ionic solid KI dissolved
in formamide. Certain liquid metals and other very low vapor pressure
materials can, on the other hand, be studied with relatively little special
equipment.60
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C. Electron Energy Analysis

1. Brief Overview. The various specific types of energy analyzers utilized
in electron spectroscopy are discussed in detail in the literature,10- 61- 62

as well as in a special chapter in this series.63 Thus, only certain salient
features relevant to x-ray photoelectron studies will be reviewed here. In
general, there are several criteria that an analyzer should satisfy: (1) A
resolution capability of A£l

l!:in/.E'kin«0-01%. This corresponds to 0-1 eV for
1000 eV electrons. Most XPS spectrometers presently operate in the 0-01-
0-10% range. (2) The highest possible efficiency (sensitivity, intensity). That
is, the highest possible fraction of electrons leaving the sample should be
energy-analyzed and detected at the same time. (3) Unrestricted physical
access to the sample and detector regions. This permits a wide variety of
excitation sources, specimen geometries, and detector systems to be used.

Energy j
analyzer <j

I

Multichannel
detector

Retardation
section

X-rays ^ y. ^*—

^"^ sample
Fig. 5. Schematic illustration of an XPS spectrometer system indicating the primary

components of radiation source, sample, electron energy analyser, and detector. For the
specific example shown here, the energy analysis is accomplished by a pre-retardation section
followed by a hemispherical electrostatic analyzer. A multichannel detector is also shown
for generality.

(4) Ultra-high-vacuum capability for work on solid samples if surface
composition is to be precisely controlled. (5) Ease of construction. One design
philosophy often used for increasing the ease of construction is to insert a
retardation section before the analyzer as shown schematically in Fig. 5,
so that the energy of a given electron can be reduced from its initial value of
£icin to the final value at which it is analyzed of EQ. For a given absolute
resolution of AEyan, the relative resolution required from the analyzer is thus
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reduced from AE^n/Ekm to AEkin/Eo, thereby permitting looser tolerances on
many mechanical and electrical components. The net effects of such retarda-
tions on intensity may or may not be deleterious, however, and are discussed
in more detail in the next section. (6) Relative insensitivity to external environ-
ment, particularly as regards the shielding of extraneous magnetic fields.
The vast majority of spectrometers currently in use are based on interaction
with electrostatic fields and for these, (x-metal shielding is generally used to
exclude extraneous magnetic fields. Only for the relatively few magnetic
spectrometers in use are Helmholtz-coil systems required for magnetic field
cancellation.3- 4 Quantitative estimates of the degrees to which extraneous
magnetic fields must be excluded for a given resolution have been calculated
previously.64 (7) If angular distribution studies are intended, well-defined,
and perhaps also variable, angles of electron exit and x-ray incidence. This
requirement generally acts counter to that for high efficiency, as ii implies
detecting only electrons emitted in a relatively small element of solid angle,
thus reducing the total number that can be analyzed and detected.

With these constraints, there are several possible analyzer configura-
tions,61- 62 but the three that have been most used in XPS are all of the
spatially dispersive type, and consist of the hemispherical electrostatic
(schematically shown in cross-section in Fig. 5),3- 61> 65 the cylindrical mirror
electrostatic (CMA),61- 6 6 - 6 8 and the double-focussing magnetic with a
l/y/r field form.3- 64- 69 In all of these analyzers, electrons are dispersed on
the basis of kinetic energy along a radial or axial coordinate. For reasons of
both ease of construction and magnetic shielding, the two electrostatic
analyzers are much more common than the double-focussing magnetic,
although a number of important early studies were performed on such
instruments,3' 33 and a fully-optimized spectrometer based upon the l/\/r
field form is presently under construction.64- 70 In addition to these dispersive
analyzers, limited use has also been made in XPS of non-dispersive analyzers
based upon the retarding grid principle.71-73 Such analyzers are usually of
relatively limited resolution (~1%), however, so that their use has been
restricted to the obtaining of chemical composition information similar to
that derived from Auger spectra. Such low-resolution Auger and XPS
spectra can, in fact, be generated by using the spherical grids of a low-energy
electron diffraction (LEED) system as a retarding grid analyzer. A further
type of commercial analyzer developed specifically for XPS studies by the
DuPont Corporation24 is a hybrid with both dispersive and non-dispersive
characteristics. Its first stage consists of an electrostatic deflection section
that selects a band of energies in a dispersive mode; two subsequent retarding
grid sections act as low-pass and high-pass filters with the net result that only
a narrow band of energies is detected after the high-pass filter. A final type
of XPS spectrometer with certain unique features is that formerly produced by

the Hewlett Packard Company,25 which makes use of dispersion-compensating
x-ray- and electron-optics.3-74 In this system, an x-ray monochromator is
matched to a retarding-lens/hemispherical-electrostatic-analyzer unit in such
a way as to maximize intensity and minimize linewidths without the use of
any slits in the x-ray optics; the detailed performance of this spectrometer has
been analyzed recently.74

2. Spectrometer Efficiency and Retardation. The resolution and efficiency
of any spectrometer are of critical importance: These properties are highly
dependent upon one another, since for operation at lower resolution (higher
AEkin/Ekm), a higher fraction of electrons can usually be energy-analyzed
and detected. For operation at a given resolution, the overall efficiency E of
a dispersive analyzer can be written as proportional to the following product64

kin \i<x)

in which B is the brightness or intensity of the electron source for the energy
analyzer in electrons per unit area and per unit solid angle, A is the area of the
source, Q. is the solid angle over which electrons from the source are accepted
into the energy analyzer and detected, and SEUn is the range of electron
energies or spectral width which can be analyzed at one time (as, for example,
by a multi-channel detector). B, A, and £2 in general depend on Ekin for a
given spectrometer. S£kin will thus be proportional to N, the number of
distinct energy channels simultaneously detected. If B and A vary over the
area of the source, then a more correct statement of this efficiency involves an
integration over the surface as

E oc( ] BQ. • dA) • BEkin (7b)

The effective electron source as seen by the analyzer is often defined by an
aperture in front of the photoemitting sample, and, depending upon the
system, B, A, and O may refer to this aperture or to the true specimen surface.
If a multichannel detector is utilized, SEkin may in principle be as large as
10% of £kin,25' 64 whereas the resolution A ^ n will be £0-01% of Ekin.
In this case, the detector would correspond to < 1000 channels. The notation
used in this discussion is indicated in the schematic drawing of Fig. 5, where
subscript zeros have been used on all quantities after a hypothetical retarding
section. Such a retarding section may or may not be present, according to the
specific system under consideration.

Helmer and Weichert75 first pointed out that, for the general class of
dispersive analyzers used in XPS, it is possible to retard before analysis, and,
for a given absolute resolution AE^m, to gain in overall efficiency in a system
with single-channel detection (for which 8Ekin~A£kin and N= 1), and this
result has proven useful in several specific spectrometer designs.23-25-27-28-30
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Their analysis (which has also been extended to apply to systems with multi-
channel detection by Hagstrom and Fadley6) compares the operation of a
given dispersive analyzer with and without retardation for a fixed resolution
AEkin, and with a primary electron source of fixed brightness B (cf. Fig. 5).
It also requires that the source area Ao and solid angle Oo utilized at the
analyzer entrance (and thus perhaps after the retardation section) be adjusted
to the maximum values consistent with a resolution of Aiskin in either mode of
operation and that the primary source (for example, a first entrance aperture)
be capable of supplying electrons over sufficient area and solid angle to fill or
illuminate both Ao and iio with electrons. There are then two factors to be
considered: (1) The loss of brightness with retardation. This loss of brightness
has been derived for a few geometries involving a source and a non-absorbing
retardation (or acceleration) section. If 8 is defined to be the angle between
the electron emission direction and a planar source surface, these geometries
include a source emitting with a sin 6 intensity distribution into an arbitrary
point-to-point imaging lens system,76 and a source with either a sin 677

or an isotropic75 intensity distribution emitting into a uniform retarding
field perpendicular to its surface. These derivations, which often (but not
always) make use of the Abbe sine law75-76 or its paraxial-ray approxi-
mation the Langrange-Helmholtz relation,3-76 result in a simple brightness

variation of the form:
/ c. \

(8)

in which Bo and Eo are the brightness and kinetic energy after retardation.
The cases for which this relationship has been shown to hold thus represent
limits that are relatively easily achieved experimentally. Without retardation,
the efficiency of a spectrometer conforming to this brightness law and posses-
sing only a single channel of detection will be

EocBAQ.

whereas with retardation it will be

or, from Eq. (8),
E'ccBoAo&o

\£kin/

(9)

(10)

(11)

(2) The gain in efficiency associated with the increase of Ao and Q.o relative to
A and Q. permitted by the decrease in relative resolution from (AEkm/Ekm) to
(AEkm/Eo). As a specific example, consider the hemispherical electrostatic
analyzer, which is shown in Fig. 5. Its resolution is controlled by the radial
source width s, the axial (out-of-plane) source height h, the radial detector

width d, the radial angle of emission <xr, the axial (out-of-plane) angle of
emission <xz, and the optic circle radius Ro, according to 3. ei •

s / h \ d
= — + 0 - 1 2 5 — 2 +—-+0-6 l« r

2 +smaller terms in «r,a23, etc. (12)
4/vo • ' * \ -fM*/ 4/vo

The system is thus first-order focussing in h and <xr, and second-order focussing
in az. Also, sh = A (or Ao with retardation) and azaTccQ. (or iio with retarda-
tion). Optimizing the selection of each of the four parameters s, h, d and ar

by the reasonable procedure of requiring an approximately equal contribution
from each term to AiskW-Ekin69 thus means that

Aiikin ,
sec , rtoc -Elfin

, <*r°C
/Alkln

V £kin
(13)

and <xz can conservatively be assumed to be held constant. Thus, without
retardation,

Aoz

whereas with retardation

A£kinY
I ,

£kin J
floe

J

A£kinV /A£kiiA-. J , £2o°c( I
J \ /

(14)

(15)

The ratio of efficiencies with and without retardation is then after cancel-
lations

E'_Ekm

E~ Eo
(16)

Thus, a tenfold retardation yields a tenfold loss in B, but a one hundredfold
increase in the useable AQ. product, so that a net tenfold gain in efficiency
results. Similar considerations apply to the other dispersive analyzers used in
XPS,75 provided that an appropriate retardation section is utilized. The
application of such an analysis to a spectrometer in which a maximum degree
of multichannel detection is incorporated is, by contrast, found to yield an
approximately constant overall efficiency with retardation.6

D. Detection and Control

With very few exceptions, the detectors presently used in x-ray photo-
electron spectroscopy are based on continuous-dynode electron mutipliers
of the "cjianneltron" type.62- 78> 79> These consist of fine-bore lead-doped
glass tubes treated by hydrogen reduction at high temperature to leave the
surface coated with a semiconducting material possessing a high secondary-
electron emissive power.62 Tube inner diameters vary from 1 mm down
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to 10 (xm. A high voltage of a few kV is applied between the ends of such a
tube, and multiplications of 106-108 are achieved by repeated wall collisions
as electrons travel down the inside of the tube. These multipliers are available
in various configurations, often involving tube curvature to minimize ion-
induced after-pulsing. Stacks of parallel tubes in the so-called "channel-
plate" geometry are also available for use in multichannel detection schemes.
Parallel-plate multipliers based upon the same principle have also been
attempted.80

The efficiency gains concomitant with multichannel detection have led to
the use of such a system in one commercial spectrometer,25 in which the
multiplied electron pulses from a channel plate are accelerated into a
phosphorescent screen, behind which (and external to vacuum) is situated a
vidicon camera for translating the optical signal into countable electronic
pulses. Other forms of multichannel detection system based upon channel-
plate/resistive strip combinations have also been used81 to a limited degree,
and solid-state image sensors of a different type appear to offer good possi-
bilities for future applications of this nature.62

As the appropriate voltages or currents in the analyzer are swept so as to
generate electron counts at different kinetic energies, there are various ways
of storing and outputting the data. Most simply, a ratemeter can be directly
coupled to a plotter or printer during a single continuous sweep. Generally,
however, it is desirable to make repeated scans over a given spectral region to
average out instrument drifts and certain types of noise; this results in the
closest possible approximation to a spectrum with statistically-limited noise.
Such repeated scanning requires some form of multiscalar memory, which is
often expanded to involve on-line computer control.33 The use of a more or
less dedicated computer has additional advantages in that it can be used to
control various functions of the spectrometer in a more automated way, as
well as to carry out different types of data analysis such as background sub-
traction and curve fitting, and commercial systems usually offer this option.

E. Data Analysis

The aim of spectral analyses in XPS is to determine the locations, intensities,
and, in certain cases, also the shapes of the various peaks observed, many of
which are not clearly resolved from one another. Several complexities must be
allowed for in doing this: (1) All peaks will exhibit inelastic tails toward low
kinetic energy and these tails may in turn exhibit structure (see, for example,
Fig. 1). As a rough approximation that is useful for many solid materials, a
major portion of the inelastic tail can be assumed to have a linear or constant
form, with extra features perhaps superimposed on it. Valence spectra from
solids have been corrected for inelastic scattering by using a close-lying core
level to derive the form of the inelastic tail,33- 82 as well as by the more

approximate procedure of assuming an asymptotically-constant tail at low
kinetic energy whose value at any energy is proportional to the integrated
no-loss peak intensity at higher kinetic energies.83 (2) All peaks ride on a
background of secondary electrons from higher-kinetic-energy peaks. This
background also can often be approximated as linear or constant. (3) The
basic peak shapes observed in XPS are a convolution of several variable
factors: the exciting x-ray lineshape, contributions from weaker x-rays such
as satellites in non-monochromatized sources, the analyzer lineshape, possible
non-uniform specimen charging, a Lorentzian hole-state lifetime contribution,
Doppler broadening in gases,4 and various final-state effects involving many-
electron excitations84 and vibrational excitations41- 85 (as discussed further
in Section V). Thus, no universal peak shape of, for example, Gaussian,
Lorentzian, or Voigt-function form can be used, and most analyses have
involved a somewhat trial-and-error fit for each specific problem. One rather
general least-squares program for carrying out such fits permits choosing
several basic peak shapes of Gaussian or Lorentzian form, to which are
smoothly added an asymptotically-constant inelastic tail of variable height.33

The effects of satellite x-rays can also automatically be included in the basic
peak shape chosen, and a variable linear background is also present. Examples
of spectral analyses for atomic 4d core levels using this program are shown in
Fig. 6.86 Lorentzian shapes have been used for Xe and Yb, and Gaussians
for Eu, and the overall fits to these spectra are very good.

Beyond spectral analyses involving fits of certain functional forms to the
data, Wertheim87- 88 and Grunthaner89 have also developed techniques for
deconvolving XPS spectra so as to mathematically remove instrumental
linewidth contributions. The form of the instrumental linewidth has, in turn,
been derived from the shape of the high-energy cut-off at the Fermi energy
for a metallic specimen (cf. Fig. 4). This is possible because, to a good approxi-
mation, the density of occupied states ends in a vertical step function at EF.
The term "deconvolution" is also often incorrectly used to describe the results
of peak-fitting procedures.

III. THE PHOTOEMISSION PROCESS

In this section, various aspects of the basic photoemission process are
discussed in detail, with the primary aim of providing a unified theoretical
framework for the subsequent discussion of various experimental observa-
tions. In discussing photoelectric cross-sections for atoms, molecules, and
solids, applications to the interpretation of experimental results are also
presented here.

A. Wave Functions, Total Energies, and Binding Energies

In any photoelectron emission experiment, the basic excitation process
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Fig. 6.4dcore photoelectron spectra from gaseous Xe, Eu, and Yb produced by excitation
with non-monochromatized MgKa x-rays (cf. Fig. 2). The spectra have been resolved into
components by least-squares fits of peak shapes including the 1*3,4 satellites and an asymptoti-
cally-constant inelastic tail. Lorentzian shapes were used for Xe and Yb, Gaussian for Eu.
(From Fadley, ref. 33 (where the curve fitting program is described) and Fadley and
Shirley, ref. 86.)

involves absorption of a photon of energy hv according to
Initial state Final state

, K), Etot'XN, (17)

Here Ytot'OV) is the initial-state iV-electron wave function corresponding to
a total energy Eu>tl(N), and ̂ tot^N, K) is the Kth final-state TV-electron wave
function (including the photoelectron) corresponding to a total energy of
Etotf(N, K). The relevant energy conservation equation is

Etoti(N)+hp=Etotf(N,K) (18)

In the simplest situation, the index K thus labels the one-electron orbital k
from which emission occurs (as discussed below), but in general it should
describe all modes of excitation possible within the final state, including
electronic, vibrational, and translational. In all forms of higher-energy
photoelectron spectroscopy, it is customary to assume that the photoelectron
is sufficiently weakly coupled to the {N— l)-electron ion left behind so as to
permit separating the final state of the excitation process to yield

Initial state

) , EtoW)
Final state ion Photoelectron

Vtotf(N-1, K), - 1, K) + <j>f(l)xf(l), (19)

in which WtoftN-1, K) and Etot
f{N-1, K) refer to the ATth (N- l)-electron

ionic state that can be formed, Enm is the kinetic energy of the Kth photo-
electron peak, <^(1) is the spatial part of a one-electron orbital describing the
photoelectron and x^O) is the spin part of the photoelectron orbital (x = a or
j8). The form of <^(1) thus depends on kinetic energy. (For simplicity here,
any change in kinetic energy due to work function differences between
specimen and analyzer is neglected.) Ytot^N— 1, K) and <^(1) can, if desired,
be combined in a suitable sum of products to yield the correct overall anti-
symmetry with respect to electronic coordinates necessary in the final state.
This can be written with an antisymmetrizing operator A as:90-91

I-\,K)) (20)

The energy conservation equation which then results is that most useful in
analyzing XPS spectra:

EtotKN)+hv=Etotf(N-1, K) + £kin (21)

The binding energy corresponding to leaving the ion in a state describable by
I— 1, K) is thus given by

EJ(K)=EtotKN- l,K)- EtotKN) (22)

in which the vacuum-level reference is implicit.
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One inherent source of linewidth in any binding energy measurement is
thus energy broadening due to lifetime effects in either the initial or final
state. If the relevant lifetime is denoted by T, uncertainty principle arguments
thus lead to a broadening that is Lorentzian in shape, with a FWHM in eV
given by ~ # / T = 6 -58X 10 - 1 6 /T (S ) . , The initial state lifetime is usually
very long, and so contributes negligible broadening. However, final-state
lifetimes are estimated to be as short as 10~18 s in certain cases, so that such
effects can play a major role in limiting XPS resolution, particularly for inner
subshell excitation.

In general, for a system containing N electrons with spatial coordinates
ri, r2 , . . . , r^r and spin coordinates a\, o-2, •••, °N and P nuclei with spatial
coordinates Ri, R2, ..., Rp, any of the total wave functions considered will
depend upon all of these coordinates

i, r2, i, R2,..., (23)

Nuclear spin coordinates can be neglected on the resolution scale of electron
spectroscopy. In the non-relativistic limit that usually serves as the starting
point for calculations on such systems, the relevant Hamiltonian in electro-
static units is

ffl N
— y Vj2

2m /Ti
Electron
kinetic

\T p r-w n

,= 1 ; = i Hi
Electron-.
nuclear

attraction

N N P2+ l l n ,
Electron-
electron
repulsion

' ' ZiZme*

+ L L
7 = 1 m>l 'lmNuclear-

nuclear
repulsion

n y MI

2 ,fi Mi
Nuclear
kinetic

(24)

Here, m is the electronic mass, Zi is the charge of the /th nucleus, r« = | r» - Rj |,
rij=\rt — Tj\, nm= |Rj —Rm| and Mi is the mass of the /th nucleus. To this
must be added relativistic effects, usually via a perturbation approach;92"94

the additional term in the Hamiltonian most often considered is spin-orbit
splitting, which for atomic orbitals has the form:93' 95> 96

N

E
1=1

(25)

in which £(rj) is an appropriate function of the radial coordinate n,95 k is
the one-electron operator for orbital angular momentum, and Si is the one-
electron operator for spin angular momentum. The total wave function then
must satisfy a time-independent Schroedinger equation of the form
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For such an overall Hamiltonian, the Born-Oppenheimer approximation95

permits separating the total wave function into a product of an electronic part
T and a nuclear part T n u c as

i, ..., Rp) = r2, rN, i, R2, ..., Rp) (26)

In this approximation, the electronic wave function 'F(JV) depends only
parametrically on Ri, R2, ..., Rp via the nuclear-nuclear Coulombic repulsion
potential, and is the solution to a Schroedinger equation in which the
Hamiltonian is that of Eq. (24) with the nuclear kinetic energy term subtracted
off:

( J52 P V , 2 \
#tot+T £ TJT

2 ;=i Ml)
(27)

(#tot here can include spin-orbit effects via Eq. (25) if desired). The total
energy of the system can then be written as the sum of the electronic energy
E and the nuclear energy Enuc, as

•CtOt = t, + .CnuC {*•*)

with Eanc arising from various forms of internal nuclear motion such as
vibrations, rotations, and translations (center-of-mass motions). If the various
modes of nuclear motion are furthermore independent, the energy becomes

Etot = ib + ETot + £ (29)

The overall quantum numbers K describing any initial or final state thus must
include a complete specification of all of these modes of motion.

For example, in the limit of a diatomic molecule with a very nearly
harmonic oscillator form for the curve of electronic energy, E, versus
internuclear separation,

•£vib = ^ •'vibO' + i ) (30)

in which vVib is the classical vibration frequency and v=0, 1, 2, ..., is the
vibrational quantum number. Such vibrational excitations in the final state
ion give rise to the pronounced vibrational bands well known in UPS studies
of gas-phase molecules,97 and have also recently been noted in XPS studies
of both gases41 and solids 85 (see Section V.E). Rotational excitations are
sufficiently low in energy as to be so far unresolvable in XPS studies of
molecules.

Translational motion of the center of mass of an atom or molecule can
influence energies in two ways: (1) The conservation of linear momentum in
the excitation process requires that

(3D
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where jthv is the photon momentum and has a magnitude of hvjc, the
momentum associated with El is taken for simplicity to be zero, p^ is the
photoelectron momentum, and pr is the recoil momentum of the atom or
molecule, treated as a center-of-mass translation. If v is the magnitude of the
photoelectron velocity, for £kin=500 eV, t>/c=0-044 and for £'kin= 1500 eV,
v/c=0-076. Thus, the photoelectrons typically encountered in XPS can be
considered to a good approximation to be non-relativistic. In this approxi-
mation, it is a simple matter to show that phv | « v/2c j p^ | for the example of
photoelectrons originating from valence electronic levels (for which .Ekin^").
Therefore, in general \j>hv\ < | p ' | and p^«p r , indicating that the ion recoils
in a direction opposite to that of photoelectron emission. By conserving both
energy and momentum, it can be shown that for a given hv and £kin, the
recoil energy Er=piz/2M increases with decreasing atomic or molecular
mass M.z For excitation of valence shell photoelectrons with AlKa radiation
Qiv= 1487 eV), Siegbahn et al.z have calculated the following recoil energies
for different atoms: H—0-9 eV, Li—0-1 eV, Na—0-04 eV, K—0-02 eV,
and Rb—0-01 eV. It is thus clear that only for the lightest atoms H, He, and
Li does the recoil energy have a significant magnitude in comparison with
the present 0-4-1 -0 eV instrumental linewidths in XPS spectra. For almost
all cases, ET can thus be neglected. (2) A more generally applicable limit on
resolution in gas-phase studies is set by the Doppler broadening associated
with the thermal translational motion of the emitting molcules. For center-
of-mass motion of a molecule of total molecular weight M with a velocity
V, the electron kinetic energy appropriate for use in Eq. (1) is

•fi'kin" = \m | V — V | 2 (32)

Thus, the measured kinetic energy .Ekin=\mvz will differ from that of Eq. (32)
by varying amounts, according to the thermal distribution of velocities. If
the mean measured kinetic energy in a peak is denoted by £kin, then it can
be shown using simple kinetic theory that the Doppler width AEa (in eV) is
given by 98

A£d=0-723xl0-3

M J
(33)

in which Ekm is in eV, T is the absolute temperature in °K and M is the
molecular weight. At room temperature and a typical XPS energy of 1000 eV,
AEa is thus <0-10 eV for molecules with M^ 10. In general, such Doppler
broadening is thus not a significant factor in comparison to typical XPS
resolutions of ~0-4-l-0eV, although they can be important in limiting
gas-phase UPS resolution.

In many instances, it is adequate to neglect nuclear motion entirely, and use
Eqs (17) and (19) with the quantities T%N), Et(N), W(AQ, 0(N), W(JV- 1, K),
and Ef(N—\,K) relating to only electronic motion. Note that this means

accurate calculations must in principle be made on both initial state and final
state. The overall designations for such A/-electron or (N— l)-electron states
are obtained from the various irreducible representations of the symmetry
group corresponding to the mean nuclear positions.95 For example, in atoms
for which spin-orbit coupling is small, Russell-Saunders or L, S coupling can
be utilized, yielding states specified by L, S, and perhaps also ML and Ms,
where L is the quantum number for total orbital angular momentum L, S is
the quantum number for total spin angular momentum S, and ML and Ms
relate to the z components of orbital- and spin-angular momentum. In the
limit of zero spin-orbit splitting, energies depend only on L and S, yielding
different L, S terms or multiplets with degeneracies of (2L+l)(2S+l).
Analogous overall quantum numbers apply for molecules,95 but they are
seldom used in describing total electronic wave functions in solids. Multiplet
splittings such as those discussed in Section V.C are the result of energy
differences between such many-electron states.

B. The Hartree-Fock Method and Koopmans' Theorem

In attempting to determine reasonably accurate approximations to N-
electron wave functions, a common starting point is the non-relativistic
Hartree-Fock (HF) self-consistent-field (SCF) method.95- " As the Hartree-
Fock method has been widely used in calculations on atoms, molecules, and
solids at different levels of exactness and also serves as a reference method for
several more accurate and less accurate methods of computing electronic
energy levels, it is outlined here in simplest form. The wave function T for an
AT-electron system is approximated as a single Slater determinant <£ of N
orthonormal one-electron spin-orbitals. Each one-electron orbital is
composed of a product of a spatial part <j>i(r) (/= 1, 2, ..., N) and a spin part
Xi(o) which is equal to either a(ms= +i), or /? (ms= — £), for which the
orthonormality relations are

o) dcr=

1 for <xa or jSjS

[0 forajSorjSa (34)

can then be written as a normalized determinant of the form:

4>N(\)XN(\)

<1>N{2)XN{2)

(35a)
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or in terms of the antisymmetrizer A as

u fax?., ..., (35b)

where the integers 1, ..., N label the space and spin coordinates rj and aj
for each orbital.

The spatial one-electron orbitals are furthermore assumed to have sym-
metries belonging to the set of irreducible representations of the symmetry
group of the equilibrium nuclear geometry, and are in this sense often referred
to as "delocalized". Thus, for example, in atoms, the orbitals have the form95

<f>mmi{r, d, <j>) = 0, fa) (36)

in which Rni{r) is the radial part and the angular part is given by the spherical
harmonic Yimi{6, fa). In molecules, various symmetry types arise, as, for
example, lo- 3ng, 2a\, ...,95 and the orbitals are often approximated as linear
combinations of atomic orbitals (LCAO's). In solids, the translational
periodicity of the crystal requires that all such delocalized orbitals be of the
Bloch-function type:95 '96-99

<£k(r) = «k(r) exp (ik-r) (37)

in which k is the electron wave vector with a quasi-continuous distribution of
values and Wk(r) is a function characteristic of each <f>u that has the same
translational periodicity as the lattice. A free electron moving under the
influence of no forces corresponds to a constant Wk(r), and yields a plane-
wave (PW) one-electron orbital of the form

in which C is a normalization constant and the momentum p and energy E
are given by

p=/zk (39)

E=Ekin =pz/2m = (40)

In the often-used spin-restricted Hartree-Fock method, each spatial orbital
fa is also taken to be multiplied by either a and /3 in the "Slater determinant
(that is, to have a maximum occupation number of two). Thus only Nil
unique fa's are involved in describing a system with an even number of
electrons in doubly-occupied orbitals.

If the Hamiltonian of Eq. (27) is used together with the variational principle
to determine the optimum 4> for which the total energy E=(<S>\H\Q>y is a
minimum, the Hartree-Fock equations are obtained. These N equations can
be used to determine a self-consistent set of orbitals fa, as well as to calculate
the total energy E of the state described by <I>. In atomic units (1 a.u. = 1
Hartree=27-21 eV, 1 Bohr=ao=0-529 A), the Hartree-Fock equations in
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diagonal form are

f
L

£ ^~| fa{l)+\ I
Kinetic Electron-nuclear

attraction

N

L;= Electron-electron
Coulombic

repulsion

Electron-electron
exchange

(41)

where the ei's are termed energy eigenvalues, one-electron energies, or orbital
energies. The origins of the individual terms are labelled. The exchange
interaction is only possible between spin-orbitals with parallel spins (that is,
aa or J8J8), and the Kronecker delta 8TOsi, TOsJ allows for this. It is^convenient to
re-express Eq. (41) more simply in terms of the Fock operator £(1) as:

2_ y ±1+ T [Ji-8m.,

by defining the Coulomb and exchange operators J] and Z) such that

U,*(2) — fa(2)fa(l) dr2 (43)

— fa(2)fa(l) dr2 (44)

Thus, the matrix elements of these operators are the two-electron Coulomb
integrals Jy and exchange integrals Ki)\

KV=<fa(D 1 h

•12

-^ fa(?)fa(\)
• 12

dr2 (46)

From these definitions, it is clear that Jtj = J]u Ki] = K)i, and Jti = Ku. Once
the Hartree-Fock equations have been solved to the desired self-consistency,
the orbitals energies ei can be obtained from

where e*0 is the expectation value of the one-electron operator for kinetic
energy and electron-nuclear attraction

(48)
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By comparison, the total energy of the state approximated by <t> is given by
N N N P P 7 7

^ (49)
1=1

rlm

Note that the first two summations over electronic indices are not simply the
sum of all of the one-electron energies for the N electrons in the system, as
the sum of the Coulomb and exchange terms in the total energy is made with
i<j to avoid counting these terms twice. This means that measured binding
energies (which will be shown shortly to be very close to the ej's in value)
cannot be directly used to determine total energies and hence such quantities
as reaction energies.

Mann100 has compiled very useful tables of accurate Hartree-Fock
calculations for all atoms in the periodic table. These include one-electron
energies, Slater Fk and Gk integrals for calculating / y and Ky, radial
expectation values, and wave-function tabulations. Herman and Skillman93

and Carlson et al.101 have also calculated energies, radial expectation values,
and local one-electron potentials for all atoms, using a Hartree-Fock Slater
approximation with relativistic corrections.

In utilizing the Hartree-Fock method for computing binding energies, the
most accurate procedure is to compute the difference between Ef(N—l, K)
and El{N) corresponding to the Hartree-Fock wave functions W(N— 1, K)
and ^(N), respectively. In the one-electron-orbital picture provided by this
method, the final-state wave function can be characterized as having a hole
in the kth subshell, and, for a closed-shell system with all fa's doubly occupied,
the overall index K can be replaced simply by k. As the photoemission process
by which this hole is formed occurs on a time scale very short compared to
that of nuclear motion (~I0~1 6s compared to ~ 10~13 s), the nuclear
positions in Wf{N—\, K) can be assumed to be identical to those in ^(N),
and the nuclear-nuclear repulsion sum in Eq. (49) will thus cancel in an
energy difference. However, the ion left behind by the exiting photoelectron
may not possess a nuclear geometry consistent with the ionic ground-state
vibrational motion, an effect which leads to the possibility of exciting various
final vibrational states. If the excitation is also fast in comparison to the
motions of the (N-l) passive electrons in W ( N - 1 , # ) (a less rigorously
justifiable limit termed the "sudden approximation"), it is also possible to
show that various final electronic states can be reached. (See Sections III.D.l,
V.D.2, and V.E for more detailed discussions.) For now, only the electronic
ground state of the ion corresponding to the minimum binding energy will
be considered. In this usually dominant final state, it is expected that the
passive electrons will not have the same spatial distribution as those in
*F'(N) due to relaxation or rearrangement around the k hole. Although the
overall change in the spatial form of the passive orbitals due to relaxation

around an inner hole is not large (for example, the mean radius of an atomic
orbital changes by only ~ 1-10 %),102 the resulting change in energy can have
an appreciable effect on calculated binding energies. Such relaxation effects
can have significant consequences in interpreting binding energy data such as,
for example, chemical shifts, and they are discussed in more detail in Sections
IV and V.B. Hole-state calculations in which initial and final states are treated
with equal accuracy in the Hartree-Fock sense have been performed by
various authors for atoms,103"105 small molecules,106~109 and inorganic
clusters.110 If binding energies determined in this way are corrected for
relativistic effects where necessary, very good agreement with experimental
core electron binding energies has been obtained. For example, an agreement
of approximately 0-2% is found between theoretical and experimental Is
binding energies of Ne (£b

v(ls)=870 eV) and Ar (Eb
y(ls) = 3205 eV).103

Relativistic effects generally increase core electron binding energies, as well
as leading to spin-orbit splittings, and their magnitudes depend on the ratio
of the characteristic orbital velocity to the velocity of light.93- 94 The atomic
Hartree-Fock Slater calculations of Herman and Skillman93 and Carlson
and Pullen94 provide a direct tabulation of such corrections for all atoms as
determined by perturbation theory. For example, the correction for Cls
is only about 0-2 eV out of 290 eV (~0-08 %), whereas for the deeper core
level Arls, it is about 22 eV out of 3180 eV (~0-69 %).

An additional type of correction which should in principle be made to any
type of Hartree-Fock calculation is that dealing with electron-electron
correlation. In connection with hole-state Hartree-Fock binding energy
calculations, the intuitive expectation for such corrections might be that
because the initial-state SCF calculation does not include favorable corre-
lation between a given core electron and the other (N— 1) electrons, the
calculated El value would be too large and thus that the binding energy
Eby(K) = Ef(N—l, K)~Ei(N) would be too small. However, in comparing
relativistically-corrected hole-state calculations on several small atoms and
ions with experimental binding energies, the remaining error due to corre-
lation has been found to change sign from level to level within the same
system.103- u l Such deviations from simple expectations appear to have
their origins primarily in the different types of correlation possible for final
hole states in different core or valence levels. For example, E\,v(ls) for Ne
shows a correlation correction S£corr in the expected direction (that is, so as
to increase Eb) of approximately 0-6 eV out of 870-2 eV (~+0-07%)1 1 2

whereas S£Corr for £bv(2s) acts in the opposite direction by approximately
0-9 eV out of 48-3 eV (~ - 1-8%).1U For core levels in closed-shell systems
such as Ne, such corrections can be computed approximately from a sum
of electron pair correlation energies e(i,j) calculated for the ground state of
the system.111 For example, in computing the Is binding energy in Ne, the
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correction has the form of a sum over pair correlation energies between the
\s electron and all other electrons in the atom. Such correlation energies
are dependent upon both overlap and spin orientation, as the exchange
interaction partially accounts for correlation of electrons with parallel spin.
For Nel j , this sum is thus:

S-Ecorr = Sec, 2sot) + e(ls<x,

+ 3e(lsa, 2p<x) + 3e(lsoc, 2/>j8) (50)

with values of e(lsoc, lsfi) = + 1-09 eV, e(lsot, 2sa)= +0-01 eV, e(ba, 2yj8) =
+0-06 eV, e(lsa, 2poc)= +0-11 eV, e(ls<x, 2PP)= +0-15 eV. Note the smaller'
magnitudes of e(i,j) for electrons with parallel spins. Also, it is clear that
most of the correlation correction arises from the strongly overlapping Is
electrons. Equation (50) is only a first approximation, however, and more
exact calculations involving explicit estimates of all types of correlation in
both Ne and Ne+ with a Is hole give better agreement with the experimental
Is binding energy.112 The experimental value is Eb

v(ls) = 870-2 eV, in
comparison to 8£co r r = 1-9 eV, E^{\s) = 870-8 eV based on Eq. (50)u l

and 8EC0II=0-6 eV, Eb
v(ls) = 870-0 eV based on the more accurate calcu-

lation.112 S£Corr is decreased in the latter calculation primarily because of
correlation terms that are present in Ne+ but not in Ne. The sum of pair
correlation energies e(i,j) in Ne+ is larger than that in Ne by about 30%,
and other terms not describable as pair interactions are present in Ne+
but not Ne.

Aside from verifying that Hartree-Fock hole-state energy difference
calculations can yield very accurate values for core electron binding energies
in atoms and molecules, such investigations have also led to another important
consideration concerning the final hole state formed by photoelectron
emission. This concerns the correct extent of delocalization of the hole, which
is implicitly assumed to have a symmetry dictated by the entire nuclear
geometry (or to exhibit a maximum degree of delocalization) in the diagonal
Hartree-Fock method discussed here. Hole-state calculations by Bagus and
Schaefer107 have shown that core-orbital holes will tend to be localized on one
atomic center, as opposed to being distributed over all centers as might be
expected in certain cases from a linear-combination-of-atomic-orbitals
(LCAO) Hartree-Fock calculation including all electrons. In the simple
example of O2, a hole in the l<rg or 1<TU molecular orbitals (which can be
considered to a very good approximation to be made up of a sum or difference
of Is atomic orbitals on the two oxygen atoms, respectively) is predicted by
such a calculation to result in a net charge of +%e on each oxygen atom in the
molecule. However, Snyder108 has pointed out that such a state does not
minimize the total energy associated with the final state Hamiltonian. Thus,
the lowest energy state is found107 to localize the Is core hole entirely on

either oxygen atom. These pairs of equivalent final states (which no longer
possess one-electron orbitals with the full symmetry of the molecule) yield
the correct values of Ef{N—\, K) for computing binding energies. For O2,
the localized hole states yield a value of £ l

b
v(lj) = 542 eV, in comparison with

an experimental value of 543 eV, and a delocalized hole-state value of 554 eV.
Thus, localizing the hole represents a large correction of 12 eV (~2-2%).
More recently, Cederbaum and Domcke113 have shown from a more rigorous
point of view why the use of such localized core-hole states is valid.

Although localization of final-state core holes is thus to be expected in
general, the question of localization becomes more complex in dealing with
valence electrons in molecules or solids. Molecular orbitals with lone-pair
character or which exhibit a predominance of atomic-orbital make-up from
a single atom in an LCAO description are inherently localized, even though
they are describable in terms of the overall symmetry species of the molecule,
and such orbitals would be expected to exhibit hole localization to a great
degree. Other molecular valence hole states may or may not show localization
that deviates significantly from a description with full-symmetry molecular
orbitals. Similarly, the spatially-compact 4/valence levels in solid rare-earth
elements and compounds are found to yield highly-localized hole states, as is
evidenced by the atomic-like multiplet splittings observed114 (see Section V.C).
The valence d electrons in solid transition metals and their compounds or the
valence electrons in free-electron-like metals may not always be so simply
described, however. Nonetheless, Ley et a/.115 have concluded that, even for
the highly delocalized valence states of free-electron metals such as Li, Na, Mg,
and Al, the energy associated with final-state relaxation around a valence hole
can be calculated equally well in terms of either a localized- or delocalized-hole-
state description; in this case, however, the delocalized hole state is still best
considered to be an itinerant localized hole propagating through the solid.

Although a localized-orbital description of the initial state can always
be obtained from a Hartree-Fock determinant by means of a suitable unitary
transformation of the various orbitals <j>i without changing the overall
N-electron determinantal wave function or total energy,116 the transforma-
tion is not unique. Payne117 has also recently presented a new method for
performing molecular Hartree-Fock calculations in which relatively unique
localized-orbital character is built in by constraining each LCAO molecular
orbital to be composed only of atomic orbitals centered on a small set of
nearest-neighbor atoms. Although either of these two procedures for obtain-
ing localized initial-state orbitals can provide chemically intuitivfe and trans-
ferable bonding orbitals between two or three bonding centers,116- 117 it is
not clear that they would necessarily lead to a more correct description of
the final state with one electron removed. More theoretical and experimental
work is thus necessary to characterize fully the best one-electron-orbital
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description of the final states of many systems, if indeed such a one-electron
picture is always adequate or necessary.

In order to avoid the difficulties associated with hole-state calculations in
determining binding energies, a very often used approximation is to assume
that Koopmans' Theorem well describes the relationship between initial and
final state total energies. The basis of this theorem is the assumption that the
initial one-electron orbitals fa making up the determinant ^(N) are precisely
equal to the final orbitals fa' making up <bf(N-1, k) with a single A:-subshell
hole. The final state total energy Ef(N-1, k) can then be calculated from the
formula for E\N) [cf. Eq. (49)] simply by eliminating those terms dealing
with the electron occupying the Mi orbital initially. This procedure leaves
as the Koopmans' Theorem value for Ef(N-1, k) (neglecting nuclear
repulsion):

= y

(51)

JV N N

£ «°+ £ £
1=1

1 = 1
st' msk

The Koopmans' Theorem binding energy of the kth electron is then by the
difference method [cf. Eq. (22)],

£i,v(/c)KT=Ef{N-1,
N

= - « * » - £ (Juc-Smsl,mskKik)
i=l

or, making use of Eq. (47) for the orbital energy ek,

c=-e* (52)

Thus, the binding energy of the kth electron is in this approximation equal
to the negative of the orbital energy ek. For bound-state orbitals e* is negative,
so that the binding energy has the appropriate positive sign. This result is
Koopmans' Theorem, as is indicated by the superscript KT. In reality, the
relaxation of the (N— 1) passive orbitals about the k hole in the ionic ground
state will tend to lower Ef(N-l,k)*T, and thus, as long as relativistic and
correlation corrections are not too large, binding energies estimated with
Koopmans' Theorem should be greater than the true values. If the error due
to such electronic relaxation is denoted by S£reiax>0, then a binding energy
can be written as (neglecting relativistic and correlation effects):

= ~ efc~" "-Erelax (53)
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It should be noted, however, that Koopmans' Theorem as it is derived here
applies only to closed-shell systems (that is, systems that are adequately
represented by a single Slater determinant with doubly-occupied one-electron
orbitals), or to solids which contain many electrons in highly delocalized
valence orbitals with quasi-continuous energy eigenvalues. For any other case,
there will in general be several possible couplings of spin- and orbital-
angular momenta in the open shell or shells, and each distinct coupling
will give rise to a different initial or final state energy. These states in atoms
might, for example, be described in terms of L, S coupling, and would
in general be represented by a linear combination of Slater determinants.118

Although each of these determinants would have the same gross electronic
configuration (for example, 2>d5), various possible combinations of ms= ±\
and mi would be possible within the open shells. Provided that final-state
relaxation is neglected, Slater118 has pointed out that a binding energy
£bv(&)KT computed as the difference between the average total energy for
all states within the final configuration and the average total energy for all
states within the initial configuration is equal to the one-electron energy ek

computed from an initial-state Hartree-Fock calculation utilizing Coulomb
and exchange potentials averaged over all states possible within the initial
configuration. This we can write as

i-B=-ck (54)

and it represents a generalization of Koopmans' Theorem to open-shell
systems. The various final states discussed here are the cause of the multiplet
splittings to be considered in Section V.C.

Although the orbital energies efc in Koopmans' Theorem as stated here
refer to fully delocalized orbitals, Payne117 has recently pointed out that
near-Hartree-Fock calculations in which different atomic-orbital basis sets
are chosen for different molecular orbitals to yield effectively localized final
results also yield a set of one-electron energies that can be interpreted via
Koopmans' Theorem. As these one-electron energies are not the same as
those for fully delocalized orbitals, it is thus of interest to determine whether
any such localization effects are clearly discernible in experimental valence
binding energies.

The most direct way of calculating 8ETeiax is of course to carry out SCF
Hartree-Fock calculations on both the initial and final states and to compare
Ebv(k) as calculated by a total energy difference method with is bv(A:)KT= - ek.
Such calculations have been performed by various authors on both atoms
and molecules.3-104-109 A.S representative examples of the magnitudes of
these effects, for the neon atom, £b

v(ls)=868-6 eV and£b
v(b)KT = 891 -7 eV,

giving S£reiax«23eV (-2-6%), and E^(2s)=A9-3 eV and £ b
v (2s) K T =

52-5 eV, giving S£ r e iax«3eV (~6-0%). Effects of similar magnitude are
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found in the Is levels of molecules containing first-row atoms.106-109 Also,
in certain cases, the presence of a localized hole may cause considerable
valence electron polarization relative to the initial state.106 '107 ' n o Thus
S-Ereiax lies in the range of 1-10 % of the binding energy involved, with greater
relative values for more weakly bound electrons. Several procedures have
also been advanced for estimating S^eiax105- H9-121 a n ( j these are discussed
in more detail in Section V.B. It has also been pointed out by Manne and
Aberg90 that a Koopmans' Theorem binding energy represents an average
binding energy as measured over all states K associated with emission from
the Mi orbital, including those describable as both "one-electron" and
"multi-electron" in character. This analysis is discussed in more detail in
Section III.D.l. Implicit in the use of Koopmans' Theorem is the idea of a
predominantly one-electron transition in which the (N— 1) passive electrons
are little altered.

To summarize, the use of Hartree-Fock theory and Koopmans' Theorem
permits writing any binding energy approximately as

Eti"(k) = — e;c — SjErelax + °£relat + °£corr (55)

in which S^eiax, SjEVeiat, and SEcon are corrections for relaxation, relativisitic
effects, and correlation effects, respectively.

C. More Accurate Wave Functions via Configuration Interaction

In explaining certain many-electron phenomena observed in XPS spectra
it is absolutely essential to go beyond the single-configuration Hartree-Fock
approximation, and the most common procedure for doing this is by the
configuration interaction (CI) method.122 In this method, an arbitrary
Af-electron wave function Y(N) is represented as a linear combination of
Slater determinants <fy(iV) corresponding to different N-electron con-
figurations :

T(A0= (56)

The coefficients Q, and perhaps also the set of one-electron orbitals <f>i
used to make up the <E>/s, are optimized by seeking a minimum in total
energy to yield a more accurate approximation for *¥(N). In the limit of an
infinite number of configurations, the exact wave function is obtained by
such a procedure. In practice, the dominant C/s are usually those multiply-
ing determinants with the same configurations as those describing the
Hartree-Fock wave function for the system.

For example, for Ne, a highly accurate CI calculation by Barr involving
1071 distinct configurations of spatial orbitals123 yields the following absolute
values for the coefficients multiplying the various members of a few more

important configurations: <Di = Is22s22p6 = Hartree-Fock configuration—
0-984; $2=l*22512/)6351—0-005; ®3=ls22s22p53p—0-009; <S?n = ls22s22pHp2

—0-007-0-030; and <D5=l.y22y22/>43/>4/7—0-007-O-022. Approximately 70
distinct configurations have coefficients larger than 0-010 in magnitude, but
only that for <Di is larger than 0-030.

Manson91 has discussed the influence of configuration interaction on the
calculation of photoelectron peak intensities (see the more detailed discussion
in the next section), and in particular has noted that it may be important to
allow for CI effects in both initial and final states. Specific effects of configura-
tion interaction in XPS spectra are also discussed in Sections V.C and V.D,
as well as in the chapter by Martin and Shirley14 in this series.

D. Transition Probabilities and Photoelectric Cross-sections

1. General Considerations and the Sudden Approximation. In order to
predict the intensities with which various photoelectron peaks will occur, it is
necessary to calculate their associated transition probabilities or photoelectric
cross-sections. The photoelectric cross-section a is defined as the transition
probability per unit time for exciting a single atom, single molecule, or solid
specimen from a state Y*(iV) to a state W(iV) with a unit incident photon
flux of 1 cm-2 s -1 . If the direction of electron emission relative to the
directions of photon propagation and polarization is specified in W(iV), as
well as perhaps its direction of emission with respect to axes fixed in the
specimen, such a cross-section is termed differential, and is denoted by
d<j/d£2. The differential solid angle dQ. is that into which electron emission
occurs, and it is indicated in Fig. 7. From do/dQ. for a given system, the total
cross-section for electron excitation into any direction is given by .

a = J — d Q (57)

Such differential or total cross-sections can be calculated by means of time-
dependent perturbation theory, utilizing several basic assumptions that are
discussed in detail elsewhere124"131 and reviewed briefly below.

In a semi-classical treatment of the effect of electromagnetic radiation on an
N-electron system, the perturbation H' due to the radiation can be approxi-
mated in a weak-field limit as:131

2mc
in which p= — /#V and A=A(r, i) is the vector potential corresponding to the
field. For an electromagnetic wave traveling in a uniform medium, it is.
possible to choose A such that V-A=0 and thus p-A=0, so that in all
applications to XPS it is appropriate to consider only the A-p term in Eq.
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(58). (In UPS studies of solids, it has, however, been pointed out that the
change in properties near a surface can result in a "surface photoeffect" due
to the ^-A term.132) The electromagnetic wave is further assumed to be a
traveling plane wave of the form:

A(r, t)= exp (59)

where e is a unit vector in the direction of polarization (e is parallel to the
electric field E), Ao is an amplitude factor, kftv is the wave vector of pro-
pagation, | khv | =2TT/A, and A is the wavelength of the radiation. Within this
approximation the transition probability per unit time for a transition from
*¥\N) to Yl(N) can be shown to be proportional to the following squared
matrix-element124-131

(60)

in which the time dependence of A has been integrated out and the integration
remaining in the matrix element is over the space and spin coordinates of all
N electrons. The intensity or. photon flux of the incident radiation is pro-
portional to Aoz- If the final state T/(A0 corresponds to electron emission
with a wave vector k-f (or momentum p/=/ik-0 oriented within a solid angle
dQ (cf. Fig. 7), the differential cross-section can then be shown to be:124

S= c (^ .I , e x
(61)

in which C is a combination of fundamental constants, and Ao2 is eliminated
in the normalization to unit photon flux. In dealing with atoms and molecules,
it is often necessary to sum further over various experimentally-indistinguish-
able symmetry-degenerate final states, and to average over various symmetry-
degenerate initial states to determine a correct cross-section. If the degeneracy
of the initial state is gi and if each such initial state is equally populated, this
yields

gt
hv 1=1

(62)

Also, if unpolarized radiation is utilized for excitation, a summation or
integration over the various possible orientations of e is necessary in deriving
dcr/dQ, yielding finally a summation £ in Eq. (62). Furthermore, for a

randomly oriented set of atoms or molecules as appropriate to studies of
gaseous- or polycrystalline-specimens, da/dO. must also be averaged over all

possible orientations of the target system with respect to each possible
relative geometry of the radiation and the emitted electron.

A final point of general concern is the influence of nuclear motion, speci-
fically vibration, on such cross-sections. If the Born-Oppenheimer approxi-
mation [Eq. (26)] is valid and the influence of the perturbing radiation on

Photoelectron

Radiation

Polarized-

Unpolarized-

pf=hk

Target atom/molecule

Fig. 7. General geometry for defining the differential cross-section do/dCl, showing both
polarized and unpolarized incident radiation. The polarization vector e is parallel to the
electric field E of the radiation. In order for the dipole approximation to be valid,
the radiation wave length A should be much larger than typical target dimensions (thai
is, the opposite of what is shown here).

the nuclear coordinates is neglected, the differential cross-section [Eq. (62)]
becomes:

N

in which the squared overlap between the initial and final vibrational wave
functions is simply a Franck-Condon factor. Vibrational effects in XPS
spectra are discussed in Section V.E. Only the electronic aspects of matrix
elements and cross-sections are considered further here.
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In proceeding further, it is assumed that the photon wavelength A is much
larger than the typical dimensions of the system, which will generally be of
the order of a few A. This is a reasonably good, although borderline, approxi-
mation for MgKa or AlKa x-rays with A«10 A. This assumption permits
treating exp (ik/^-rO as unity in the integration, yielding for Eq. (62):

^ ^ s l l f , (64)

and is termed "neglect of retardation" or "the dipole approximation". A
further convenience that thus arises is being able to write the matrix element
in Eq. (64) in any of the three forms:124

/z2

The equality of these three forms can be proven by means of commutation
relations for the exact wave functions corresponding to any Hamiltonian of
the form of Eq. (24); the first form is denoted "momentum" or "dipole-
velocity", the second "dipole-length", and the third "dipole-acceleration".
In the last form, V= F(ri, T2, ...,TN) is the potential represented by the
electron-electron repulsion and electron-nuclear attraction terms in the

Hamiltonian.
There are several levels of accuracy that can be used for the evaluation of

matrix elements such as those in Eq. (64). The most often used approximation
begins by assuming a strongly "one-electron" character for the photoemission
process, and represents the initial state as an antisymmetrized product of the
"active" A:th orbital ^t(l) from which emission is assumed to occur and an
(N— l)-electron remainder Y^N— 1) representing the "passive" electrons:

l)) (66)

In the weak-coupling limit, the final state is further given very accurately by

1)) (67)

where for brevity the index K (or most simply k) on the ionic wave function
Y'(iV— 1) has been suppressed, and / specifies the kinetic energy and any
additional quantum numbers necessary for the continuum orbital <^(1).
If it is further assumed that the primary k -*•/ excitation event is rapid or

"sudden" with respect to the relaxation times of the passive-electron prob-
ability distribution, the evaluation of N-electron matrix elements for a
general one-electron transition operator I depending only on spatial coordi-
nates (such as any of those in Eq. 65)) yields :9 0 '1 3 1

<W(AT)|
N

(68)

The use of this expression is often termed the "sudden approximation",
and it has proven to be very successful for predicting the intensities of various
types of many-electron fine structure observed in XPS spectra (see, for
example, Sections V.C, and V.D). Transition probabilities and cross-sections
are thus in this limit proportional to

•jv_iv>|2 (69)

and involve a one-electron matrix element and an (N~ l)-electron overlap
integral between the ionic wave function and the passive-electron remainder
TR(iV-1). It should be noted that TR^TV- 1) is thus not a valid ionic wave
function, but rather a non-unique "best" representation of the initial-state
passive electrons. In order for the overlap integral to be non-zero, symmetry
requirements further dictate that both W(N— 1) and TR(A^— 1) must corre-
spond to the same overall irreducible representation; this is the origin of the
so-called "monopole selection rule", which is discussed in more detail in
Section V.D.2.

It is necessary also to consider criteria for determining whether the sudden
approximation can be used or not.133-134 If the excitation from a given
subshell k gives rise to a set of final state energies Ef{N— 1, K); K= 1, 2, ...,
then the simplest criterion for the validity of the sudden approximation is
that133

[Ef(N-1, K)-Ef(N- 1, (70)

where r is the time required for the k -^-/photoelectron to leave the system,
and K and K' can range over any pair of final energies with significant
intensity in the set. As an indication of the orders of magnitude occurring in
this inequality, for a typical x-ray photoelectron of £kin = 1000 eV, y/c«0-06
or y«2 x 109 cm/s. For a typical atomic diameter of 2 A, the escape time can
thus be roughly estimated as / «(2 x 10"8)/2 x 109)« lO"17 s. Thus, r'/h «1/65
eV"1, and for final state separations much larger than 10 eV, the sudden
approximation would appear to be violated. However, calculations by
Aberg133 and by Carlson, Krause, and co-workers135 using the sudden
approximation have given reasonable agreement with experiment for several
systems for which this inequality was not fully satisfied. On the other hand,
Gadzuk and Sunjic134 have considered in more detail the question of transit
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times and relaxation times in XPS, and have concluded that even the typical
excitation energies in XPS of ~ 1 -5 keV may not be sufficient to reach fully
the sudden limit. This question thus requires further study.

An alternative, and in certain respects more general, description of the
initial and final states in the transition matrix element is to use single-
determinant Hartree-Fock wave functions. If these are calculated accurately
for both states, thus including relaxation effects, the relevant wave functions
are

(71)

(72)

i, fax?.,..., faXk, ..., <I>NXN)

W(N)=A(.fa'Xu fa'xz, .... W,..., IN'XN)

and the transition matrix element becomes136 '137

<W(A0|
N

(73)

where the double sum on m and n is over all occupied orbitals and pf^m | n)
is an (N— 1) x (N— 1) passive-electron overlap determinant. Dfi(m \ri) is thus
equal to the signed minor formed by removing the /nth row and nth column
from the Nx N determinant Dfi whose elements are overlaps between
initial- and final-state one-electron orbitals. That is, the pq element is
(Z)-f%g = <<£p'Xi>|<£gXs>. Many of the Nz matrix elements contributing to
Eq. (73) are zero or near-zero for three reasons: (1) one-electron matrix-
element selection rules associated with <<£m'(l)|?|<£»(!)>; (2) monopole
selection rules arising from the one-electron overlaps (fai'xp \faXq}, since fa'
and j>q must have the same spatial symmetry and the spin functions Xp and
Xq must be equal for the overlap to be non-zero; and (3) the near ortho-
normality of the passive-orbital sets fa, ..., fa_i, fa+i,---,fa^ and fa',
...,<f>k-i', <f>k+i',-.;<f>N', so that < ^ ' | ^ J , > « 1 - 0 and <<f>p'\<f>q}&0 for pj=q.
Additional matrix elements corresponding to transitions other than k - > /
that cannot be ruled out on these bases have furthermore been shown by
Aberg133 to be negligible for a high-excitation-energy limit, which leaves
finally a first-order result analogous to the sudden-approximation expression

<W(A0|
1=1

(74)

Various methods for calculating such overlap determinants for atoms
have been investigated by Mehta et a/.,102 and it has been concluded that the
use of a diagonal-element product is accurate to within ~ l - 2 % :

<W(AO|
1 = 1

£ <fa'\fa> (75)
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Proceeding one step further to an unrelaxed, "frozen orbital", or "Koopmans'
Theorem" final state in which fa'=fa for j^k finally leads to the simplest
approximation for such matrix elements:

<W(A0| i ?i|^(A0> = <^(l)|?|^(O> (76)

The majority of matrix element and cross-section calculations to date have
used this last form.

At the level of sudden approximation calculations utilizing Eq. (68) or
(74), two experimentally useful spectral sum rules have been pointed out.
The first states that the weighted-average binding energy over all final ionic
states W(N-1, .K) associated with a given primary k - > / excitation. is
simply equal to the Koopmans' Theorem binding energy of — ek. That is,
if IK is the intensity of a transition to Yf(N— 1, K) corresponding to a binding
energy Et>(K), then

l (77)

This was first pointed out in connection with XPS by Manne and Aberg,90

and has also been derived in a somewhat different context by Lundquist.138

The significance of this sum rule is illustrated in Fig. 8, and it requires that,

Adiabatic
peak

Total Area
a «k(frozen-orbital)

< Binding Energy

Kinetic Energy •

Fig. 8. Schematic illustration of a photoelectron spectrum involving shake-up and shake-
off satellites. The weighted average of all binding energies yields the Koopmans' Theorem
binding energy — «* [sum rule (77)], and the sum of all intensities is proportional to a
frozen-orbital cross section <Jt [sum rule (78)]. The adiabatic peak corresponds to formation
of the ground state of the ion [Et,(k)t=Et,(K= 1)].
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in order for relaxation to occur in forming the lowest-binding-energy
"primary" or "adiabatic" final state corresponding to the ionic ground state,
excited ionic states corresponding to binding energies higher than — e*
must also arise. The peaks due to these states have been variously called
"shake-up", "shake-off", "many-electron transitions", "configuration-
interaction satellites", or "correlation peaks", and more specific illustrations
are given in Section V.D. The high-intensity lowest-binding-energy peak has
often been associated with a "one-electron transition", although this name
is unduly restrictive in view of the inherently many-electron nature of the
photoemission process. Thus, the intimate relationship between relaxation
and correlation is demonstrated, although it still is possible to determine
uniquely a relaxation energy with initial- and final-state Hartree-Fock wave
functions that are often assumed to be uncorrelated in the sense that £COrr
is measured relative to them. The second sudden-approximation sum rule
deals with intensities, and it states that the sum of all intensities associated
with the states Y/(JV-1, K) is given by

/tot= I / K

' ' (78)

where C is a constant for a given photon energy. One experimental con-
sequence of this sum rule is that matrix elements and cross-sections calculated
with unrelaxed final-state orbitals and thus using Eq. (76) apply only to
absolute intensities summed over all states Yf(N— 1, K), as was first pointed
out by Fadley.137 Thus, absolute photoelectron intensities for the usually-
dominant ionic-ground-state peaks may be below those predicted by un-
relaxed or frozen-orbital cross-sections, as has been noted experimentally
by Wuilleumier and Krause;139 by contrast, x-ray absorption coefficients,
which inherently sum over all final states for a given k ->/excitation, are
well predicted by unrelaxed cross-sections.137

At a higher level of accuracy than any of the approximations discussed up
to this point, configuration-interaction wave functions can also be used in
the calculation of matrix elements and cross-sections.91-127 In particular,
Manson91 has discussed in a general way the effects that this can have,
pointing out several mechanisms by which calculated intensities can
be significantly modified by the inclusion of CI in the initial-state wave
function and the final-state wave function. For computational convenience,
it is customary (although not essential) to use the same set of orthonormal
one-electron orbitals <f>i, <f>%, ...,<J>M {M> N) in making up the configurations
of both initial and final states. This apparent lack of allowance for relaxation
in the final state can be more than compensated by using a large number of
configurations with mixing coefficients Q* and C / that are optimized for
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both states:

(79)

(80)

The exact expressions for matrix elements determined with such wave
functions are rather complex, particularly if more than one continuum orbital
is included, corresponding to an allowance for continuum CI (also referred
to as interchannel coupling or close coupling).91 Although such continuum
effects may be important in certain special cases (see Section V.D.5), several
many-electron phenomena noted in XPS spectra can be well explained in
terms of only initial-state CI and final-state-ion CI. In visualizing these effects,
it is thus useful to take a sudden approximation point of view, in which a
single primary k ->f transition is considered and the individual con-
figurations <ly(N) and <&m

f(N) are thus written as antisymmetrized products
with forms analogous to Eqs (66) and (67):

-1)) (81)

V) (82)

In these equations, the (N— l)-electron factors can if desired be indexed
identically, so that, for the fixed one-electron basis set, <D/(N- \) = <&mf(N-1)
if j=m and thus also (<&ji(N-l)\<S>mf(N-l)y = 8jm- Matrix elements in this
limit are then given by repeated application of Eq. (68) as

(83)

Thus, the mixing of various configurations into either the initial or final states
can affect the observed intensity of a given final state appreciably, as it is only
if a certain configuration has a non-zero coefficient in both states that it will
contribute a non-zero (C/)*Q* product. For the useful limiting case in
which a single configuration y = l dominates the initial state, then Q*«l-0,
CfxO foryV 1, and the square of the matrix element (83) for transitions to a
given final state is simply

<TW| (84)

(If relaxation is permitted in the final-state one-electron orbitals, then overlap
integrals of the form <<l>Wi/(Â — 1) | <J>/(Â —1)> = Sjm must be computed,14

and Eqs (83) and (84) become more complex. However, in general S}mx8jm.)
Such CI effects are important in understanding the simplest forms of multiplet
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splittings (Section V.C), many-electron effects in multiplet splittings (Section
V.C), and the intensities of various many-electron satellites (Section V.D).

The inherent requirement of relaxed final-state orbitals in sudden approxi-
mation calculations using single-determinant Hartree-Fock wave functions
has led to a certain amount of confusion when comparing this model with
the results of CI calculations. Manson,91 for example, has pointed out that
the use of relaxed final-state orbitals in such single-determinant calculations
yields matrix elements of no higher accuracy than those resulting from the
inclusion of only a limited form of initial-state configuration interaction.
Thus, there are several types of effects that can only be adequately discussed
in terms of a more complete CI treatment.

In the next three sections, matrix element and cross-section calculations
for atoms, molecules, and solids are discussed at the often-used level of
unrelaxed final-state orbitals that results in Eq. (76).

2. Atoms. For a closed-shell atom in the limit of no final-state passive-
electron relaxation and a non-relativistic Hamiltonian, each emission event is
characterized by a well-defined transition from spin-orbital <J>icXk=<t>nimlXms

to spin-orbital <t>fxf=<t>EVm/Xm/, where Ef is the photoelectron kinetic
energy hv—Ebv(nl). The usual dipole selection rules then require that

A/=//-/=±l (85)

(86)

Photoemission is thus divided into two "channels" for lf=l+1 and V=l— 1,
with the / + 1 channel usually being much more important at XPS energies.

The most commonly encountered experimental situation is a collection of
atoms whose orientations are random with respect to one another that is
exposed to a flux of unpolarized radiation with an angle a between the
propagation directions of the radiation and photoelectron (cf. Fig. 7).
For this situation, the total photoelectric cross-section for all events involving
emission from a given nl subshell can be calculated by summing transition
probabilities for. all possible one-electron events according to Eq. (63). A
general derivation124-126-127>140 then shows that the total subshell cross
section ani is, in the dipole-length form,141 given by

{hv)[lRl_1 (87)

in which ao is the fine structure constant, ao is the Bohr radius, and the
Ri±i(Ef) are radial matrix elements common to all one-electron dipole
matrix elements between <f>nim, and </>Efifm/. (<f>nim, and <f>Efifm,f both have
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the general form of Eq. (36).) These radial integrals are given by

= J Rni(r)rREf,
o

dr = J Pni(r)rPEf,
o

dr (88)

where Pni(r)lr=Rni(r) is the radial part of the </>nim, orbital and P^/, i±i(r)/r=
RE?, i±i(r) is the radial part of the continuum photoelectron orbital <f>Efifm,f
The differential photoelectric cross-section for a given subshell is furthermore
given by the expression 124>127-140

danl

n 2 a - l ) ] (89)

where fini(Ef) is termed the asymmetry parameter, a is the angle between
photon propagation direction and electron emission direction, and /^(cos a) =
^(3 cos2 a—1). fini(Ef) can in turn be calculated from the radial integral
Ri±i(Ef) and certain continuum-orbital phase shifts 8i±i(Ef) that represents
the shift in the sinusoidally oscillating character of REf, i±i(r) at large radii
relative to the continuum wave functions for a hydrogen atom at energy
Ef. The equation for fini(Ef) is

{/(/-] l+1\Ef)

cos

(21+ l)[lRi_
(90)

and the term in cos [S;+i — Sj_i] represents an interference between outgoing
/ + 1 and /— 1 waves. Such phase shifts are illustrated for C2p emission into
s and d waves at different hv in Figs 9(d) and 9(e).

The allowed range for /?„* is - 1 =%/?:% +2. A positive value of /J indicates
that photoelectrons are preferentially emitted at angles perpendicular to the
photon direction (a = 90°), whereas a negative value indicates preferential
emission either parallel or anti-parallel to this direction (a=0° or 180°).
A value of /?=0 yields an isotropic distribution. For j-electron emission,
/ = 0 , and only transitions to V= 1 waves are possible. /? is always +2 for this
case, yielding a differential photoelectric cross-section of the form:

dans(Ef) ans(Ef)
sm^ct (91)

with maximum intensity at a. = 90° and zero intensity at a=0° and 180°.
For the other limiting case of /?= — 1,

danl(Ef) ani(Ef)
COS2a (92)
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Fig. 9. Radial functions P(r)=r • R(r) for (a) the occupied orbitals of atomic carbon and
(b)-(e) the continuum photoelectron orbitals resulting from Clp excitation at different
photon energies as indicated. Continuum wave functions for both allowed emission channels
are shown (/+1 -+d wave, /— 1 -*$ wave). Note the non-sinusoidal character near the nucleus,
and the decrease in the electron deBroglie wavelength Ae with increasing kinetic energy. The
definition of the phase shift 8,,— &a+* is also indicated for Av=200-0eV and 1486-6 eV.
In (a), the range of typical bond lengths between carbon and low-to-medium Z atoms is
also shown for comparison. (S. M. Goldberg and C. S. Fadley, unpublished results.)

the photoelectron intensity is zero at 0=90°, and has its maximum value at
6=0° and 180°. No matter what the value of 0 is, the form of Eq. (89)
dictates that the distribution should be cylindrically symmetric about the
photon propagation direction.

Equation (89) is also equivalent to

(93)
dQ

where A and B are constants given by A=(o<ni/4TT)(l—Pni/2) and
B=(arni/4Tr)- 3fini/4. From an empirical determination of A and B, /? can thus
be calculated from pni=4B/(3A + 2B). A comparison between the function
predicted by Eq. (93) and experimental results made by Krause142 is shown in
Fig. 10. The parameters A and B have in this case been empirically adjusted
to give the best fit to data obtained for photoemission from Kr3j, Kr3/>,
and Kr3d levels with MgKa x-rays. The data are reasonably well described
by Eq. (93), although a slight systematic deviation is apparent; this has been
associated with effects due to the breakdown of the dipole approximation
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Fig. 10. Experimental angular distributions of 3 J ( = M I ) , 3p( = M2, 3), and 3d(=M4,s)
photoelectrons excited from gaseous Kr with MgKa x-rays. The curves represent least-
squares fits to the data points of a relationship of the form of Eq. (93), in which A and B
were treated as empirical constants. (From Krause, ref. 142.)
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(neglect of retardation).142 Note that the 3s data are consistent with Eq. (91)
as expected. Also, a decrease in p witn increasing orbital angular momentum
is observed, although f3 is clearly positive for all three cases presented in
Fig. 10. Wuilleumier and Krause139 have also presented a similar analysis
for Ne2/? emission that extends up to XPS excitation energies.

Total atomic subshell cross-sections for photon energies relevant to
XPS have been calculated in various studies.126- 143-isi These calculations
have made use of both the non-relativistic theory outlined above, as well
as relativistic methods based upon the Dirac equation.144' 145>151 In
the non-relativistic calculations, the method introduced by Cooper and
Manson126 '146-147 has been most utilized: cross-sections are calculated
from matrix elements between initial-state orbitals determined in a Hartree-
Fock-Slater approximation (as those generated by Herman and Skillman
for all atoms)93 and final-state orbitals determined from a one-electron
radial Schroedinger equation with a central potential V(r) representing the
interaction with the nucleus and (iV~— 1) electrons in the ion (again of the
form determined by Herman and Skillman). More recently, Scofield151 has
used a relativistic analogue of this procedure to calculate MgKa and AlKa
total subshell cross sections oni, ]=i±± for all elements in the periodic table;
spin-orbit effects split each subshell into two j components with occupancy
2j+ 1. The use of such a cross-section tabulation in analyzing XPS spectral
intensities is discussed below in Section III.F.3.

In general, it is found that for hv well above threshold, as is the case in
XPS measurements, transitions to If=1+1 are much more probable than
those to / / = / - l . 1 2 6 - 147 Thus, the term (/+ l)Ri+i2(Ef) dominates the term
lRi_\\Ef) in Eq. (87). Also, ani(Ef) is generally a decreasing function of
Ef for hv well above threshold. However, large oscillations and minima in
the cross-section may occur as hv is increased above threshold.126-146>147

Such oscillations can be explained in terms of the changing overlap character
of an oscillatory Pni(r) and an oscillatory Psf, i±i(r) with changing Ef.12e

As Ef is increased, the effective wavelength of the radial oscillations in
PEU I±I decreases and the oscillations penetrate more deeply into the region
of non-zero Pni(f) "within" the atom. This effect is illustrated quantitatively
in Fig. 9 for continuum orbitals corresponding to emission from a C2p
subshell at hv=2l-2, 40-8, 200, and 1486-6 eV, as calculated by Goldberg
and Fadley using the Manson/Cooper program. For a given hv, the matrix
element Ri±i(Ef) thus may consist of contributions due to the constructive
overlap of one or more lobes in Pni(f) and Psf, I±I. If, as Ef is varied, the
relative signs of the overlapping lobes change, Ri±i(Ef) may change sign,
and therefore at some kinetic energy intermediate between the sign change, a
zero or minimum in Ei±\{Ef) and <jni{Ef) can result. A corollary of this
argument is that atomic orbitals Pni{r) which exhibit no oscillations with r

should show cross-sections which decrease smoothly with increasing Ef
and exhibit no zeroes or minima.126 Examples of such orbitals would be
Is, 2/7, 3d, and 4/.

Comparisons of total cross-section calculations with experiment are often
made through the total atomic absorption coefficient for x-rays, which at
lower x-ray energies of <, 10 eV consists essentially of a sum over the several
subshell cross-sections. Such comparisons yield reasonably good agreement
between experiment and theory (~5-10%) except near threshold where
hvxEb

v(nl).13'?' 1 4 3>1 4 5-1 5 0 '1 5 2 Cooper and Manson147 have also calculated
relative subshell cross-sections in XPS which compare favorably with the
experimental values of Krause142 shown in Fig. 10.

Asymmetry parameter calculations have also been performed for various
atoms at the Manson/Cooper level, and the values obtained for pni{Ef)
are also in reasonable agreement with experiment (~ ±5%).147 Manson153

and Kennedy and Manson149 have also pointed out that for certain subshells,
theory predicts that fini(Ef) may exhibit large oscillations with Ef. Finally,
Reilman et a/.154 have calculated £ values spanning all elements in the periodic
table for the two common XPS x-rays MgKa and AlKa; interpolations in
this table can be made to any atomic subshell. Thus, the use of Scofield's <rny
values151 together with the fini tables of Reilman et a/.154 permits determining
a reasonably accurate differential cross-section for any situation encountered
in typical XPS experiments (even though it does represent a mixture of
relativistic and non-relativistic calculations). The data of Fig. 10 make it
clear that in order for comparisons of peak intensities in photoelectron spectra
to be meaningful, the angular geometry of the experiment must be known
and allowed for via da/dQ. Neglecting the effect of the asymmetry parameter
is equivalent to assuming

dcr
(94)

a relationship that is only rigorously true for a "magic-angle" experimental
geometry with /^(cos a) = 0 or a = 54-74°.

A further important point in connection with atomic cross-sections is that,
for systems initially possessing an open shell, the calculations outlined above
will represent a sum of cross-sections leading to the various allowed final
multiplet states (generally describable as L, S terms).125 Provided that these
multiplets are degenerate, no observable effects are suppressed by such a
summation. However, in many cases of both core-level and valence-level
emission, these multiplets are resolvable from one another, so that some
procedure within a one-electron-transition model is needed for predicting
the partitioning of the cross-section into the various multiplets. For emission
from a closed inner subshell, the weight of each multiplet is just its total
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multiplicity,155 so that
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Intensity qc(2S'+ 1)(2Z/+1) (95)

For emission from a partially-filled valence subshell, more complex expres-
sions involving fractional parentage coefficients arise; these have been
discussed in detail by Cox and co-workers,155- 156 and by Bagus, Freeouf,
and Eastman.157 These references include extensive numerical tables. It has
also recently been pointed out by Dill et a/.158 that for emission from a given
nl subshell fini may vary from mutliplet to multiplet, but such effects are
small enough to be neglected in first approximation.

Finally, it should be noted that, although all of the foregoing has assumed
randomly oriented atoms (as would be characteristic of gas-phase or poly-
crystalline specimens), the situation of an array of atoms with definite
orientation can be important for the case of chemical bonding at a well-
defined single-crystal surface. Gadzuk159 has considered the theoretical
expressions resulting for oriented transition-metal atoms on surfaces, and
finds potentially significant effects on the angular dependence of photo-
electron emission from such atoms.

3. Molecules and Molecular-orbital Studies. In general, less is known both
experimentally and theoretically about molecular cross-sections, primarily
due to the greater difficulty of accurately calculating either the initial-state
orbitals or especially the final-state orbitals involved.

For core-level emission to typical XPS energies of a few hundred eV or
more, the use of atomic subshell cross-sections is probably a very good
approximation at the level of a one-electron model of photoemission, because
the initial-state orbital is very little altered by chemical bonding and the
final-state hole is highly localized and atomic-like, thus leading to a con-
tinuum orbital with very nearly atomic properties. (At very low energies of
excitation, it is interesting to note however, that even core levels are predicted
to show cross-section resonances due to molecular geometry.160) Based upon
theoretical calculations by Nefedov et a/.,161 changes in the magnitudes of
core-level cross-sections with ionization state are further expected to be very
small (~0- l % per unit charge), although in some cases such effects could be
significant.

In valence-level emission, the determination of cross-sections becomes more
complex. The initial-state orbital <£* is usually written as a linear combination
of atomic orbitals (LCAO):

^= I CAMAK (96)

in which k represents a symmetry label appropriate for the molecule (e.g.
2ag or 1TTU in O2), <}>A\ is an atomic orbital (AO) for whi©h A designates the
atom and A the symmetry (e.g. A=oxygen and A= Is in O2), and the C '

are expansion coefficients. Such an LCAO description can be made at any of
various levels of accuracy, as is common in quantum-chemical calculations.-
The final-state orbital <j>f presents more of a problem, however, as it must be
computed so as to take account of the full molecular geometry, even though
at high excitation energies and large distances from the center of mass it
will look very much like an atomic continuum orbital of the same kinetic
energy. Various approximations have been used for such final states in cross-
section calculations relevant to XPS: (1) A simple plane-wave (PW) of the
form exp(j'k-r) has been used in several studies,162-163 although it seems
doubtful that highly quantitative results can be achieved in this approximation
because the plane-wave is in no way sensitive to the true potential near the
atomic centers and neither is it properly orthogonal to the initial-state
orbital. By analogy with the atomic case, one would expect correct final states
to show behavior near the nucleus much like that shown in Fig. 9. (2) Plane-
waves orthgonalized to the occupied core- and valence-orbitals (OPW's)
have also been utilized, for example, by Rabalais, Ellison, and co-workers,162

but doubts concerning their quantitative accuracy at high energies have also
been raised by Ritchie.164 Also, the use of either PW or OPW approximations
in the atomic case has been shown by Williams and Shirley165 to be grossly
inadequate. (3) Ritchie164 has used an expansion in terms of partial waves of
different / character, noting that the non-spherical symmetry of the molecular
geometry may mix these, introducing complexities not found in the atomic
case. (4) More recently, Dill,160 Dehmer,160 and Davenport166 have discussed
the use of the multiple-scattering Xa167 method in molecular cross-section
calculations and, at this point, it shows considerable promise of being able
to provide very useful and reasonably accurate numerical results. The
calculation of molecular cross-sections has been reviewed recently by
Dehmer,168 as well as by Huang and Rabalais130 elsewhere in this series.

An additional factor that must be considered in molcular cross-section and
lineshape analyses is that various final vibrational states may be reached in a
given photoemission event, even in the simple case for which only a single
vibrational mode is initially populated. These vibrational excitations are
responsible for the bands observed in gas-phase UPS spectra,97 for example,
and similar effects have been noted in core-level XPS emission (see Section
V.E). If the Born-Oppenheimer approximation is used, then the' electronic
cross-section (differential or total) can be partitioned among the various
vibrational states simply by multiplying by appropriate Franck-Condon
factors, as indicated previously in Eq. (63).

Whatever initial- and final-state approximations are utilized, it is none-
theless a general consequence of the conservation of parity and angular
momentum that the overall form of the differential photoelectric cross-section
of a randomly oriented collection of Born-Oppenheimer molecules exposed
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to unpolarized radiation will have the same form as that for the atomic
case,140-168 namely, Eqs (89) or (93). The calculation of <jk and fa proceeds
by a different method from that in atoms, of course. The UPS angular
distributions of a number of small molecules have been measured by Carlson
et al.169< 17° and they are found to follow the predicted form ,4+2?sin2a,
with all members of each valence vibrational band showing very nearly
the same distinct £ value (with a few exceptions perhaps indicative of a partial
breakdown of the Born-Oppenheimer approximation).

As in atoms, molecular cross-sections for open-shell systems also may
represent emission into several non-degenerate multiplet states. Cox and
Orchard155 have derived the relative probabilities of reaching different final
electronic states for emission from both filled and unfilled subshells. (A
specialization of their results to filled-subshell emission from atoms yields
Eq. (95).)

As a final general point concerning molecular cross-sections, it should be
noted that, although all of the foregoing results assumed random orientation,
the situation of surface chemical bonding on an atomically-ordered substrate
may yield a set of molecules with a definite orientation. Dill171 has presented
a general theoretical formalism for evaluating such oriented-molecule
differential cross-sections, and Davenport166 has performed numerical
calculations for oriented carbon monoxide based upon the Xa. method.
Primary emphasis in all such theoretical studies to date has been on ultra-
violet excitation, however.

In analyzing XPS emission from molecular valence levels, much use has
also been made of an approximation first suggested by Gelius.172 Although
originally derived by assuming a plane-wave final state exp (ik-r), a slightly
different procedure will be used here that both leads to the same result and
also automatically includes certain correction terms that are often omitted.
The initial-state molecular orbital (MO) </>k is assumed to be of LCAO form
[Eq. (96)] with the implicit restriction (not always stated) that the atomic
orbitals <f>A\ be reasonable representations of true atomic orbitals, not just
single-radial-lobe basis functions, for example, of Slater or Gaussian type.
Consider a hypothetical final-state orbital <f>f corresponding to Ef=hv - E\>v(k)
that has somehow been determined with arbitrary accuracy. The matrix
element for photoemission from the molecular orbital will then be given by

AX

Z
AX

(97)

The photoelectric cross-section will be proportional to the square of this
matrix element. If the atomic orbitals and LCAO coefficients are assumed to
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have been constructed as real, this square will be given by

A'X' AX

= z
AX

+ 2 Z Z CJ4-A-j;C^At<^|r|^'A 'X^ /|r|^A> (98)
A'X' AX

(AX>A'X')

The MO cross-section thus depends on matrix elements between a true
molecular final state <f>f, and good approximations to atomic orbitals 4>A\.
The strongly attractive potential near each atomic center will furthermore
tend to make <f>f in the near-nuclear region look very much like the final-state
orbital for photoemission from an isolated atom at the same kinetic energy.
At XPS energies, the atomic continuum orbitals for all valence AO's should
furthermore be very similar in oscillatory behavior, as the kinetic energies
are all very close for a given hv. It can further be argued that it is the region
near the nucleus in which most of the non-zero contributions to the matrix
elements <<^ | r | C^A) arise, because as the distance from each nucleus is
increased, <f>f rapidly becomes an oscillatory function with periods of only
~O-35 A (the de Broglie wavelength Xe of the photoelectron). This is
illustrated for C2p emission from atomic carbon in Fig. 9. Thus, it is only
near the nucleus that the initial-state AO's have sufficiently dense spatial
variations to yield a largely non-cancelling contribution to the matrix element;
in the diffuse, slowly-varying tails of the valence AO's between the atoms, the
oscillations in <j>f will yield an approximate cancellation in the matrix element
integration. (This same argument is made by Gelius172 using the more
approximate plane-wave final state.) The squares of each of the matrix
elements in Eq. (98) are therefore expected to be approximately proportional
to the corresponding atomic cross-section:

or
(99)

and the final result for the molecular cross-section can be rewritten as

d<7t<MO)/dQoc Z |C,4Afc|2(dcMA<AO7dQ)
AA

+ 2 Z Z (±)CA^'kCA\k(d(jA.^AO)/dQ.)i(d(JA\iAO)/dQ.)i (100)
A'X' AX

(AX>A'X')

The cross-terms in Eq. (100) are generally neglected, yielding the most
commonly-used form of this model:

AX
(101)
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12 is the net population of atomic orbital AA in molecular:orbital k.
In applications of Eq. (101), the net population is often replaced by the gross
population PA\IC denned as

Y
A'\'

A'* A)

(102)

although Eq. (100) makes it clear that this is only a very crude way of allow-
ing for overlap affects. Discussions of additional theoretical complexities
have also appeared in several studies.172"176

The model summarized in Eqs (101) and (102) has been used with reason-
able success in analyzing valence spectra of both molecules172-173 and solids
in which quasi-molecular units (for example, polyatomic ions) exist.174"176 In
general, empirical relative atomic cross-sections are determined for atoms or
simple molecules, and then used, together with an LCAO calculation for the
system under study, to generate a theoretical spectrum. One such example for
CF4 is shown in Fig. 11, and it is clear that it correctly predicts relative
intensities to a very high accuracy.

LLJ

50 40 30 20
BINDING ENERGY

10

Fig. 11. Experimental XPS spectrum for the valence levels of gaseous CF4 (points) in
comparison with a theoretical curve based upon Eqs (101) and (102). Relative atomic
subshell cross-sections were determined experimentally. MgKa radiation was used for
excitation. (From Gelius, ref. 172.)
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4. Solids and Valence-band Studies. X-ray photoemission from solids has
been very successfully analyzed in terms of a three-step model first utilized
in ultraviolet photoemission studies by Berglund and Spicer.177 The steps
involved are: (1) a one-electron excitation occurring somewhere below the
solid surface from an initial-state orbital <j>k at energy £ to a final-state orbital
<f>f with an energy Ef greater by hv, (2) electron transport via <j>f to the surface,
during which elastic and inelastic scattering events may occur, and (3) passage
of the electron through the surface, at which a small potential barrier may
cause refraction or back-reflection to occur. The electron states involved are
generally assumed to be characteristic of the bulk material. The one-electron
energies E and £^may be measured with respect to the Fermi energy, the
vacuum level, or some other reference; in any case Ef can be easily connected
with the measured kinetic energy £kin. An additional zeroth step involving
penetration of the exciting radiation to the depth where excitation occurs
might also be added to this model, but this has no significant consequence
for XPS except at grazing incidence angles for which significant refraction and
reflection begin to occur.17-178-179 As x-ray photoelectron escape depths are
only of the order of 10-30 A, the assumption of an initial excitation involving
pure bulk electronic states might be questioned, and one-step theoretical
models in which the surface is explicitly included in the photoemission process
have been presented.180-181 However, the bulk photoemission model correctly
predicts most of the features noted in both UPS and XPS measurements on
semiconductors and transition metals,57-182 and also permits separating out
the various important physical aspects of photoemission. The presence of
distinct surface effects on the photoemission process cannot be discounted,
however,132 with one much-discussed example being a surface-state peak
observed in UPS spectra and other measurements on tungsten.183 Primary
emphasis here will be placed upon the excitation step in the three-step model,
as it contains those elements of the problem that are most clearly related to
the ground-state electronic structure of the system.

For emission from non-overlapping, highly-localized, core orbitals, the
use of an atomic cross-section (differential or total) is a reasonable approxi-
mation for predicting the excitation strength. For emission from valence
levels involved in only slightly overlapping quasi-molecular units, the methods
discussed in the last section can be used. For emission from highly-over-
lapping band-like valence levels, a distinctly different procedure is necessary,
as outlined below.

In a crystalline solid, both initial and final orbitals will be Bloch functions
with wave vectors k and k ,̂ respectively, so that <f>k(r) = <f>k(r) = «k(r) exp (zk • r)
and ^(r ) = ^1/(r) = Mk/(r) exp ( I V T ) , consistent with Eq. (37). Such an
excitation is shown in Fig. 12 on a plot of one-electron potential energy
versus distance from the surface. In traversing the surface barrier, the electron
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Fig. 12. One-electron model of photoemission in a metallic solid, shown as an energy-
level diagram superimposed on the one-electron potential energy curve near the surface.
The initial and final states inside the solid are assumed to have Bloch-wave character.
Applicable conservation relations on energy and wave vector are also shown.

kinetic energy is reduced from its value inside the surface of £kin',« by an
amount equal to the barrier height or inner potential Vo. Vo is generally
measured with respect to the least negative portion of the potential energy
inside the crystal which occurs midway between the strongly attractive atomic
centers. Detection of an electron propagating in a definite direction outside
of the surface implies a free-electron orbital 4>Kf(T) = C exp (iKf- r) with
momentum ~Pf=fi¥J, but it should be noted that YJ need not be precisely
equal to k-f. One obvious source of a difference between K7 and k-f is refraction
effects at the surface barrier, which are only expected to conserve the com-
ponent of wave vector parallel to the surface ( k / = K / ) , but such effects
are rather small in XPS except for grazing-angles of electron emission with
respect to the surface.17 A convenient convention for describing the electron
wave vectors involved in such a transition is to choose the initial k to lie
inside the first or reduced Brillouin zone and the final k-f to be expressed in an
extended-zone scheme. Thus, initial states at several different energies may
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possess the same reduced k value, but each final state is associated with a
unique k-f value.

The basic one-electron matrix element associated with the cross-section for
excitation is most generally written as <^k/|A-V|^k>. This represents the
one-electron analogue of Eq. (60). It is then a simple matter to show184 that
the translational symmetry properties of Bloch functions [Eq. (37)] imply
that this matrix element can only be non-zero when k and k ' are related by a
reciprocal lattice vector g:

k / = k + g (103)

Transitions satisfying this selection rule are termed "direct", and have been
found to be very important in the analysis of UPS spectra and other optical
absorption experiments from a variety of materials.57-182 At the higher
energies of excitation involved in XPS, it has been pointed out by Baird
et a/.185 that the wave vector kft,, associated with the exciting x-ray in XPS
has a magnitude sufficiently large that it must be included in this wave-
vector conservation equation:

k /=k+ g +k f t v (104)

For example, with hv= 1486-6 eV, |k ' | «27r/Ae«19-7 A"1 for valence
emission, kftv'| =2n/\xO-7 A"1, and typical magnitudes of the reduced
wave vector are | k | < 2-0 A"1. Transitions violating such selection rules are
termed "non-direct", and can be induced in various ways, for example, by
interaction with lattice vibrations (phonons), by the introduction of atomic
disorder, or by considering emission from very localized valence levels (for
example, rare-earth 4/) for which the localized initial and final hole states
suppress the effects of translational symmetry. Shevchik186 has recently made
the important observation that phonon effects may lead to an almost total
obscuring of direct-transition effects in the XPS spectra of most materials
at room temperature. Phonons with a range of wave vectors kpt,Onon are
created or annihilated during the excitation process in a manner completely
analogous to thermal diffuse scattering in x-ray diffraction,187 with the net
effect that only a certain fraction of the transitions are simply describable in
terms of Eq. (104) (for which kPt,onon<^k). This fraction is most simply
estimated from the Debye-Waller factor, as discussed in more detail in
Section VI.D.2. Further study of such phonon effects is needed to assess
quantitatively their importance, but they do appear to provide a likely
mechanism whereby all occupied k values can contribute to XPS spectra, even
if electrons are collected along only a finite solid-angle cone with respect to
the axes of a single-crystal in an angle-resolved experiment (see further
discussion in Section VI.D.2).

If it is assumed for the moment (as in most prior XPS studies) that direct
transitions are important, the totalrate of excitation of electrons to a given
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energy Ef will be given by a summation over all allowed k -*• kf transitions
in which energy and wave vector conservation are satisfied. Also, for experi-
ments at non-zero temperature each transition must be weighted by the
probability of occuption of the initial state, as given by the Fermi function:

F(E) =
1

exp[(E-EF)/kT]+l
(105)

This function allows for the thermal excitation of electrons lying within
~kTot the Fermi level. Finally, each transition can be weighted by an average
probability T for escape without inelastic scattering or back reflection at the
surface, which will depend on both Ef and k^ and can be denoted T(Ef, kf).
The average indicated is over various depths of excitation below the surface.
The final result will be proportional to the no-loss photoelectron spectrum
finally observed, and is thus given by

N(Ekin) = N(Ef+ A) = N(E+hv + A)

Occupied
bands

xF(E)T(Ef, -E-hv)8(kf-k-g-kAv) d3k (106)

where A is a trivial energy-scale shift that allows for the binding-energy
reference chosen, as well as any work function difference between specimen
and spectrometer.

In evaluating the matrix elements in this equation to permit comparisons
with XPS spectra, Kono et a/.176 have assumed an orthogonalized plane wave
for the final state <f>kf and a tight-binding (or LCAO) initial state <f>k. Similar
analyses have also been carried out more recently by Aleshin and
Kucherenko,188 and in Section VI.D.2, the application of a simpler form of
this model to the analysis of angle-resolved XPS valence spectra from single
crystals is discussed.

Several basic simplifications of Equation (106) have often been made so as
to obtain a rather direct relationship between observed XPS spectra and the
initial density of electronic states p(£).82 Most of these simplifications cannot
be made in considering UPS spectra, by contrast. The average no-loss escape
function T(Ef, kf) will be essentially constant for all of the high-energy
electrons in the XPS valence spectral region, and so can be eliminated. In
UPS however, t(Ef, kf) can vary considerably over the spectrum. The Fermi
function produces only relatively small effects within ~ + kT of the Fermi
energy, so that in either UPS or XPS carried outsat or below room tem-
perature, it is adequate to set it equal to a unit step function. A further
simplification that can be justified in several ways for XPS but not UPS is
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that the summation and integration in Eq. (106) ultimately yield for a poly-
crystalline specimen a result of the approximate form

N(Ekin)azdB(hv)p(E) (107)

in which dsihv) is a mean photoelectric cross section for the initial states at
energy E and p(E) is the density of occupied initial states at energy E. The
steps in this justification involve first noting the highly free-electron character
of the very high energy final states in XPS (that is <^k/«exp (iV-r)). Because
the free-electron density of states is proportional to (Ef)*, this results in an
essentially constant total density of final states into which valence emission
can occur.82 Furthermore, the relatively short electron mean free paths in
XPS have been argued by Feibelman and Eastman181 to introduce an
uncertainly-principle smearing in the surface-normal component of k^ that
is larger than the mean Ak spacing between final-state bands at a given energy,
and so permits all initial states in a polycrystalline specimen to be equally
involved in direct transitions as far as k-conservation is concerned. Phonon
effects also may lead to a uniform sampling of all initial states, as suggested
by Shevchik.186 Finally, Baird, Wagner, and Fadley have carried out model
direct-transition calculations for single crystals of Au185 and Al189 in which
all matrix elements were assumed to be equal and the only \J smearing
included was associated with a finite spectrometer acceptance aperture;
summing spectra predicted for all mean emission directions with respect to
the crystal axes gave results essentially identical to the density of occupied
states, suggesting again that all initial states are equally sampled. Thus, there
are several reasons to expect XPS spectra from polycrystalline materials to
have a form given approximately by Eq. (107).

XPS has been utilized to study the valence electronic structures of many
solids.82-190-193 Examples of comparisons between experiment and theory
for the three principal classes of solids (metal, semiconductor, and insulator)
are shown in Figs 13,191 14,192 and 15.193 Here, total densities of initial states
p(E) are compared directly with experiment, in some cases after a suitable
broadening has been applied to theory to simulate natural and instrumental
linewidth contributions. These comparisons show that all of the main features
noted in the experimental spectra are also seen in the theoretical densities of
states, although peak intensities are not always well predicted, probably due
to non-constant cross-section effects. For example, in Fig. 15, the dotted curve
indicates an empirical estimate by Ley et al.193 of the relative cross-section
variation that would be necessary to yield agreement between experiment and
Eq. (107) for diamond. The form of this curve is furthermore consistent with
the increasing C2s character expected toward higher binding energies in the
diamond valence bands, as the C2s atomic cross-section is expected to be
considerably larger than that for C2p.151 Similar conclusions have also been
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reached for diamond in a recent more quantitative calculation of the matrix
elements involved.188 Cross-section variations over the valence bands thus
clearly can play an important role in the analysis of such XPS data, but it is
very encouraging that observed peak positions in general agree very well
with those in the density of states. Thus, XPS has proven to be a very direct
method for studying the density of states.

In summary, for studies of densities of states in solids, both UPS and XPS
exhibit certain unique characteristics and advantages. Somewhat better
resolution is possible in a UPS measurement, primarily due to the narrower

XPS Ag

0.38 eV

BINDING ENERGY (eV)

Fig. 13. XPS valence spectrum for polycrystalline silver excited by monochromatized
AlKa radiation in comparison with a theoretical density of states. Curve a is the raw XPS
data, curve b is the data after a smooth inelastic background correction has been sub-
tracted, and curves c and d represent two different lineshape broadenings of the total theo-
retical density of states according to Eq. (158). These broadenings thus include effects due
to both lifetime and shake-up type excitations in the metal. Note the steep cut-off in the data
near £ F = 0 , which can be used to determine the instrumental resolution function. (From
Barrie and Christensen, ref. 191.)

radiation sources presently available. Also, UPS spectra contain in principle
information on both the initial and final density of states functions, together
with certain k-dependent aspects of these functions. The interpretation of an
XPS spectrum in terms of the initial density of states appears to be more
direct, however. Also, the effects of inelastic scattering are more easily
corrected for in an XPS spectrum (cf. Section II.E). Finally, the two techniques
are very complementary in the sense that they are controlled by cross-sections
which may have different relative values for different bands, thereby providing
further information on the types of states involved.
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Fig 14 XPS valence spectrum for a silicon single crystal cleaved in vacuum (points),
together with a calculated total density of states (bottom curve), and a density of states
broadened by the instrumental resolution function. Excitation was with monochromatized
AlKa The spectrum has been corrected for inelastic scattering. The energy locations of state
density primarily due to various high-symmetry points in the reduced Brilloum zone are
also indicated. (From Ley et al., ref. 192.)

E. Inelastic Scattering in Solids
Inelastic scattering acts to diminish the no-loss photoelectron current for

any type of specimen (gas, liquid, or solid). The processes involved can be
one-electron excitations, vibrational excitations, or, in certain solids, plasmon
excitations. As it is in measurements on solids that inelastic scattering plays
the most significant role in limiting no-loss emission to a mean depth of only
a few atomic layers, only such effects will be considered in detail here.
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Fig. 15. Valence spectrum for diamond (points) in comparison with a calculated density
of states (solid histogram). The dotted curve is an empirical estimate of the mean cross-
section variation with energy that would be required to reconcile the spectrum and the
density of states according to Eq. (107). Also shown in the lower portion of the figure is
the detailed theoretical band structure along various high-symmetry directions in the
reduced zone. The incident radiation was monochromatized AlKa. The spectrum has been
corrected for inelastic scattering. (From Cavell et al., ref. 193.)

Inelastic scattering in solids is generally discussed in terms of a characteristic
length for decay of the no-loss intensity. Specifically, if a monoenergetic flux
No at energy E^in is generated at a given point, the no-loss flux N remaining
after traveling a distance / is assumed to be given by an exponential decay law

AT= NQ exp [ - //Ae (JJttO] (108)

where Ae is termed the electron attenuation length, mean free path, or
penetration depth. Implicit in this definition is the idea that inelastic scattering

occurs after photoelectron excitation by means of what are often referred to
as "extrinsic" loss processes. "Intrinsic" losses can however occur during
excitation194 and are discussed further in Section VLB.

Such attenuation lengths are usually determined by measuring Auger or
photoelectron peak intensities from uniform overlayers with varying thick-
nesses comparable in magnitude to Ae. Powell20 and Lindau and Spicer21

have recently presented very thorough reviews of attenuation length measure-
ments in the 40-2000 eV range of most interest in XPS, and an on-going
compilation of Ae values is also available through the National Physical
Laboratory, U.K.195 Powell's summary of experimental values obtained in
various studies is shown in Fig. 16. (Note the log-log scales.) All data points
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Fig. 16. Summary of experimental values for the electron inelastic attenuation length Ae

for various solids. (From Powell, ref. 20.)

lie roughly on a common curve, which has been termed the "universal curve"
of attenuation lengths (although it should be noted that it is universal to
within only a factor of two to five). Extending a plot such as Fig. 16 to lower
energies21 reveals a minimum in Ae at ~ 30-100 eV and an increase at lower
energies corresponding to typical UPS experiments. Thus, surface sensitivity
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is a maximum in the 30-100 eV kinetic-energy range. For the log-log plot
of Fig. 16, the higher energy data are fairly well described by a single straight
line that ultimately yields an empirical energy dependence of the form

AeCEkiiOa^likin)0"52 (109)

This relationship is useful in rough estimates of Ae variation from peak to
peak in a given specimen, although between different materials it is certainly
not very reliable.

Powell20 and Penn196 have also recently discussed various theoretical
models that can be used to predict attenuation lengths at XPS kinetic
energies in terms of microscopic system electronic properties. Penn divides
the attenuation length up into two parts involving core- and valence-level
excitations according to a reciprocal addition procedure expected if the two
types of losses are independent of one another:

1 1 1

total A
e> core e, valence

(110)

Ae, core is determined from an equation of the form given by Powell:20

Ae, core = 2-55 X 10~3 M£ k l n p T -} (111)

in which M is the atomic or molecular weight of the solid, E^in is in electron
volts, p is the density in g/cm3, Nt is the number of electrons in the ith
subshell at energy Ei, and AEt is the mean energy loss involving these electrons
(always greater than Et=E^F(i)). Ae, valence is determined by assuming that
plasmon excitations are the dominant loss processes,196 a situation that can
also be shown to yield an overall relationship very similar to Eq. (I l l ) ,2 0

and the final results permit estimating XPS Ae values for all elements and
compounds, albeit by means of a rather simplified model. In connection with
such estimates, it is expected that ratios of Ae values for a given element or
compound will be much more accurately determined than absolute values;
this is a very useful result, as it is such ratios that are involved in quantitative
analyses of homogeneous systems by XPS, as discussed further in the next
section.

As a final comment concerning electron attenuation lengths, it has also
been pointed out by Feibelman197-198 that Ae may vary in magnitude from
the bulk of a specimen to its surface because of changes in the dominant
mode of extrinsic inelastic scattering (for example, from bulk- to surface-
plasmon excitation). Thus, Ae need not be an isotropic constant of the
material, although it does not much deviate from this for a free electron
metal.197
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F. Photoelectron Peak Intensities

1. Introduction. The quantitative interpretation of x-ray photoelectron
peak intensities requires developing a model for predicting their magnitudes
from various properties of the excitation source, specimen, electron analyzer,
and detection system. Detailed discussions of such models have been
presented previously by Krause and Wuilleumier199 for emission from gases
and by Fadley17 for emission from polycrystalline solids. A brief outline of
the essential assumptions involved will be presented here, followed by a
summary of several important special cases for emission from solids in the
next section.

In general, the photoelectron peak intensity Nk produced by subshell k
can be calculated within a three-step-like model by integrating the differential
intensities dNk originating in the various volume elements of the specimen.
Each of these differential intensities can be written as the following product,
in which x, y, z denotes position within the specimen:

TX-ray flux 1 f= \ / x
L at x, y, z\ L

f Number of atoms (molecules) ~|
in dxdydz J

Differential cross- ~| f Acceptance solid angle of
section for k subshell J |_ electron analyzer at x.

Probability for no-loss
escape from specimen
with negligible

of 1
, y, z J

direction change

Instrumental
detection
efficiency

(112)

In most spectrometer systems, a non-monochromatized x-ray source with
a broad flux emission pattern is utilized, and for this case it is reasonable to
set the x-ray flux equal to some constant value /o over the entire specimen
volume that is active in producing detectable photoelectrons. This assumption
is valid because the exciting radiation is attenuated much more slowly with
distance of travel into the specimen than are the electrons as they escape from
the specimen. Thus, the region active in producing no-loss electrons is
exposed to an essentially constant flux. Exceptions to this situation are mono-
chromatized x-ray sources for which a focused beam is produced,74 as well
as grazing-incidence experiments on solid specimens in which x-ray refraction
at the surface much increases the x-ray attenuation with distance below the
surface.17-178>179 Neither of these special cases will be considered further
here, but refraction effects are discussed in Section VI.C.

The acceptance solid angle Q. of the electron analyzer will vary over the
specimen volume, becoming zero for those points from which emission is
totally prohibited by the electron optics. O, as well as the effective specimen
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area A over which Q # 0 , also may vary with electron kinetic energy, as
discussed previously in Sections II.C.l and H.C.2.

The probability for no-loss escape from the specimen, which can in the
present context be written as T(Eun, W, x, y, z), is most simply given by an
expression such as Eq. (108) involving the electron attenuation length,
provided that elastic scattering events that change direction but not energy
are neglected, kf thus specifies the direction of electron motion along the path
length / from the excitation point x, y, z. In gases, such an escape probability
must also take into account variations in density (and thus also Ae) along
the electron trajectories.

The instrumental detection efficiency Do is defined to be the probability
that a no-loss electron escaping from the specimen in a direction encompassed
by the acceptance solid angle will yield a single final count (or equivalent
current). This efficiency thus allows for all non-idealities in the analysis and
detection system, and it can also depend on £kin.

If the atomic or molecular density in cm"3 is denoted p{x, y, z), the
differential intensity element thus becomes

dNk
dcfc

= Io • p(x, y, z) dx dy dz • —- • QOEkin, x, y, z)
dL2

•T(Ekin, kf, x,y, z)-£>0(£kin) (113)

or for a uniform-density, but bounded, specimen:

dojc
Io-pdxdydz--—

ail
n, x, y, z)

(114)

where / is the path length to escape from the specimen surface into vacuum.
2. Peak Intensities from Solids. With a few simplifying assumptions, Eq.

(114) is readily integrated to obtain useful-expressions for total peak intensity
Nk for the idealized spectrometer shown in Fig. 17.17<178 The specimen
surface is assumdd to be atomically flat. The specimen is taken to be poly-
crystalline to avoid single-crystal anisotropies in emission200 (see discussion
in Section VI.D.l). An exponential inelastic attenuation law as in Eq.
(108) is assumed, and elastic electron scattering effects are neglected.
For a given kinetic energy, the electron spectrometer is further assumed to
act as though a mean solid angle Qo is applicable over all specimen volume
included in the projection of an effective aperture Ao along the mean electron
emission direction (dotted lines in Fig. 12). Both Qo and Ao may be functions
of the kinetic energy -Ekin. The mean emission direction is assumed to be
at an angle d with respect to the surface. The exciting radiation is incident at
an angle <f>x with respect to the surface, and, due to refraction, the internal

Fig. 17. Idealized spectrometer geometry for calculating photoelectron peak intensities
from solid specimens.

angle <j>x' may be less than <f>x. Such refraction (and reflection) effects only
occur for <j>x<> 1°,178>179 and will not be included here, although they are
briefly discussed in Section VI.C. The angle a between the mean incidence-
and exit-directions is held fixed at between approximately 45° and 105° in
most current XPS spectrometers.

Within the approximations quoted above (which are very nearly achieved
in a number of practical spectrometer systems), it is possible to derive intensity
expressions for several important cases: 17.17«.201

(a) Semi-infinite specimen, atomically clean surface, peak k with £icin=Ek:

Nk(d) = IoQ.o(Ek)Ao(Ek)Do(Ek)P da*/dQ Ae(£*) (115)

This case corresponds to an optimal measurement on a homogeneous
specimen for which no surface contaminant layer is present. The expression
given permits predicting the absolute peak intensities resulting for a given
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specimen, or, of much more interest in practice, the relative intensities of the
various peaks. If absolute intensities are to be derived, then the incident flux
/o must be determined, as well as the kinetic energy dependences of effective
solid angle Qo, effective specimen area AQ, and detection efficiency Do- In
relative intensity measurements in which the quantity of interest is Nk/Nk,
for two peaks k and k', Io will cancel, although Q.0A0D0 need not due to its
kinetic energy dependence. The density p of the atoms or molecules on which
subshell k or k' is located may be known beforehand, or may also be the
desired end result in quantitative analyses using XPS. The differential cross-
section dok/dQ. can be calculated by the various methods discussed in
Sections III.D.2-III.D.4. For core levels, the tabulations of <jnij by Scofield,151

combined with the fini values given by Reilman et a/.,154 provide a suitable
means for estimating dcr^/dO with good accuracy within the framework of a
one-electron-transition model. Possible effects of multi-electron processes
on the use of such cross-sections are discussed in Sections III.D.l and V.D.
Within a given specimen, Ae(Ek) can be estimated from Penn's treatment,191

or, more simply, its dependence on kinetic energy can be assumed to follow
the empirical square-root dependence of Eq. (109). Note that there is no 0
dependence in Nk within this simple model, a prediction that has been
verified experimentally by Henke;178 this behavior is expected to hold as long
as 0 is not made so small that the edges of the specimen lie within the
aperture Ao.

11'222

(b) Specimen of thickness t, atomically clean surface, peak k with E^in=Ek'

Ae(Ek)

x [1 - e x p (-t/Ae(Ek) sin 0)] (116)
Here, the intensity of a peak originating in a specimen of finite thickness is
predicted to increase with decreasing 0 (again with the proviso that 0 not be
so small that the specimen edges lie within Ao).

(c) Semi-infinite substrate with uniform overlayer of thickness t—
Peak k from substrate with Eua=E^:

Nk(e) = roQo(Ek)Ao(Ek)Do(Ek)p d^/dQ Ae(Ek)

x exp (-t/Ae'(Ek) sin 0) (117)
Peak / from overlayer with Ekm=Ei:

Ni(e) = I0Q0(Ei)A0(Ei)D0(El)p' daj/dQ Ae'(Ei)

x [1 -exp (-t/Ae'(Ei) sin 0)] (118)
where

Ae(£fc)=an attenuation length in the substrate
Ae'(Ek) = an. attenuation length in the overlayer

P=an atomic density in the substrate
p '=an atomic density in the overlayer.
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Overlayer/substrate ratio:

Q0(Ei)A0(Ei)D0(Ei)p'(dai/dQ)Ae'(E{)

73

Nk(8) Ae(Ek)

x [1 - exp (-t/Ae'(Ei) sin 0] exp (t/Ae'(Ek) sin 6 (119)

This case represents a much more common experimental situation in which
the primary specimen acts as substrate and possesses an intentional or
unintentional contaminant overlayer (for example, oxide on a metal or a
layer deposited from the spectrometer residual gases). Substrate peaks are
attenuated by inelastic scattering in the overlayer, an effect that is much
enhanced at low 0. The overlayer/substrate ratio is thus predicted to increase
strongly as 0 decreases, an effect that suggests a general method for increasing
surface sensitivity by using grazing angles of electron escape; such angular-
dependent studies are discussed in more detail in Section .VLB.

(d) Semi-infinite substrate with a non-attenuating overlayer at fractional
monolayer coverage—Peak k from substrate: Eq. (115).

Peak / from overlayer:

Ni(0)=Ion0(Ei)Ao(Ei)D0(Ei)o'(doi/dQ.)(sm

Overlayer/substrate ratio:

Ni(0) _ Clo(Ei)Ao(Ei)Do(Ei)s'(d<Ji/dn)

(120a)

Nk(0)~Q,o(Ek)Ao(Ek)Do(Ek)s dak/dQ (Ae(Ek) sin 6/d)

V I Do(Ei)Qo(Ei)Ao(Ei)(d<Ti/dQ.)d

with
"Els\ Do{Ek)Q.o{Ek)Ao{Ek) Ae sin 6

(120b)

j ' = t h e mean surface density of atoms in which peak / originates in

cm-2

j = t h e mean surface density of substrate atoms in cm*2

s'/s=the fractional monolayer coverage of the atomic species in which
peak / originates

<i=the mean separation between layers of density s in the substrate
(calculable from s/p).

These expressions are useful in surface-chemical studies at very low exposures
to adsorbate molecules (s'/s< 1), as they permit an estimation of the fractional
monolayer coverage from observed peak intensities. The assumption of no
inelastic attenuation in the overlayer is an extreme one, but is justified because
the macroscopic A e ' of case (c) is both difficult to estimate and dubious in its
application to such thin, non-macroscopic layers, and also because it repre-
sents a correct limiting form for zero coverage.
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The basic model presented here assumes an atomically-flat surface. As this
will obtain only very rarely in actual experiments, assessments of the potential
effects of surface roughness on XPS peak intensities have been made by
Fadley et a/.17,- 202 It is found that roughness can appreciably affect both
absolute and relative intensities, especially for systems with inhomogeneity
as measured vertical to the surface,17- 203 with much depending upon the
dimensional scale of the roughness relative to the attenuation lengths for
x-rays and electrons involved. Roughness effects on angular-resolved
measurements are discussed further in Section VLB, and in considerably
greater detail in other sources.17-202-203

As a final comment concerning the equations presented here, it should be
noted that, for complete generality, an angle-dependent instrument response
function R(Ek, 0) must be included as a further factor in all of Eqs (115)-
(120). The definition and determination of this response function are discussed
elsewhere.17- 202 It is unity for the idealized geometry treated here (as long as
0 is not too small). It has also been calculated and measured for one parti-
cular spectrometer system.74 A further important property of this function is
that it will generally be only weakly dependent on kinetic energy, and so will
cancel to a very good approximation in peak intensity ratios obtained at a
given angle 6. Thus, relative intensity measurements can be made in most
cases without the necessity of evaluating the instrument response with 6.

3. Applications to Quantitative Analysis. The first detailed experimental
tests of the simplest model for intensities originating in a uniform specimen
represented by Eq. (115) above were carried out by Nefedov et a/.161 and
Carter et al.20i The study by Carter et al. made use of Eq. (94) to avoid the
need of evaluating symmetry parameters, Eq. (109) for the energy dependence
of attenuation lengths, and an empirically-determined instrument factor
Q.o(Ek)Ao(Eic)Do(E/c). The Scofield calculations151 provided the cross-sections
required. Theoretical relative intensities were calculated for subshells in a
number of elements and comparisons were made with several sets of experi-
mental data, including tabulations of measured relative intensities (or
elemental sensitivities) by Wagner205 and Jorgensen and Berthou.206 In
general, agreement to within ±10% was found. Powell and Larson207 have
more recently considered the use of the same model from a somewhat more
exact viewpoint, including a discussion of potential errors associated with
determining experimental peak areas that are directly relatable to all of the
processes involved in the differential photoelectric cross-section. Specifically,
from 20 % to 50 % of the one-electron differential photoelectric cross-section is
expected to appear as low-energy satellite intensity due to many-electron
effects (cf. discussions in Sections III.F.l and V.D.2). All of the factors in
Eq. (115) were considered in detail, with the most accurate approximations
being made whenever possible; for three pure compounds with carefully

cleaned surfaces, the agreement between experimental and theoretical relative
intensities was ~ + 5 %. Thus, there are good reasons to be optimistic that
XPS can be used for quantitative analyses of well-prepared homogeneous
specimens with this accuracy. For systems exhibiting inhomogeneity near the N

surface (for example, a substrate/overlayer geometry), additional problems
are encountered because at least two regions are involved, but, especially
when coupled with angular-dependent measurements,17 accuracies of
~ + 10% again seem achievable (see also discussion in Section VLB). Thus,
XPS does have considerable analytical potential, particularly as a near-surface
probe that is at least complementary to, and probably somewhat more
quantitative and less destructive than, electron-excited Auger electron
spectroscopy (AES). Powell208 has recently comparatively reviewed the use
of XPS and AES in surface analysis.

IV. CORE ELECTRON BINDING ENERGY SHIFTS

A considerable fraction of XPS studies to date has been involved primarily
with the precise measurement of core electron binding energies, and in
particular with the measurement of chemical shifts in these binding energies.
Such chemical shifts in fact provided much of the recent impetus for the
development of XPS.3 The technique is rather uniquely qualified for such
studies, as the usual x-rays utilized (MgKa = 1254 eV and AlKa= 1487 eV)
can penetrate to levels well below the vacuum level. The more common
ultraviolet radiation sources presently limit LfPS to valence' levels and weakly
bound core levels within ~40 eV of the vacuum level, on the other hand.
Synchrotron radiation is also now beginning to be used to excite outer core
levels with £ t , v < 300 eV.15-2°9

The core levels of any atom can by definition be considered to represent
filled subshells, and are found in XPS spectra to be relatively sharp in energy,
with typical experimental widths of approximately 1-10 eV. The width
observed for a core photoelectron peak depends upon several factors of both
inherent and instrumental type. The most important inherent sources of
width are:

(1) the lifetime of the A:-subshell core hole created by photoemission,
(2) various possible values for the final state energy Ef{N-\, K), as

represented for example by multiplet splittings, multi-electron effects, or
vibrational broadening (see Section V), and

(3) unresolvable chemically-shifted peaks.
For the present discussion, the final-state complexities of item (2) will be
neglected so as to yield a description analogous to that for a simple, closed-
shell system. The most important instrumental sources and their typical
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magnitudes are:
(1) the exciting x-ray linewidth (approximately 1-0 eV for AlKa without

monochromatization and approximately 0-4 eV with),
(2) the finite resolving power of the electron spectrometer (for example,

0-3 eV for 0-03 % resolution at Ekia= 1000 eV), and
(3) non-uniform charging of the specimen (variable magnitude, as dis-

cussed in connection with Eq. (2)).
The minimum core linewidths observed to date have been a few tenths of an

eV.41>210 Thus, provided that the various inherent sources of linewidth and
non-uniform charging are not too large, it is possible in principle to measure
chemical shifts of the order of 0-1 eV between two or more photoelectron
peaks resulting from emission from the same subshell.

If the same atom A is considered as existing either in two chemically
inequivalent sites in the same compound labelled 1 and 2 or in two different
compounds which can be similarly labelled 1 and 2, then the chemical shift
AEb of the k electron binding energy can be written simply as the difference
of two binding energies. For gaseous specimens with vacuum-referenced
binding energies, this means that

(121)

k, l-2) =

=CEkin)2-(£kin)i (gases)

where A, k, 1-2 represent the minimum number of parameters required to
specify a chemical shift, that is, the atom and level, and the two chemical
sites or compounds involved. Here, we have neglected charging effects. For
solids with Fermi-referenced binding energies, the corresponding equation is

k, l-2) = (

(122)

where possible effects due to spectrometer work function changes or
differences in charging potential have been included. Provided that both of
the latter effects are negligible, Eq. (122) simplifies to a form identical to that
ofEq.(121),

= (Ekin)2-(Ekin)i (solids) (123)

As has been noted previously, many theoretical calculations of chemical
shifts have an implicit vacuum reference level. This is quite satisfactory for
gas-phase work, but not necessarily for work on solids. For the latter case,
the relationship between vacuum-referenced and Fermi-referenced chemical
shifts is, from Eq. (5):

(124)

Thus, in directly comparing vacuum-referenced theoretical calculations and
Fermi-referenced experimental values, it is required to neglect the work
function difference between the two solids, (<t>s)i~(<t>sh- I n most work to
date, no serious effects of work function differences have been observed,
although there is generally more scatter on a plot of measured chemical
shifts against calculated chemical shifts for solids than on a corresponding
plot for gases.3- l> 1< 2 n This additional scatter could be connected with
reference level effects or specimen charging or both. Both of these effects
deserve further study.

The theoretical interpretation of core-level chemical shifts has been
attempted at various levels of sophistication, with each level providing a
certain degree of agreement with experiment and interpretive utility. Several
reviews of these procedures have been presented previously,3- 4- 7> 8>109

and therefore only a brief outline of the most important models, their uses,
and their limitations will be given here. These procedures will be considered
in approximate order of descending accuracy. From the outset, it is clear that
the major goal of such analyses is to derive chemically-significant information
concerning the initial state electronic structure of the system. Various final-
state complexities (see Section V) can tend at times to obscure the initial-
state chemical information, but it has nonetheless proven possible to derive
it relatively straightforwardly for a number of systems.

The most accurate calculation of any binding energy shift must in general
involve determining two binding energies, or a total of two initial-state
calculations and two final hole-state calculations. The possible errors in shifts
are thus approximately twice as large as for a single binding energy when
calculations are performed at a given level. Various procedures for calculating
binding energies have already been discussed in Sections III.A and III.B.
Relative to a Koopmans' Theorem approach, corrections due to relaxation,
relativistic, and correlation effects must be considered, as summarized in
Eq. (55). A chemical shift in such binding energies between two chemically-
inequivalent sites or compounds labelled 1 and 2 is thus

k, 1-2) = (

+ (8£'relax)2

+ (§£relat)l —

or
, k, 1-2) = - Ae fc- A(8£relax) + A(8£relat) + A(8£corr) (125)

In view of the physical origins of the relativistic and correlation corrections
for a given core level, they will tend to have values of approximately the
same magnitude from one site or compound to another. The same should
also be true, but probably to a lesser degree, for relaxation corrections. Thus,
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in many cases, it would be expected that A(&Erejax), A(BETeiat), and A(&E"eorr)
would be considerably smaller in magnitude than the individual corrections
to either (Ebv(k))i or (£ruv(Ar))2, and therefore that the Koopmans' Theorem
value — Ac* would represent a quite good approximation to the chemical
shift AEbY(A, k, l-2).10S (This need not always be true, however, and we
discuss both below and in Section V.B a few special examples in which
A(S.E'reiax) is very large.) For similar reasons, the quality of the wave function
utilized in obtaining e* is often not as critical as might be imagined. That is,
approximate wave functions with the same degree of self-consistency for
both systems 1 and 2 may yield a reasonably accurate value of Ae* (which is,
after all, a small perturbation primarily due to changes in valence electron
charge distribution). Thus, the use of Koopmans' Theorem in conjunction
with various approximate calculation procedures such as minimal-basis-set-
or double-zeta-basis-set Hartree-Fock calculations has met with success in
analyzing much chemical shift data. It appears that molecular wave functions
of double-zeta quality can be utilized to predict chemical shifts from — Ae*
which agree with experiment to within ~ + 1 eV for a carefully-chosen set
of molecules not too much different in size, in spite of the fact that the orbital
energies for such levels as C I J and N I J tend to be as much as 10-20 eV
higher than the experimental binding energies due to relaxation. In "Fig. 18,
experimental Cls binding energies for different gaseous molecules are
compared to Is orbital energies from various theoretical calculations of
roughly double-zeta accuracy. Although the two scales are shifted relative to
one another by about 15 eV, the points lie very close to a straight line of unit
slope. Thus, for sets of molecules chosen to minimize A(8£'reiax), A^ifreiat),
and A(S.E'corr), chemical shifts should be calculable from these orbital energies
with an accuracy roughly equal to the scatter of points about the straight
line or ± 1 eV.7-8 '109

Although the use of Koopmans' Theorem irr estimating binding energy
shifts from reasonably accurate molecular-orbital calculations can thus be
expected to yield fairly reliable values for well-chosen compounds, it is
especially important to be able to include the effects of relaxation in such
calculations. Such effects are treated in more detail in Section V.B, but at this
point it is appropriate to mention a calculation procedure that lies inter-
mediate between those of Koopmans' Theorem and doing accurate SCF
calculations on both initial and final states. This method was developed by
Goscinski et al.zlz' 213 and is termed the transition-state or transition-
operator method. In this method, relaxation effgcts are allowed for to second
order in perturbation theory by solving a set of Hartree-Fock equations in
which the Fock operator on the left-hand side of Eq. (42) is adjusted so as to
involve an effective 1/2 occupation number as far as electron-electron inter-
actions involving the kth spin-orbital from which emission is to occur. For
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Fig. 18. Plot of carbon \s binding energies calculated via Koopmans' Theorem against
experimental binding energies for several carbon-containing gaseous molecules. For some
molecules, more than one calculated value is presented. The slope of the straight line is
unity. The two scales are shifted with respect to one another by 15 eV, largely due to
relaxation effects. All of the theoretical calculations were of roughly double-zeta accuracy
or better. (From Shirley, ref. 7.)

the fictitious "transition state" thus calculated for each initially-occupied
spin-orbital, negatives of the one-electron energy eigenvalues yield estimates
for binding energies that should include relaxation effects to second order.
Comparisons of core- and valence-electron binding energy calculations for
He, Li, Be, Ne, and Ar 212- 213 do indeed show that this method yields results
in very good agreement with the more laborious procedure of calculating and
subtracting accurate total energies for both the initial and final states.

The next approximation moving away from the Koopmans' Theorem
method for calculating chemical shifts is the potential model that was used in
the earliest quantitative discussions of chemical shifts by Siegbahn et al.3 and
Fadley et al.105 In this model, the interaction of a given core electron with all
other electrons and nuclei in a molecule or solid is divided into an intra-
atomic term and an extra-atomic term. Furthermore, the assumption is made
that each atom in the array has associated with it a net charge consistent with
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overall electroneutrality. These net changes thus account in some way for
the displacement of electronic charge which occurs in the formation of
chemical bonds. In very covalent systems, this model is of questionable
utility, but several variations of it have been applied to a wide variety of
systems with considerable success.3- 4«105- 214-219 More recently, it has been
termed a ground-state-potential model (GPM)215 to emphasize its usual
neglect of final-state effects (especially relaxation). Consider an atom A with
a charge qA situated in an array of atoms to which it is somehow bonded.
The binding energy of the fcth electron in this atom can then be expressed
as a sum of two terms, one intra-atomic free-ion term and one extra-atomic
potential:

(126)
Compound Free ion of

charge qA

V
Potential due

to all other atoms

The first term is a binding energy for the fcth electron in a free-ion of charge qA

and the second term is the total potential due to all other atoms in the array.
The first term might be evaluated by means of a free-ion Hartree-Fock
calculation, for example (although much simpler procedures for dealing with
it will also be discussed). The simplest way to calculate the second term is to
assume that the other atoms behave as classical point charges in creating the
potential V. Thus,

V-* £ *. (127)

where the summation is over all atoms except that of interest in the array. If
the array is a crystal, then V represents a convergent infinite sum that is
closely related to the Madelung energy of the solid.105 Thus, both terms in
Eq. (126) may be relatively easy to obtain for a number of systems. Calcu-
lating a chemical shift using Eq. (126) gives

, k, l-2) = qA, {)- , qA, 2) + Vi- (128)

where qA, 1 and qAi 2 are the net charges on atom A in the sites 1 and 2,
respectively. It is instructive to consider the predictions of this model for
several simple systems, as it is found to explain qualitatively and semi-
quantitatively several basic features of chemical shifts.

The difference of free-ion terms in Eq. (128) represents a change in binding
energy concomitant with a change in the valence electron orbital occupation
of the atom such that the net charge is altered from qA,2 to qA, 1. In the
first analyses based upon the potential model, Fadley et al.105 calculated such
changes for removal of successive valence electrons from various ionic states
of I, Br, Cl, F, and Eu, using a minimum-basis-set Hartree-Fock calculation

and Koopmans' Theorem. These results are presented in Figs 19-23, where the
shifts are plotted against the location of the maximum magnitude of the radial
function for each orbital. Several systematic features of these results can be
noted. For iodine, all core levels shift by very nearly the same amount. This
is basically true also for Br and Cl, although as the atomic size decreases
there is less constancy in the core shifts, with outer orbitals showing slightly

k:
2s 3p 4p

<u

LJJ

2p

10

5

A3d 3s 4s / 4d

•*"**——-4 A

5s 5p
1 |
1 1

, V X •
<s>-ot§> - 0 - 0 — _ "•~-.« r i^'

~~ --S-"°
Classical

A AE^ ( I . k , 4-3)

• A*b
A AE^

D AEv
b

O AE^

1

( I .k , 3-2) _

( i ,k , 2-1) -

( I ,k , 1-0)

( I , k , 0 - t - 1 ] ) -

1
0 1 2 3

r m a x ( B 0 h r r a d i i )

Fig. 19. Koopmans' Theorem free-ion binding energy shifts caused by the removal of a
valence 5p electron from various configurations of iodine, plotted against the location of
the radial maxima for the various orbitals. The configurations are: +4=5s25p, + 3 = 5s25p2,
+ 2=5si5p3, +I=5i25p4, 0=5s25p5, and - I=5i 25p 6 . The solid curve shows the classical
shift resulting from the removal of an electron from a thin spherical shell of charge with the
radius of the 5p maximum. (From Fadley et al., ref. 105.)

lower shifts. In all of the halogens, the/? valence electrons are largely external
to the core, as is evidenced by the location of the core- and valence-orbital
radial maxima. For Eu, which by contrast has valence 4 / electrons over-
lapping considerably with the core electrons, the core shifts are not at all
constant, and furthermore can be about twice as large per unit change in
valence shell occupancy as for the halogens. All of these results are qualitatively
consistent with a very simple classical model of the interaction between core
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+ 1 = 4 s 2 V , 0=4s24p5, and - I=4s24p6. (From Fadley et at., ref. 105.)

and valence electrons. The valence electron charge distribution can be
approximated by a spherical charged shell of radius rv, where rv can reason-
ably be taken to be the average radius of the valence orbitals or the location
of their radial function maximum. The classical potential inside this spherical
shell will be constant and equal to q/rv, where q is the total charge in the
valence shell. If the charge on this shell is changed by Sq, the potentials, and
thus binding energies, of all the core electrons located well inside the shell
will shift by an amount SEty = Sq/rv. Such classical calculations are shown
as the solid lines in Figs 19-23 and are found to give results that correctly
predict the trends in relative shifts from subshell to subshell, as well as being
in semi-quantitative agreement with the absolute magnitudes of the more
accurate Hartree-Fock calculations. In general then, ail core electrons which
overlap relatively little with the valence shell are predicted to shift by approxi-
mately the same amount, and this prediction is verified experimentally.105

The magnitude of the shift per unit change in charge should also increase as
the valence shell radius rv decreases, as is illustrated for the case of Eu. A
more accurate estimate of SE^I&q for any atom is given by the change in
Hartree-Fock e* upon removal of one valence electron. From Eq. (47),
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Fig. 21. Calculated free-ion binding energy shifts caused by the removal of a valence
3p electron from chlorine, plotted as in Fig. 19. The configurations are: +2=3s23p3,
+1 = 3s23p4, 0=3s23p5, and - 1 = 3s23p6. (From Fadley et al, ref. 105.)

this will be given by /yfc-vaienee- £*-vaienee (spins parallel) or ^-valence (spins
anti-parallel). As the core-valence exchange integral A^-vaience will be of
significant magnitude only if there is appreciable overlap between the core and
valence orbitals, we can neglect ^-valence in comparison to /^-valence. (For
example, in carbon, Ju, 2S = 22-1 eV, £i5 ) 25= l-4eV, J\s, 2j> = 20-8 eV, and
Ku, 2j>=0-6 eV.) Thus, 8Eby/&q should be approximately equal to Jk-v&ience,
the core-valence Coulomb integral. The magnitude of such Coulomb integrals
are, in fact, found to be in good agreement with the shifts calculated in
Figs 19-21 for I, Br, and Cl. As a final point, the free ion term 8Eby/8g is
of the order of 10-20 eV/electron charge for essentially all elements.

If the potential term F in Eq. (126) is now considered, it is found that its
value also will be of the order of 10-20 eV for a transfer of unit electron
charge from one atom to its nearest neighbors,3-105 as, for example, in a
highly ionic alkali halide crystal. Furthermore, for a given molecule or solid
the free-ion term (SE^V/Sq) • Sg will be opposite in sign to V, as Fmust account
for the fact that charge is not displaced to infinity, but only to adjacent atoms
during chemical bond formation. Thus, both the free-ion and potential terms
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in Eq. (126) must be calculated with similar accuracy if the resultant binding
energy (or chemical shift) value is to have corresponding accuracy. This
represents one of the possible drawbacks of such potential models.

Several other models based essentially on Eq. (126) have been utilized in
analyzing core electron chemical shifts,7' 8 and the detailed theoretical justifi-
cations for them have been discussed by Manne,216 Basch,217 and Schwartz.218

For example, Siegbahn et al.4 and Gelius et al.211 have been able to describe
the core binding energy shifts for a variety of compounds of C, N, O, F,
and S with the following equation:

AEx,v(A, k, 1-2) = CAqA + V+1 (129)

where 2 represents a fixed reference compound. The various atomic charges
qi in each molecule were estimated using CNDO molecular-orbital theory,
and these charges were then substituted into Eq. (127) to compute V. Then
the constants CA and / were determined empirically by a least-squares fit to
the experimental data. Such fits give a reasonably consistent description of
the data, as is shown in Fig. 24 for various compounds of carbon, and, in
particular, the parameters CA are found to be rather close to the b-valence
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Fig. 23. Calculated free-ion binding energy shifts caused by the removal of a valence
4/electron from europium, plotted as in Fig. 19. The configurations are: + 3=4/6 , + 2=4/7 ,
+ l=4/66i2, and 0=4/76.s2. Note the non-constancy of the core-level shifts by comparison
to Figs 19-22. (From Fadley et al, ref. 105.)

Coulomb integral /ls-vaience computed for a tom A. Thus, Eq. (129) as
utilized in this semi-empirical way is consistent with a somewhat more exact
theoretical model. Note, however, that all molecules are not adequately
described by this model and that, for example, the points for CO and CS2
lie far from the straight line predicted by Eq. (129). As might be expected, if
an orbital energy difference based on near Hartree-Fock wave functions is
used for the calculated shift of CO, much better agreement with experiment is
obtained, as is shown in Fig. 18.

In another variant of the potential model proposed by Davis et al.,219 a
series of chemical shift measurements on core levels in all the atoms of several
related molecules are used to derive a self-consistent set of atomic charges. For
each atom in each molecule, the measured chemical shift is written in terms
of undetermined atomic charges as

—
rAi

(130)

where CA is set equal to /ls-vaience for atom A. The resultant set of equations
is solved self-consistently for the qA values on each atom. Such calculations
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on a series of fluorinated benzenes219 give charges which agree rather well
with charges obtained from calculations based upon the CNDO/2 method,
as is apparent in Fig. 25.

Another procedure for analyzing chemical shift data that can be at least
indirectly related to the various potential models is based on summing
empirically determined shifts associated with eacH of the groups bonded to
the atom of interest, and has been developed primarily by Gelius, Hedman,
and co-workers.211- 22° Each group shift is assumed to be constant and
independent of the other groups present and is determined from a series of
chemical shift measurements on reference compounds representing suitable
combinations of the groups. The chemical shift associated with atom A in a
given compound is thus written as

AEb(A,k, 1-2)= £ A£b(group) (131)
groups

where 2 constitutes some reference compound against which all of the group
shifts are determined. The applicability of this procedure has been demons-
trated on a large number of carbon- and phosphorous-containing com-
pounds,211- 220 and a summary of results obtained for phosphorus compounds
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Fig. 25. Atomic charges for the various fluorinated benzenes as calculated by the CNDO/2
method and as derived experimentally ("ACHARGE") from chemical shift measurements
on carbon and fluorine and Eq. (130). Charges are in units of 1/100 of an electronic charge.
The filled circles represent average hydrogen charges. (From Davis et al., ref. 219.)

is shown in Fig. 26. The relationship of this procedure to a potential model is
possible if it is assumed that each group induces a valence electron charge
change of S#(group) on the central atom and also possesses essentially the
same intragroup atomic charge distribution regardless of the other groups
present. Then both the free-ion and potential terms in Eq. (126) become
simply additive for different groups, as is required in Eq. (131). In addition,
however, the group shift can be considered to include empirically an approxi-
mately constant intragroup relaxation correction, thus going somewhat
beyond a ground-state potential model in one sense.

Some of the first analyses of shift data were performed simply by plotting
AEb against atomic charges which were estimated by various procedures,
among them CNDO or extended-Huckel calculations, or most crudely by
electronegativity arguments. The implicit neglect of the potential terms of
Eqs (126) and (128) in such a correlation of A£b against qA can, however,
lead to a rather wide scatter of the points about a straight line or curve
drawn through them. Hendrickson et al.,221 for example, found two rather
distinct clusters of data points described by two different curves in comparing
nitrogen Is shifts with charges calculated via CNDO. However, there is in
general a systematic increase in E^ with increasing qA for most compounds,
particularly if the compounds are chosen to be rather similar in bonding type.
One such series of compounds for which a simple electronegativity correlation
has proven adequate is the halomethanes. Thomas222 expressed the C\s
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SUM OF GROUP SHIFTS

Fig. 26. A comparison of measured phosphorous 2p chemical shifts with shifts calculated
using the group shift model of Eq. (131). The compounds were studied as solids. (From
Hedman et al., ref. 220.)

shifts between CHU and a given halomethane as a linear combination of the
electronegativity differences between the various ligands present and
hydrogen:

A£bv(C l s, halomethane-CKU) = C £ {Xi - AH) (132)

where C is an empirical constant, Xi is the ligand electronegativity, and X&
is the electronegativity of hydrogen. Such a correlation is shown in Fig. 27.
The explanation for the success of this correlation would seem to be as a
further simplification of the group shift approach, in which each monatomic
ligand induces a charge transfer 8qi proportional to Xi — Xn, and the potential
term involved is also simply proportional to Sqi for a nearly constant carbon-
ligand bond length. Thus, the potential model of Eq. (128) can be reduced to
the form of Eq. (132). Such correlations should be used very cautiously,
however, as exceptions are relatively easy to encounter: for example, in the
series of molecules generated by adding successive methyl groups to ammonia
(NH3, NH2(CH3), NH(CH3)2, and N(CH3)3), the N I J binding energy is
observed to decrease with the addition of CH3 groups,223 in complete dis-
agreement with the greater positive charge expected on the central nitrogen
because Xc > Xn- The major cause of this discrepancy is believed to be the
greater relaxation energy associated with the polarization of the -CH3
group around the N I J hole,223 a type of effect discussed in more detail in
Section V.B.
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Fig. 27. Carbon Is chemical shifts for halogenated methanes measured relative to CH4
and plotted against shifts calculated on the basis of a sum of ligand-hydrogen electro-
negativity differences, as in Eq. (132). (From Thomas, ref. 222.)

Among the other methods utilized to analyze chemical shift data,
mention should also be made of a procedure introduced by Jolly and
Hendrickson224- 225 for relating chemical shifts to thermochemical data. In
this method, it is noted that to a good approximation the atomic core of an
atom with nuclear charge Z and a single core-level hole acts on any surround-
ing electrons in an equivalent way to the filled core of an atom with nuclear
charge Z + l . If the core electron overlap with the outer electrons is small,
then the nuclear shielding should be nearly complete and this assumption is
reasonable. As a more quantitative indicator of how good this approximation
is for a medium-Z atom, Table I summarizes the results of highly-accurate
numerical Hartree-Fock calculations by Mehta, Fadley, and Bagus102 for
atomic Kr with various core-level holes and its equivalent-core analogue
Rb+1. With neutral Kr as a reference, the fractional decreases in average
subshell radii 1 — </•«;>/</•«;><) are tabulated for different core-hole locations in
Kr+1 and for the equivalent-core species Rb+1. For the equivalent-core
approach to be fully valid, these fractional changes should be nearly identical
between true Kr hole states and Rb+1, thus indicating the same degree of
inward relaxation around both a core hole and a nuclear charge that is
incremented from Z to Z + l . For the various true hole states in subshells
that can be designated «hoie/hoie, the fractional decreases in </•«;> range from
~ 0 for subshells with «^«hoie up to 11 % for the outermost 4p orbital. The
equivalent-core Rb+ 1 orbitals by contrast show significant relaxation in all
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subshells, with a range between 3 % for 1J and 11 % for 4p. Relaxation for
subshells with «<«hoie is thus much overestimated by the use of an equivalent
core, whereas for «>«hoie, the overestimates range from only ~ 0 - l % in
absolute fractional radius change. Thus, the equivalent-core model is a
reasonable and useful Srst approximation, although it is certainly expected
to overestimate relaxation effects due to core-hole formation.

In applying the equivalent-core model to chemical-shift analyses, it is
assumed224- 225 that an exchange of cores can be made in the final-state ion
without appreciably altering the valence electron charge distribution or
equilibrium nuclear geometry. (The results in Table I for the 4s and 4p
subshells suggest that this is a good approximation.) Thus, in considering
core-level emission from a species containing nitrogen, an O+6 Is2 core can
be exchanged for the N+6 l s=N + 6 * core, where the asterisk denotes the
presence of the Is core hole. Such core exchanges can be utilized to write
binding energy shifts in terms of thermodynamic heats of reaction, and hence
to predict either shifts from thermodynamic data or thermodynamic data
from shifts. As one example of the application of this procedure, let us con-
sider Is photoelectron emission from gaseous NH3 and N2 as chemical
reactions in which the electron is assumed to be formed exactly at the vacuum
level and therefore with no kinetic energy:

, NH3)

A£2=£b
v(Nl.y, N2)

These reactions are endothermic with internal energy changes A£i and A£2

given by the Is binding energies in NH3 and N2. Subtracting the second
reaction from the first gives

AE=AEi-AE2

= Ex>v(Nls, , N2)

, NH3-N2)

with an internal energy change precisely equal to the Nls chemical shift
between NH3 and N2. However, this reaction involves the unusual and very
short-lived species N2

+* and NH3"1"*. Now, it is assumed that the N6 +* core
can be replaced by the O6+ core in either N2

+* or NH3+* with only a small
gain or loss of energy that can be termed the core-exchange energy A/Tee.
As long as the core-exchange energy is very nearly the same in both N2

+*
and NH3+*, then the overall energy change associated with the reaction is
not affected by core exchange. That is, we have a final reaction of

+ ->OH 3
+ +N 2 : AE=L , NH3 - N2) + A£ce - A£ce
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Therefore, the chemical shift is equal to a thermodynamic heat of reaction
involving well-known species. This procedure has been applied to an analysis
of Is shifts in compounds of N, C, O, B, and Xe, and very good agreement is
obtained between experimental AEb values and thermochemical estimates of
these shifts. Such a comparison for nitrogen Is is shown in Fig. 28. This
analysis is closely related to the isodesmic processes discussed by Clark,9 and
is also reviewed in more detail by Jolly13 in this series.
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Fig. 28. Plot of experimental Nls binding energy shifts relative to Ni. for several molecules
versus values calculated using equivalent-core exchange and thermodynamic data. The
slope of the line is unity. (From Jolly, ref. 225.)

Finally, a few other methods in which core electron binding energy shifts
can be used should be mentioned:

(1) Attempts have been made to derive bonding information from relative
binding energy shifts of different levels in the same atom. From Figs 19-23,
it is clear that the outer core and valence levels of a given atom need not shift
by the same amount as inner core levels, especially if relatively penetrating
valence levels are present as in Eu. Such relative shifts of different levels can
for certain cases be simply related to the basic Coulomb and exchange integrals
involved, and then utilized to determine properties of the valence electron
charge distribution. In particular, the relative shifts of the inner core 3d^
and valence 5p± levels have been measured for iodine in various alkyl iodides
and HI, and these shifts have been found by Hashmall et a/.226 to be con-
sistent with a simple bonding model of the compounds involved. More
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recently, Aono et a/.227 have carried out a similar relative shift study of rare-
earth compounds that quantitatively confirms the non-constancy of the
intra-atomic free-ion shifts as predicted, for example, for Eu in Fig. 23.

(2) In another type of analysis, core-level chemical shifts for several
homologous series of the form RXH with X = O , N, P, and R=various
substituent groups have also been found to be approximately equal to relative
proton affinities.228 Martin et a/.228 have explained this correlation by noting
that the removal of a core electron from atom X to form a positive hole
involves very nearly the same set of R-group relaxation energies (and to a
less important degree also potential energies) as the addition of a proton.
Thus, changes in X-atom core binding energy with R are expected to be
approximately equal to changes in proton affinity with R, even though the
absolute magnitudes of the two quantities are very different; this has been
found to be true for a rather large number of small molecules.228

(3) It has also been proposed by Wagner229 that the difference in kinetic
energy between a core photoelectron peak and an Auger electron peak
originating totally via core-level transitions in the same atom can be used as
a sensitive indicator of chemical state that is free of any uncertainty as to
binding energy reference or variable specimen surface charging. This differ-
ence, which has been termed the "Auger parameter",229 changes with altera-
tions in chemical environment because Auger energies are influenced much
more strongly than photoelectron energies by final-state relaxation.230' 231 In
fact, Auger energy chemical shifts are roughly 3-4 times as large as corre-
sponding core binding energy shifts.229 Although a precise theoretical calcu-
lation of such extra-atomic relaxation effects may be difficult (see, for
example, Section V.B), the Auger parameter appears to have considerable
potential as a fingerprint for different chemical states.

(4) Finally, attempts have been made to correlate core binding energy
shifts with the results of nuclear spectroscopic measurements such as
NMR232 ' 233 and Mossbauer spectroscopy,234 as reviewed elsewhere by
Carlson.10 NMR diamagnetic shielding factors have been compared with
core shifts, but the difficulty of separating out diamagnetic and paramagnetic
contributions to shielding have prevented extensive application of this type of
analysis. Also, binding energy shifts for a closely related set of tin compounds
correlate reasonably well with Mossbauer chemical shift values,234 but no
detailed theoretical justification for this correlation has been presented.

It is clear that the theoretical interpretation of core electron binding
energies or chemical shifts in these energies can be attempted in several ways
at varying levels of sophistication. When binding energies are calculated by
the most rigorous total-energy-difference method, including perhaps correc-
tions for relativistic effects and electron-electron correlation, values in very
good agreement with experiment have been obtained for several atoms and
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small molecules. This agreement verifies that all of the basic physical effects
involved have been recognized and can be accounted for quantitatively. If
binding energies are calculated from orbital energies via Koopmans' Theorem,
errors primarily due to neglect of final state relaxation are incurred. Such
errors can be from 1 % to 10 % of the total binding energy and can be estimated
in several ways. In calculating chemical shifts of binding energies between
two different sites or compounds by means of Koopmans' Theorem, however,
a fortuitous cancellation of a large fraction of the relativistic, correlation,
and relaxation corrections occurs. Thus, orbital energies can be used with
reasonable success in predicting shifts, although anomalously large final-state
relaxation around a localized hole represents an ever-present source of error
in such analyses (see also Section V.B). The interaction of a core electron with
its environment can be simplified even further, giving rise to several so-called
potential models with varying degrees of quantum-mechanical and/or
empirical input. All of these models can be useful in interpreting shifts,
although it may be necessary to restrict attention to a systematic set of
compounds for the most approximate of them. The direct connection of
chemical shifts with thermochemical heats of reaction via the equivalent-core
approximation is also possible. Finally, it is worthwhile to note that one of
the primary reasons that chemical shifts can be analyzed by such a wide
variety of methods is that their origin is so simply and directly connected to
the molecular charge distribution. In turn, it is very often this charge distri-
bution that is of primary interest in a given chemical or physical investigation.

V. FINAL-STATE EFFECTS

A. Introduction

In this section, several effects arising because of complexities in the final
state of the photoemission process will be considered. Considerable use will
be made of the theoretical developments of Sections III.A-D, from which it
is already clear that unambiguously distinguishing various final-state effects
in the electronic wave function may not always be possible, primarily due to
many-electron effects that might, for example, be described by a configuration-
interaction approach. Thus, the first four topics to be dealt with here (relaxa-
tion phenomena, multiplet splittings, shake-up and shake-off effects, and
other many-electron effects) are all very much interrelated, as will become
evident from subsequent discussion. However, for both historical and
heuristic reasons, it is reasonable to consider them separately, using several
examples for which distinctions can be made relatively easily. (Such final-state
electronic effects have also been reviewed by Martin and Shirley13 in more
detail in this series.) The last subject to be treated here involves the influence
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of exciting various final vibrational states, for which theoretical background
has already been presented in Sections III.A and III.D.

B. Relaxation Effects

The importance of relaxation corrections in accurately predicting binding
energies has been emphasized in several prior discussions in this chapter.
As a further example of how large such effects can be, it has been suggested
by Ley et a/.235 that relaxation is the primary reason why free-atom vacuumr

referenced core binding energies are higher by ~5-15 eV than corresponding
vacuum-referenced binding energies in the pure elemental solid. Also, inert
gas atoms implanted in noble metal lattices have been shown by Citrin and
Hamann236 to exhibit core binding energies 2-4 eV lower than in the free-
atom state, again primarily due to relaxation. In a systematic study of the
Cls binding energy in a set of linear alkanes CBH2»+2(n=l, 2, ..., 13),
Pireaux et a/.237 noted a monotonically increasing Cls chemical shift
A£b(Cli, CH4-CBH2n+2) with n, and a small overall shift of 0-6 eV between
CH4 and C13H28 with sign such that C13H28 has the lowest binding energy.
Transition-operator calculations for these alkane molecules indicate that the
relaxation energy increases by almost 2-0 eV in going from the smallest
CH4 to C13H28; thus, relaxation is a major contributing factor in producing
these small chemical shifts, although it must act in conjunction with certain
other effects with opposite sign to reduce the overall shift to 0-6 eV. Relaxa-
tion shifts of ~ 1-3 eV are also noted in UPS spectra of the valence levels of
molecules chemisorbed on surfaces,238 with the binding energies of molecular
orbitals not directly involved in bonding to the surface being lower than in
the free molecule, presumably due to extra relaxation in the substrate. In
general for these systems, then, it is found that the more near-neighbor atoms
there are surrounding a given final-state hole, the more relaxation can occur
and the lower is the observed binding energy.

The relaxation energy Sisreiax can be unambiguously defined as the
difference between a Koopmans' Theorem binding energy — ejt and a
binding energy calculated by means of a difference of self-consistent
Hartree-Fock total energies for both the initial and final states. Various
methods have been utilized for estimating this energy in atoms, molecules,
and solids,119-121- 235> 239-242 but principal emphasis here will be on a
relatively straightforward, yet easily visualized, procedure first used extensively
by Shirley and co-workers.121- 235>239

In this procedure, 121- 235> 239 the relaxation energy for a given core-level
emission process is divided into two parts: an intra-atomic term (the only
term present in the free-atom case) and an extra-atomic term that is important
in molecules or solids. The extra-atomic term thus includes all relaxation
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involving electrons primarily situated in the initial state on other atomic
centers. Thus,

82?wta = 8£*!E+8£££ (133)
(This division of the relaxation correction was, in fact, made in the first
discussion of the potential model for analyzing chemical shifts.105) The
calculation of these two terms makes use of a general result derived by Hedin
and Johansson,120 which states that, for emission from an initial orbital fa;
in an atom of atomic number Z, the relaxation energy is given to a good
approximation by

S£reiax=K<£* | V(N- 1, Z ) - P(N, Z) | fa} (134)

in which P(N—l,Z) is the total electronic Hartree-Fock potential operator
acting on the A:th orbital in the (JV- l)-electron final state and P(N, Z) is
the analogous total Hartree-Fock potential operator for the N-electron
initial state. (For a neutral atom, of course N=Z.) The expectation value in
Eq. (134) thus involves sums over Coulomb and exchange integrals between
</>k and (N-l) other spin-orbitals fa^fa. Two sets of orbitals fa are also
needed, an initial-state set {fa} in V(N, Z) and a relaxed set {fa'} in V(N-1, Z).
The determination of the relaxed orbitals is now further simplified by using
the equivalent-core approximation, such , that the integrals involving
9{N—\,Z) are replaced by integrals for V(N+l,Z+l), the neutral atom
with next higher atomic number; correspondingly, fa; is taken to be an
orbital in atom Z+1 in evaluating these integrals. This procedure is reason-
able because the orbitals at larger mean radii than fa; produce most of the
relaxation and such orbitals in neutral atom Z+1 are very little different from
those in atom Z with a hole in the k subshell (cf. Table I). Furthermore, even
though inner-orbital relaxation occurs (including relaxation of fa:), this inner-
orbital relaxation is smaller (again see Table I), and thus the Coulomb and
exchange integrals between inner and outer orbitals change little in atom
Z+1 relative to the true hole state in atom Z.121 Thus, the overall relaxation
energy becomes finally

3£relax = K < ^ | ^ | ^ > Z + l - < ^ | F | ^ > z ) (135)
with all relevant Coulomb and exchange integrals available from existing
tabulated data for atoms.100 Applying this calculation procedure to core
emission from noble-gas atoms, Shirley121 obtained very good estimates for
relaxation energies as compared to direct total-energy-difference calculations.

The same procedure has also been applied to metals by Ley et a/.,235 for
which the separation of Eq. (135) into intra-atomic and extra-atomic terms
yields formally

| V\<t>k>Z+l-<fac\ F[^>z) i n t r a

| ^ | | ^ | (136)

The intra-atomic term in Eq. (136) is calculable as described previously. If
a free atom A is placed into a pure solid lattice of the same species and it
is further assumed that placement in the lattice has a,small influence on the
initial-state Hartree-Fock energy eigenvalues et (corresponding to an extra-
atomic, potential effect of approximately zero), then the difference between
free-atom and solid binding energies is given simply by the extra-atomic
relaxation term for the solid:

Eb
v(A, k, atom) - Eb

v(A, k, solid)

These extra-atomic terms have been derived235 for a metal by assuming that
the conduction electrons polarize to such an extent that a screening charge of
approximately unit magnitude occupies an atomic-like orbital centered on
the atom containing the core hole. As a reasonable choice for this orbital,
that possessing the dominant character of the lowest unoccupied valence
band in the solid is used, again together with an equivalent-cores approxi-
mation. Although this procedure overestimates screening because the orbital
chosen is.too localized, it does give approximately correct magnitudes for
atom-solid shifts such as those in Eq. (137), as is illustrated in Fig. 29 for the
3d transition-metal series. Note the break in values at Z=29 (Cu) when the
screening orbital changes from 3d to the more diffuse 4s because of filling of

K Co Sc Ti VCr MnFe Co Ni Cu Zn

20 22 24 26 28 30
Atomic number

Fig. 29. Differences between vacuum-referenced free-atom 2p core binding energies and
analogous binding energies in the corresponding elemental metal. The points represent
experimental values and the line calculations based upon Eq. (137), which assumes that
extra-atomic relaxation is the main cause of such differences. The break at Z—29 is caused
by the filling of the 3d valence bands. (From Ley et al., ref. 215 and 235).
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the 3d bands. Alternate calculation procedures of a somewhat more rigorous
nature have also been proposed to explain such atom-solid shifts236- 24o-242;

including especially discussions of possible initial-state shifts in the solid.
However, the scheme presented here clearly yields a semi-quantitative
approximation for one of the most important factors, extra-atomic relaxation,
as well as being very easy to apply to various systems.

As noted previously (Section III.B), it has also been pointed out by
Ley et al.115 that a localized-hole description can be used to estimate
relaxation energies associated with valence-level excitations in free-electron
metals. Such relaxation energies are calculated by assuming that in the final
state a full single-electron screening charge occupies an initially unoccupied
atomic-like valence orbital. Then, because there is minimal inner-orbital
relaxation, the difference operator V(N-1,2)- V(N, Z) in Eq. (134) reduces
to the single terms /valence+fcvalence, and the final relaxation energy is given by
^K^valence | /valence +Kvalence | ̂ valence)* ~ •JK^valence | •/valence | <£valence/> =
\Jvalenee> valence-

As a final comment concerning relaxation, the discussion surrounding
Eq. (77) and Fig. 8 should be recalled. That is, the occurrence of relaxation
requires by virtue of the Manne-Aberg-Lundqvist sum rule given in Eq. (77)
that additional photoelectron intensity arises at kinetic energies below that
of the relaxed or adiabatic peak position. Thus, relaxation is very closely
associated with various kinds of low-energy satellite structure of types to be
discussed in Section V.D.

C. Multiplet Splittings

Multiplet splittings arise from the various possible non-degenerate total
electronic states that can occur in the final hole states of open-shell systems,
whether they be atoms, molecules, or solids with highly localized unfilled
valence levels. The way in which multiple final states can be produced has
already been briefly introduced in Section III.A, and for most systems it is
adequate to consider a total spatial symmetry designation (e.g. L=0 , 1, 2, ...
in atoms), a total spin designation (e.g. S=0, 1, 2, ... in atoms or molecules),
and perhaps also the perturbation of these via the relativistic spin-orbit
interaction. The simplest interpretation of atomic multiplet splittings is thus
in terms of various L, S terms. Such effects can occur in any system in which
the outer subshell or subshells are only partially occupied. The partial
occupation provides certain extra degrees of freedom in forming total final
states relative to the closed-shell case via coupling with the unfilled shell left
behind by photoelectron emission. Multiplet effects can occur for both core
and valence emission, as long as the valence subshell(s) are not totally occupied
initially. Multiplet splittings also possess the important feature of being
describable in first order in terms of a single set of ground-state Hartree-Fock
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one-electron orbitals. Thus, electron-electron correlation effects beyond the
ground-state Hartree-Fock approximation are not essential for predicting
that multiplet effects will exist, although, as will be shown, the inclusion of
correlation effects is absolutely essential for quantitatively describing these
phenomena in certain instances.

Multiplet effects involving core-level holes are very commonly encountered
in interpretations of the fine structure arising in x-ray emission spectra243"245

and Auger electron spectra.3- 246-248 However, it is more recently that such
effects were first recognized and studied in detail in connection with core
x-ray photoelectron spectra of paramagnetic free molecules4-249 and
transition-metal compounds.86- 250 Subsequently, numerous studies have been
carried out, including applications to systems containing both transition-
metal atoms86-157- 250-257 a n c j rare-earth atoms,156- 258-261 a n c i a few compre-
hensive reviews have appeared.262-265 primary emphasis here will be on the
elucidation of a few examples to illustrate the types of effects noted and their
modes of interpretation.

As an introductory example of one type of multiplet splitting found in
XPS studies,86- 250 consider first the ground-state Hartree-Fock description
of photoemission from the 3s level of a Mn2+ free ion, as shown on the left-
hand side of Fig. 30. The ground state of this ion can be described in L, S
(Russell-Saunders) coupling as 3d5 6S (that is, S=%, L = 0). In this state,
the five 3d spins are coupled parallel. Upon ejecting a 3s electron, however,
two final states may result: 3s3d5 5S (S=2, L=0) or 3s3d5 ?S (5=3 , L=0).
The basic difference between these two is that in the 5S state, the spin of the
remaining 3s electron is coupled anti-parallel to those of the five 3d electrons,
whereas in the 7 5 state the 3s and 3d spins are coupled parallel. Because the
exchange interaction acts only between electrons with parallel spins, the
7S energy will be lowered relative to the SS energy because of the favorable
effects of 3^-3^ exchange. The magnitude of this energy separation will be
proportional to the 3^-3^ exchange integral Kzs, 3d, and will be given by118

(138)

= 6Kzs, 3d

°o r<26g r<

= — $ $ —; P3s(ri)P3d(r2)P3s(r2)P3d(n) dn dr20 0

where e is the electronic charge, r< and r> are chosen to be the smaller and
larger of n and r% in performing the integrations, and P3s(r)/r and P3d(r)/r
are the radial wave functions for 3s and 3d electrons. The factor 1/5 results
from angular integrations involved in computing fas, 3d- A Hartree-Fock
calculation of the energy splitting in Eq. (138) for Mn3+ gives a value of
A£/(3j3rf5)«13eV.86-250 As this predicted splitting is considerably larger
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Mn3+ 3s3p
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Fig. 30. The various final state L, S multiplets arising from 3s and3/? photoemission from
a Mn2+ ion. Within the 5 and P manifolds, separations and relative intensities have been
computed using simple atomic multiplet theory as discussed in the text. The separation and
relative intensity of the 7S and T peaks were fixed at the values observed for 3s(l) and
3p(l) in the MnF2 spectrum of Fig. 31 to facilitate comparison with experiment. (From
Fadley, ref. 262.)

than typical XPS linewidths, it is not surprising that rather large 3s binding
energy splittings have in fact been observed in solid compounds containing
Mn2+, and such splittings are clearly evident in the 3s regions of the first data
of this type obtained by Fadley et al.,86- 250 as shown in Fig. 31. Roughly the
left half of each of these spectra represents 3s emission, and the splittings
observed in MnF2 and MnO are approximately one-half of those predicted
from Eq. (138). The primary reason for this large discrepancy in magnitude
appears to be correlation effects due to the highly overlapping character of
the 3s and 3d orbitals, as discussed in more detail below.

In considering further such core binding energy splittings in non-relativistic
atoms, it is worthwhile to present a more general discussion of the photo-
emission process, including the relevant selection rules.8'262> 263 If the
photoelectron is ejected from a filled nl subshell containing q electrons, and
an unfilled n'l' valence subshell containing p electrons is present, the overall
photoemission process can be written as

(filled) (£, S) tf/, SO
'+photoelectron (139)

3 p ( l )

Mn F2

1140 1160 1180 1200 1220
Kinetic energy (eV)

Fig. 31. XPS spectra from three solid compounds containing Mn, in the kinetic energy
region corresponding to emission of Mn3s and 3p electrons. The initial-state ions present are
Mn+23rf5 (MnF2, MnO) and Mn+43rf3 (MnO2). Peaks due to multiplet splittings are labelled
3i(l), 3i(2), etc. Kct3, 4 x-ray satellite structures are also indicated. (From Fadley and
Shirley, ref. 86.)

Here, L and S denote the total orbital and spin angular momenta of the initial
A'-electron state and 1/ and Sf represent the same quantities for the final
ionic state with (N— 1) electrons. As (nl)v is a filled subshell, its total orbital
and spin angular momenta must both be zero and therefore L and S
correspond to the orbital and spin momenta of the valence subshell (n'l')v.
In the final state, 1 / and Sf represent momenta resulting from the coupling of
(n/)*-1 (or, equivalently, a single core-electron hole) with («'/')*. The
transition probability per unit time for photoelectron excitation is pro-
portional to the square of a dipole matrix element between the initial and
final state wave functions (see Section III.D.l for a detailed discussion). In a
nearly one-electron model of photoemission, this matrix element can be
simplified to the sudden approximation forms given in Eqs (68) and (74).
The selection rule on one-electron angular momentum is A/=//—/= + 1, as
stated previously. Conservation of total spin and total orbital angular
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momenta requires that

and
(140)

(141)/_Z,=0, ±1, ±2,..., ±IOTIS=L+1,L+1-1, ..., \L-l\

Also, the overlap factors in Eqs (68) and (74) yield an additional monopole
selection rule on the passive electrons, as introduced in Section III.D.l.
This rule implies that the coupling of the unfilled valence subshell (n'l')P
in the final state must be the same as that in the initial state: that is to total
spin and orbital angular momenta of L and S. Finally, any coupling scheme
for (niy-1 or (n'l'Y must of course be consistent with the Pauli exclusion
principle. Since (n/)*"1 is assumed to represent a single hole in an otherwise
filled subshell, it must therefore couple to a total spin of ̂  and a total orbital
angular momentum of /. Within this model, it has been shown by Cox and
Orchard155 that the total intensity of a given final state specified by V, Sf

will be proportional to its total degeneracy, as well as to the one-electron
matrix element squared. Thus, in Russell-Saunders coupling

IU.IS, Sf) ac(2Sf+ 1X2Z/+1) (142)
For the special case of atomic j-electron binding energy splittings, the

relevant selection rules are thus:
Ac-«f_?-+i (1431

A£,=Z/-Z,=0 (144)

and the total intensity of a given peak is predicted to be proportional to the
spin degeneracy of the final state:

/tot(I/, SO oc2Sf+1 (145)
Thus, only two final states are possible corresponding to Sf=S±$, and the
relative intensities of these will be given-by the ratio of their multiplicities,
or / * - t i \ i o ^

•=. (I^o)

Itot(L,S-i) 2S
The energy separation of these two states can further be calculated from
simple atomic multiplet theory and is given by a result often referred to as the
Van Vleck Theorem:118

A[Eb(ns)]=Ef(L, S-$)-Ef(L,S+$) (147)

AtEb(/is)] = (2S'+I)A^ r ,By forSVO (148)

A[£b(wj)]=0 for S=O (149)

Here Kns, n'i is the ns-n'l' exchange integral and can be calculated from

r>v+i
d n dr2 (150)
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where the same notation as that in Eq. (138) has been used. Equations
(146)-(150) indicate that such s-electron binding energy splittings should
yield a doublet with a more intense component at lower binding energy
(corresponding to an exchange-favored final state of Sf=S+$) and a com-
ponent separation that is directly associated with both the initial state spin
and the spatial distributions of the core and valence electrons as reflected in
the exchange integral. Thus, the potential for extracting certain types of
useful and unique information from such splittings exists.

That Eq. (148) provides a good description of the systematics of such
j-level multiplet splittings has been nicely demonstrated in studies of the 4s
and 5s splittings in rare-earth metals and compounds with varying outer 4 /
subshell occupation numbers and spins 5,258- 259 as summarized in Fig. 32.

2S+ I

2 3 4 5 6 8,7 8 7 6
i : 1 i 1 r

5 4 3 [2 I
-i 1 1 1—r—i 1—T r

A E w ( 4 s )

La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er Tm Yb Lu
Elements

Fig. 32. Experimental (points) and theoretical (lines) 4s and 5s binding energy splittings
in various rare-earth ions. The AEvv values are calculated using Van Vleck's Theorem
[Eq. (148)]. Experiment and theory are in excellent agreement for 5s, but the theoretical
splittings must be reduced by a factor of 0-55 to agree with the 4s data because of corre-
lation effects. (From McFeely et al., ref. 259.)
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Fig. 34. XPS spectra from the Is core electrons of the gaseous molecules N2, NO, and
O2. The \s peaks from the paramagnetic molecules NO and O2 are split due to final-state
multiplets. Diamagnetic N2 shows no splitting. (From Siegbahn et al., ref. 4.)

molecules.4- 249 Hedman et a/.249 found splittings as large as 1-5 eV in the
Is photoelectron spectra of the molecules NO and O2. These results are shown
in Fig. 34 along with an unsplit Is spectrum from the diamagnetic molecule
N2. In each case, it can be shown that the observed energy splitting should
be proportional to an exchange integral between the unfilled valence
molecular orbital and the Is orbital of N or O,4 in analogy with Eq. (148).
Theoretical estimates of these splittings from molecular orbital calculations
give values in good agreement with experiment,4-107 as expected for such

intershell interactions in which correlation effects are much decreased. The
observed intensity ratios of the peaks are furthermore very close to the ratios
of the final-state degeneracies, also in agreement with simple theory.

The analysis of binding energy splittings in emission from non-s core levels
is not as straightforward as for s-level emission, primarily due to the fact that
the core-electron hole represented by (nty-1 (which now has associated with it a
spin of \ and a non-zero orbital angular momentum of/) can couple in various
ways with the valence subshell (n'l')p (which can have various spins S" and
orbital angular momenta L", including the initial values S and L) to form a
final state with a given total spin S? and total orbital angular momentum
IJ. Thus, the number of allowed final states increases and their energy
separations will in general be determined by both Coulomb and exchange
integrals through different coupling schemes. Additional complexities arising
for non-j levels are caused by spin-orbit coupling and crystal-field splittings.

The simplest procedure for calculating such non-j energy separations is
again to use non-relativistic atomic multiplet theory.86- 25°- ae2> 263 As an
illustrative example, consider 2>p electron emission from Mn2+, as indicated
in the right-hand portion of Fig. 30. For this case, (M/)4"1 = 3p5, (n'l')P = 3d5

and the initial state, as before, is 6S(S=i, L = 0). The previously stated
selection rules imply that the allowed final states correspond to 7/>(5=3
L = 1) and 5P (5=2, L= 1). Although a 5S (S= 2, L=0) final state would be,
consistent with selection rule (141), it requires changing the coupling of
3d5 from its initial 6S and so is not allowed. There is only one way for 3p5 to
couple with 3d5 to form a 7/> state, that being with 3p5 (always coupled to
total s p i n = j = i and total orbital angular momentum=/= 1) coupled with
3d5 in its initial state coupling of 6S ( 5 = | , L=0) . However, there are three
ways to form the allowed 5P final state by coupling

and

p 5 ( J = i / = i ) w i t h 3^5 65(5"=1,L"=O)

P5(s—i> I= 1) with

3p5(s=b 1=1) with

Thus, four distinct final states are possible for 3p emission from Mn2+, one
7/> and three SP. As there are off-diagonal matrix elements of the Hamiltonian
between the various 5P coupling schemes,118 they do not individually repre-
sent eigenfunctions. The eigenfunctions describing the 5P final states will thus
be linear combinations of the three schemes:

2$(4I>) + Cl3<t(4/>)

(153)
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where each 5P configuration has been labelled by the 3d5 coupling involved
and the Cy's are the usual expansion coefficients. The energy eigenvalues
corresponding to these eigenfunctions will give the separations between the
5P states. Such eigenfunctions and eigenvalues can most easily be determined
by diagonalizing the 3 x 3 Hamiltonian matrix for the 5P states, where each
matrix element is expressed as some linear combination of Jz&, 3d, K.3d, 3d,
Jzp,3d, and K3P, 3d.33-118 If Coulomb and exchange integrals from a Hartree-
Fock calculation on Mn2+ are used, such matrix diagonalization calculations
yield the relative separations indicated on the right-hand side of Fig. 3086> 250

Once again, the sudden approximation result of Eq. (84) indicates that,
because the initial state is rather purely 3d5(6S), only those components of
the 5P states represented by Ca<b(6S) are accessible. Thus, the individual
intensities of Yi, T2 , and T 3 can be computed from |Cn | 2 , |C2i|2, and
|C3i|2, respectively. In determining the total intensity ratios for the SP and

7P states, Eq. (142) can be used to give:

= 5 : 7

The relative peak heights in Fig. 30 have been calculated in this way, and the
experimental 3J(1)-3/>(1) separation and relative intensity for MnF2 were used
to empirically fix the scales between the 3s and 3p regions. The separations
and relative intensities of the peaks observed are found to be at least semi-
quantitatively predicted by this simple, atomic L, S coupling model,86- 250

and these results have been confirmed in more detail by later experimental255

and theoretical256 studies. The remaining discrepancies between theory and
experiment for this 3p case could be caused by a combination of effects due
to correlation, spin-orbit coupling, and crystal-field splitting, although
calculations by Gupta and Sen256 indicate that the latter two are probably not
so significant'. Ekstig et a/:245 have carried out matrix diagonalization
calculations like those described here but for more complex sets of final
3/>-hole states in 3d transition metal atoms in an attempt to interpret soft
x-ray emission spectra from solids. The theoretical aspects of calculating
such non-j splittings have also recently been reviewed by Freeman et a/.263

Deeper non-j core levels in 3d atoms should also exhibit similar splittings,
although the magnitudes will be reduced because of the decreased interaction
strengths between the core and 3d orbitals. For example, Fadley and Shirley86

first noted that the Mn2/> levels in MnF2 are broadened by ~ 1-5 eV relative
to those in low-spin (filled subshell) compounds, and suggested multiplet
splittings as the origin of this broadening. Subsequent measurements at
higher resolution by Kowalczyk et al.,255 coupled with theoretical calculations
by Gupta and Sen,257 have confirmed this suggestion, and also verified the
existence of peak asymmetries and anomalous Ip^-lp*. separations. For this
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2p case, both multiplet effects and spin-orbit coupling are of similar
magnitude, and were included in calculations that successfully predicted
the observed spectra.257

Analogous non-j core-level splittings have also been studied in systems
with partially-filled / subshells,86- 26°- 266 and the anomalous shape and
decreased spin-orbit splitting in the Eu4<f spectrum of Fig. 6 is, in fact,
attributable to such effects.86

Although only multiplet effects on core-level binding energies have
been considered up to this point, such phenomena can play a considerable
role in determining the fine structure observed in valence spectra (as has
been apparent for some time in UPS studies of free molecules97). In
particular, XPS valence spectra obtained from solids containing highly
localized d levels or / levels are expected to be influenced by such multiplet
effects,82.15«-157. 26i. 266, 267 w i t h t h e reiative intensities of various allowed
final states being determined by fractional parentage coefficients, as described
in Section III.D.2 and elsewhere.156' 157> 262 Heden et al.™ first observed
such effects in valence spectra of 4/metals. As an example of the occurrence
and use of such splittings in studies of rare-earth compounds, the XPS
results of Campagna et al.Z61 and Chazalviel et al.266 show strong multiplet
splittings in the valence spectra of Sm-chalcogenides and a mixture of two
markedly different multiplet structures in certain Sm compounds that are
thought to exhibit valence fluctuations between Sm+2 4 / 7 and Sm+3 4 / 6 .
Some of these results for SmB6

266 are presented in Fig. 35, in which the L, S
multiplets expected for both Sm+2 and Sm+3 are labelled. Theoretical
intensities have been calculated using fractional parentage coefficients,156

and the agreement between the theoretically simulated spectrum and experi-
ment is excellent. Baer268l has also presented very high-resolution XPS
spectra for various 4/metals that further confirm the existence of these atomic-
like multiplet effects. In analogous multiplet effects in valence d orbitals, the
inclusion of crystal-field effects is also expected to be important, as has been
emphasized in a recent discussion by Bagus et a/.157

In comparison to chemical shifts of core-electron binding energies, multi-
plet splittings of core- or valence-energies thus represent higher-order effects
yielding a different type of information. In their simplest interpretation,
chemical shift measurements detect a change in the spatially-averaged
potential experienced by an electron, whereas analyses of multiplet effects
have the capability of determining the valence electron configuration or the
detailed strengths of various higher-order electronic interactions. The two
types of measurements are thus complementary. Numerous applications of
multiplet splittings measurements are thus possible in the study of the transi-
tion series metals, the rare earths, the transuranium elements, and open-shell
systems in general.
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Fig. 35. Experimental and theoretical 4/valence spectra from SmB6, a "mixed-valence"
metallic compound believed to contain both Sm+24/6 and Sm+3 4/5. The intensities of the
various final-state multiplets for Sm+2->Sm+3 and Sm+3->Sm+4 were computed using
fractional parentage coefficients and are indicated as vertical bars. These calculations were
broadened by an empirically-derived function of the form of Eq. (158) to generate the final
theoretical curve. Monochromatized AIKa was used for excitation. (From Chazalviel
et al., ref. 266.)

D. Multi-electron Excitations

1. Introduction. In this section, several types of final-state effects (and, to a
lesser degree, initial-state effects) that involve what appear to be "multi-
electron" excitations during the photoemission process are considered. The
term multi-electron is judged against a purely one-electron description in
which no final-state relaxation occurs. From the outset, it is clear that relaxa-
tion does occur, so that all transitions are indeed iV-electron. Also, in a
configuration interaction picture, the various mixtures of initial- and final-
state configurations involved could easily make it impossible to distinguish
clearly a one-electron component of photoemission. Nonetheless, all effects
discussed here do somehow represent final states that deviate in a well-defined
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way from the single initial-state Hartree-Fock determinant that best approxi-
mates the one-electron photoemission event. The discussion begins with
relatively simple forms of multi-electron excitation (shake-up and shake-off),
but then comes to involve more complex phenomena that are important in
5CPS studies of certain atoms, molecules, and solids.

2. Shake-up, Shake-off, and Related Correlation Effects. Multi-electron
processes in connection with x-ray photoemission were first studied in detail
by Carlson, Krause, and co-workers.135 In these studies, gaseous neon and
argon were exposed to x-rays with energies in a range from 270 eV to 1 -5 keV.
Measurements were then made of both the charge distributions of the resulting
ions and the kinetic energy distributions of the ejected photoelectrons. From
these measurements, it was concluded that two-electron and even three-
electron transitions occur in photo-absorption, with total probabilities which
may be as high as 20% for each absorbed photon. By far the most likely
multi-electron process is a two-electron transition, which is approximately
ten times more probable than a three-electron transition. Two types of two-
electron transitions can further be distinguished, depending upon whether the
second electron is excited to a higher bound state ("shake-up"4) or to an
unbound continuum state ("shake-off"135). These are indicated in the transi-
tion below (cf. the corresponding one-electron transition in relation Eq.
(139)):
Shake-up:

(154)
(L.S)

(nl)«-Kn'l'y-Kn"ry + photoelectron
a/, so

Shake-off:

(nl)Kn'l')p-^(.nf)Q-Kn'l')p-K^in"lT + photoelectron (155)
Here (n'l'Y represents some outer subshell from which the second electron is
excited; it can be filled or partially filled. Either shake-up or shake-off
requires energy that will lower the kinetic energy of the primary photoelectron.
Thus, such multi-electron processes lead to satellite structure on the low-
kinetic energy side of the one-electron photoelectroh peak, as shown
schematically in Fig. 8.

Higher resolution XPS spectra have been obtained more recently for neon
and helium by Carlson et a/.269 and for neon by Siegbahn et a/.41- 270 A
high-resolution Nels spectrum obtained by Gelius et al.270 is shown in Fig. 36.
The two-electron transitions that are believed to be responsible for the
observed spectral features labelled 2 to 14 occurring at relative energies from
33 to 97 eV below the one-electron peak are listed in Table II. The total two-
electron shake-up intensity in this spectrum is thus estimated to be approxi-
mately 12% of that of the one-electron peak. Both shake-up and shake-off
together account for ~ 30 % of all emission events.



TABLE II

Summary of data concerning multi-electron transitions accompanying the formation of a Is hole in atomic neon by AlKa or
MgKa x-rays (compare Fig. 36)

(a) Shake-up transitions

Line
no.

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14

Type of process

One-electron transition
Energy loss
Dipole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Monopole shake-up
Two electron shake-up "1
Two electron shake-up .
Two electron shake-up J

Onset of shake-off
Onset of shake-off

Final state

Is2s*2p°
\s22s22p53s
Is2s22pb3s
\s2s22ph3p
l.y2.s22p63/7
l.y2.s22pMp
\s2s22pi5p
Is2s22p56p
\s2s22pi4p
\s2s*2p*5p
\s2s2p*3s
\s2s2p«3s

I
1

)• \s2s*2p*3pl

1

\s2s22ph

2S
2P
2P lower
%S lower
2S upper
2S lower
2S lower
2S lower
2S upper
2S upper
2 5 lower
2S upper

l 2S

3P
lp

Experimental0

excitation
energy

(eV)

(870-37)
16-89(6)
33-35 (9)
37-35 (2)
40-76 (3)
42-34 (4)
44-08 (5)
45-10(7)
46-44 (5)
48-47(7)
59-8 (1)
65-9(1)
93-14(7)
95-9 (1)
97-23 (5)

47-4 (5)
51-7(5)

Calculated".
excitation

energy
(eV)

(870-37)
16-93

37-39
41-26
42-30
44-18

46-42
48-40
59-75
65-93

46-96
51-27

6 Experimental
relative
intensity

(°/o)

100-00

0-06 (1)
3-15 (8)
3-13 (10)
2-02 (10)
0-42 (6)
0-50(15)
0-96(11)
0-17 (5)
0-57 (5)
0-49 (6)
0-08 (2)
0-10 (4)
0-24 (4)

Calculated0

relative
intensity

(%)

100

2-3
2-9

Calculated"4

relative
intensity

(%)

100

2-47
2-60
1-48
0-43
0-09
0-70
011

11-89% = Partial sum of shake-up

p

i

° From Gelius, ref. 270.
b All calculated excitation energies have been increased by 1-8 eV to allow for errors due to relativistic and correlation effects, particularly

in the Is2s22p6 one-electron-transition final state.
c Calculated using one-electron wave functions only from Eq. (156) by Carlson et al., ref. 269.
d Calculated using initial-state configuration interaction and Eq. (83) by Martin and Shirley, ref. 14.

TABLE II {cont.)

(b) Shake-off transitions

Total intensity for shake-off of one electron from Ne 2s and
Total intensity for shake-off of two electrons from Ne 2s and

2p subshells
2p subshells

(Ne
(Ne

--Ne2+)
--Ne s +)

Experimental6

relative
intensity

(%)

16-5
0-8

Calculated6

relative
intensity

(%)

16-1

'• From Carlson, Krause, and co-workers, ref. 135. Intensity calculated using an extension of Eq. (156).
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Fig. 36. High-resolution shake-up spectrum associated with excitation from Nels in
gaseous neon. Table II lists the origins of the various satellite peaks labelled 1-14. The
Nels FWHM was reduced to 0-4 eV in these measurements by using a monochromatized
AlKa source. (From Gelius, ref. 270.)

Note that the initial and final states given in Table II are assumed to be
composed of a single electronic configuration. This assumption, together
with the sudden approximation as outlined in Section III.D.l, permits
predicting such shake-up and shake-off peak intensities in a very straight-
forward way.135 Namely, Eq. (75) is used for the relevant matrix element and
it is noted that, in the passive-electron manifold, the only major change
occurring for a two-electron transition is 4>n'v -»• 4>n~r, with all other passive
orbitals remaining in very nearly the same form. Thus, <<£/1<^>« 1-0 unless
the overlap involved is (<j>n'r |<£»T>, and the probability of a given transition
is in simplest approximation269

P»-v~»'rccN»-v\<R»-r\R»'v>\* (156)

where Nn'r is the occupation number of the n'V subshell, and allows for a
summation on mvms- (which must equal mrme-). Here the radial function
Rn'i" must be calculated in the final-state ionic potential, and Rn-v is a radial
function for the initial state. By virtue of symmetry, the overlap in Eq. (156)
will only be non-zero if /"=/ ' , a result that is often termed a one-electron
monopole selection rule. Thus, for example, only 2s -»• ns and 2p -> np
monopole transitions yield large intensities as quoted in Table II (although a
single, weak 2p -> 3s dipole transition is also thought to be present). The
total symmetries for the (N— 1) passive electrons are also predicted to follow a
monopole rule of the form predicted by Eq. (69)

AJ=AL = AS=AMj = AML=AMs=Aw=O (157)

where / is the quantum number for L + S , and v is the overall state parity.

Equation (156) has been used with reasonable success in predicting
shake-up and shake-off intensities in core-level emission from rare
gases,4' 135,269,270 271 a s w e n a s from alkali-halides271 for which the com-
ponent ions possess rare-gas configurations. Some previous results for Nels
emission are summarized in Table II, where calculated two-electron peak
separations and relative intensities are compared with experiment. The
various final-state configurations are noted and for this case the YB,(N— 1)
of Eq. (69) corresponds to an unrelaxed Ne+ Is2s22pe with an overall L, S
coupling of 2S. There is reasonable agreement between theoretical and
experimental separations, but the theoretical values are uniformly high by
about 1 -8 eV out of 40 eV, and have been back-corrected by this amount
before entry in the table.270 The necessity for this correction has been
explained as a Ip-Ip correlation and relativistic error in the Hartree-Fock
calculation for the one-electron 2p6 final state that is of much lower magnitude
in the various 2p5np two-electron final states because of the reduced 2p~np
overlap. Theoretical and experimental relative intensities are also in fair
agreement. It should also be noted in connection with these data that the
various L, S multiplets formed as final states must be considered. For
example, the peaks indicated as "lower" and "upper" in Table II are due
to a multiplet splitting of the same type noted on the right-hand side of
Fig. 30 for the 5P states of Mn3+. In the case of Ne+, 2S states can be formed
in two ways from the same total configuration Is2s22p5np: one in which the
Is electron is coupled with 2s22p5np(lS) and one in which it is coupled with
2s22p5«/?(35).4-135 A similar effect occurs in Is2s2p6ns final states. Thus,
there may be considerable interaction between multi-electron processes and
multiplet splittings, and a complete specification of the final state must
include possible multiplet effects.

The assumption of single-configuration final states used in the previous
analysis clearly is open to question, especially since the best description of
all states would presumbly be via a complete configuration-interaction
treatment. Martin and Shirley14 have performed CI calculations for Ne and
the isoelectronic molecule HF that do indeed indicate that configuration-
interaction effects can be significant. Their analysis proceeds via an equation
analogous to Eq. (83), from which it is clear that both final-state CI and
initial-state CI can complicate the calculation of intensities by opening up new
options for non-zero (C/)* Q1 products. In particular, the mixing of both the
Is22s22p6 and Is22s22p53p configurations into the initial state and the final
states corresponding to the observed peaks 0, 3, and 4 is found to significantly
alter the calculated intensities so as to yield better agreement with experiment,
as shown in Table II.

It should also be noted that the total shake-up intensities associated with
valence-level emission are generally observed to be higher than predicted by
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the simple theory outlined above, a result that is consistent with much stronger
intrashell correlation effects.135- 269 For example, Chang and Poe272 have
recently performed theoretical calculations for Ne2/> excitation at hv<;200 eV
using more accurate many-body perturbation theory. Their results are in
good agreement with available experimental data.

Similar core-level shake-up phenomena are also well known in mole-
cules4- 269- 27° and the same type of sudden approximation analysis as
represented by Eqs (69) to (74) has been used with some success to predict
intensities.273-274 In connection with valence-level emission a recent CI
analysis of low-energy satellite structure in CO by Bagus and Viniikka275

indicates that higher-order correlation effects are also highly significant, in
agreement with the similar conclusions reached previously for atomic
valence-level shake-up.

3. Multi-electron Excitations in Metals. Processes analogous to shake-up
and shake-off are also expected to occur during core-level emission from solid
metals, where the form of the density-of-states curve above the Fermi
energy provides a continuous range of allowed one-electron excitation
energies, rather than the discrete set available in atoms or molecules. Thus,
rather than a sharp set of satellite lines below a roughly symmetric one-
electron-transition peak (cf. Fig. 36), what is expected is an asymmetric
tailing of the main peak. The detailed line shapes associated with such
processes in XPS core-level emission were first discussed by Doniach and
Sunjic276 and are predicted to have the form:

/ (£)=
cos - * ) (E/y)]

(158)

where

E=kinetic energy measured from the threshold of the unbroadened
one-electron-transition peak

y=the lifetime of the core hole

a = a n asymmetry parameter

(159)

Sj=the phase shift of the /th partial wave for electrons at the Fermi
energy scattering from the core hole.

2y is thus the natural FWHM of the core-level. If a = 0 (as it is for insulators),
then I(E) merely reduces to a Lorentzian lifetime broadening. The phase shift
Si thus has a meaning very close to those discussed in connection with atomic
differential cross-sections in Section III.D.2 (cf. Fig. 9).

Citrin277 first pointed out that XPS metal spectral shapes .exhibited an
asymmetry suggestive of Eq. (158). The first quantitative tests of the applica-
bility of this line shape for describing such spectra were performed by
Hiifner, Wertheim and co-workers.84 They fitted Eq. (158) to core spectra for
various simple metals and transition metals, empirically choosing the best
values of y and a. The spectra were corrected for instrumental resolution
effects, but not for inelastic scattering. Examples of such a comparison
between theory and experiment for Au and Pt84 are shown in the right-hand
panels of Fig. 37. It is significant here that Au with a low density of states near
the Fermi level shows a much lower degree of asymmetry than Pt with a high
density of states near the Fermi level. Hiifner, Wertheimefa/.84concludedthat
this line shape does well describe the peaks observed in these metals, and that
the values of y and a obtained were physically reasonable. Similar conclusions
have been reached in several other studies,115-191 and it thus seems likely that
such shake-up-like effects do exert a significant influence on line shapes in
metals.

A further closely-related effect that has been predicted to occur in metals
is the creation of plasmon excitations during the formation of a core
hole.194-278 Such "intrinsic" plasmons are distinguished from the "extrinsic"
plasmons created during photoelectron escape from the material, although
they occur at the same energy and are thus rather difficult to resolve from
the experimental inelastic tail. Debate still continues as to how important
intrinsic plasmons are in XPS spectra,279 and some angular-resolved XPS
results bearing on this question are discussed in Section VLB.

4. Core-peak Satellites in Transition-metal and Rare-earth Compounds. Very
strong low-kinetic-energy satellite lines were first observed in a study of
Cu2/» core levels in compounds such as CuS and CU2O by Novakov280.
Similar results obtained more recently by Frost et a/.281 are shown in Fig. 38,
and it is clear that the satellite peaks have intensities comparable to those
of what might be referred to as the one-electron-transition peaks at lowest
apparent binding energy. The appearances of these satellites also depend
strongly on chemical state, being most intense in cupric compounds
containing Cu+2 3d9 ions, and almost unobservable in cupric compounds
containing Cu+13d10 ions. Similar strong satellites also occur in the
core spectra of other open-shell transition-metal and rare-earth com-
pounds.114- 282-286 They a r e t h u s m U ch higher in relative intensity than the
10-30% expected from typical atomic-like shake-up processes, and a great
deal of discussion has gone on concerning, their origins. Summaries of
experimental data, as well as analyses of various proposed models, appear
in several prior publications.114- 280-286

The most plausible explanation that has emerged for such effects is a
significant involvement in the final state of a ligand-to-metal charge transfer
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Fig. 37. 4/core spectra from polycrystalline Au and Pt (points) in comparison to a best
fit of the asymmetric line.shape predicted by Eq. (158) (curves). In the right panels, the
data have been corrected by deconvolution of the instrumental line shape, but no correction
for inelastic scattering effects has been made. The instrumental line shape was derived from
the form of the cut-off near £ F (cf. Fig. 13). (From Hufner and Wertheim, ref. 84.)

that results in a 3d or 4/configuration with one more d or /electron than in
the initial state.114-282- 283>285-286 This idea was first suggested and qualitatively
discussed by Wertheim et a/.114 for satellites in 4/compounds and by Kim283

for 3d satellites. The importance of such 3dn -»• 3dn+l and 4/" ->• 4fn+1

configurations is not surprising, since they represent an attempt to screen
very effectively the core hole formed during final-state relaxation. In fact,
there is a high degree of similarity between such final-state configurations
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Fig. 38. 2p\, i and 3s, 3p core-level spectra from the copper compounds CuO, CU2O,
CuCl2, and CuCl. The low-energy satellites are very strong in Cu+2 3d9 compounds (CuO,
CuCl2), and very weak in CU+1 3d10 compounds (Cu2O, CuCl). (From Frost et a! ref
281.) ' '

and those used by Ley et a/.235 to describe conduction-electron screening in
metals (cf. Fig. 29 and discussion in Section V.B). The absence of satellites
for closed-shell d or / systems is immediately explained in this picture, as
such relaxation mechanisms are not possible. The most quantitative dis-
cussions of this model as applied to 3*/-compound satellites have been
presented by Larsson285 and Asada and Sugano.286 A two-configuration
manifold is used to describe the final-state core-hole wave functions, with
one configuration $ i being the simplest final-state determinant with no
change in valence-subshell occupations and the other $2 being a determinant
in which a single-electron ligand-to-metal transfer has occurred. Specifically,
in an octahedrally-coordinated system, the transfer is ascribed to a monopole-
allowed excitation of the type:283- 285- 28<5 eg(bonding) = ee

b -> ^(anti-
bonding) =eg

a . Both orbitals are expressed as linear combinations of metal
d and ligand valence, with eg

a being primarily metal 3d. The crystal-field-
split octahedral symmetry designations are used, and the sudden approxi-
mation one-electron monopole selection rule must here be applied to these
symmetries. If only the active orbitals are considered, the two final-state
configurations can thus be written as:286

<t>i = (core hole) (eg
b)n(eg

a)m

3>2=(core hole) (eg
b)n-1(eg

a)m+i (160)
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Mixing these configurations produces two final states with differing degrees
of charge transfer:

at E\f

at Erf (161)

The "main" line occurs at lower E* and thus higher kinetic energy and lower
binding energy. If Yrf is chosen to represent this main line, it is found to
correspond to a net transfer of >0-5 electrons to the metal site.110- 285

Thus, hole screening is predicted to be very appreciable as far as this state
is concerned, and the mixing represented by Eq. (161) is highly significant.
If the degree of one-electron-orbital relaxation is small, then $ i is approxi-
mately equal to the (N— l)-electron remainder *FR(JV— 1) in Eq. (69), and
the sudden approximation yields peak intensities via Eq. (84) of

/20CIC21I2 (162)

Additional splittings due to crystal-field effects, multiplet effects, and spin-
orbit interactions cause further fine structure in the predicted energies, and
one-electron orbital relaxation has furthermore been included by means of
the equivalent-core approximation.286 With a limited degree of empirical
parameter choice, numerical results based upon this model are in good
agreement with experimental satellite data for 3d compounds as to intensities,
widths, positions, and systematic trends with ligand character and rf-orbital
occupations.285- 286 Finally, it is important to note that Viniikka and
Bagus110 have carried out more accurate self-consistent Hartree-Fock
calculations with configuration interaction on fully-relaxed core-hole states
in the cluster [NiOe]~10. These results also show that a significant ligarid-to-
metal charge transfer of ~0-5 electrons is present in the state representing
the main line. It is also concluded that the two primary final states contain
significant admixtures of both configurations (Cn«0-9, Ci2«0-3; C2i«0-3,
C22«0-9).

The occurrence of such two-configuration charge-transfer satellites has
also been suggested in connection with the adsorption of CO on transition-
metal surfaces.287 In this case, satellites observed in the O I J spectrum are
attributed to the strong involvement of a metal-to-molecule charge transfer
(that is, the reverse of the direction discussed previously).

Thus, such satellites and the charge-transfer they represent can be
extremely important considerations in the analysis of spectra in many
systems. The term "shake-up" has been applied to these effects,283- 285> 286

but such nomenclature can be a bit misleading in the sense that the final
states are not pure configurations that are as simply related to the initial
state as for the neon case of Table II. The most correct view would seem to be

simply that a strong configuration interaction occurs in the final state due to
relaxation about the inner hole.

It is finally worth noting that the presence or absence of such satellites
has potential for use in a '"fingerprint" mode for determining the oxidation
state and/or valence configuration of 3d or 4 / atoms in different chemical
environments.

5. Other Multi-electron Effects. As a final example of multi-electron effects,
we consider the observation first made by Gelius270 that, for a series of
elements with Z « 50-60, the Ap binding energy broadens into a many-
electron resonance with complex structure, as shown in later data obtained by
Kowalczyk et a/.215 in Fig. 39. This rather unique occurrence has been
observed in both gases270 and solids,215 and has been explained by Wendin
et a/.288- 289 as being caused by the particular one-electron energy-level
spacings involved. Specifically, the single-configuration final-state after Ap
emission is ..Ap54dl05s2..., with the remaining outer occupancies depending
upon Z. However, the Ad binding energy is approximately % that of Ap in this
region of the periodic table, so that one Ad electron can be moved into the
lower-energy Ap orbital and another Ad electron can be placed in a low-
energy unoccupied bound orbital or continuum orbital to yield a set of
configurations like... .Ap6Ad85sz.. .(M'7")1 or.. .Ap6Ad85s2... .(Ekin'l")1 respectively
that are nearly degenerate with the one-electron final-state configuration.
Strong mixing thus occurs among these configurations, with a resultant
smearing of the final states into a broad resonance with fine structure. The
mixing in of continuum configurations can also be considered to result from
a Coster-Kronig Auger de-excitation of the Ap hole via Ad^-Ap, Ad-^-
continuum. The form of the interactions further dictates that orbitals with
/"=2 are dominant.288- 289 (Note the similarity between the configurational
degeneracy discussed here and that noted by Bagus et al.252 in their analysis
of 3s emission from Mn2+, cf. Section V.C). It is thus rather fortunate that
such resonances are rare phenomena throughout the periodic table, as one-
electron energy levels would otherwise be a much less useful concept.

E. Vibrational Effects

The effects of exciting various final vibrational states on XPS spectra were
first clearly observed in gas-phase data obtained with monochromatized
radiation by Gelius and co-workers.270 A Cls spectrum obtained from gaseous
CH4 is shown in Fig. 40, and it exhibits a three-component structure that
can be explained as arising from the excitation of three different vibrational
states of the symmetric C-H stretch. type.270 The relative intensities and
positions of these peaks are furthermore found to be in good agreement with
a theoretical model based upon the Bom-Oppenheimer approximation as
expressed in Eq. (63), provided that it is noted that the Cls hole alters
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vibrational energies and wave functions appreciably in the final state. Similar
vibrational effects appear to be present in other small molecules, and it is
thus clear that XPS peak widths and positions can be significantly affected
by final-state vibrational excitations.

Vibrational effects have also been noted in XPS studies of solids by Citrin
et a/.85 In this work, core peaks in alkali halides were found to exhibit
temperature-dependent line widths consistent with the excitation of lattice

291.5 291.0 290.5

BINDING ENERGY

Fig. 40. A Cl s spectrum from gaseous CHU obtained with very high instrumental resolu-
tion (FWHMaiO-3 eV). The lowest-binding-energy primary peak shown here is found to
exhibit three components due to vibrational excitations in the final state. (From Gelius,
ref. 270.)

vibrations (phonons) during photoemission as shown in Fig. 41. A solid-state
analysis based upon the Born-Oppenheimer approximation and Franck-
Condon factors yields the proper variation with temperature, provided that
the effects of specimen charging due to low conductivities at low tem-
peratures are corrected for, as shown in the figure. Such effects are thus
expected to be important in all polar solids for which electronic relaxation
around the core hole cannot be complete enough to leave final vibrational
states of very nearly the same form as the initial vibrational states. In metals,
on the other hand, conduction electron screening is expected to be complete
enough to leave the initial-'and final-vibrational manifolds nearly identical.
Thus, in metals the distribution of phonon excitation probabilities or Franck-
Condon envelope is sharply peaked around the initial states (as can be seen by
considering Eq. (63) for a single set of orthonormal functions); therefore, very
little extra broadening is expected.
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Fig. 41. Variation of the K2pt FWHM with temperature in solid KF, KC1, and KI.
the curves — • — • — are the unaltered experimental data. The curves — O—O— have been
corrected for lifetime and instrumental width contributions. The dotted curves represent
further corrections for specimen charging that occurred in KF and KI at low temperatures.
The solid curves are theoretical calculations based upon final-state vibrational broadening.
(From Citrin et al., ref. 85.)

VI. ANGULAR-RESOLVED MEASUREMENTS ON SOLIDS

A. Introduction

Angular-resolved XPS studies of solids have very recently been reviewed
by the author,17 so only a brief outline of the most significant aspects and
certain very new results will be presented here. The most generally occurring
types of effects are those involving surface sensitivity enhancement for
grazing angles of electron exit or x-ray incidence with respect to the surface
and two types of anisotropies observed in the angular distributions of
photoelectron intensities from single-crystal specimens.

The schematic geometry shown in Fig. 42 both reiterates the definitions of
various angles as discussed previously here (cf. Figs 7 and 17) and also
indicates that the electron emission direction can be made to have any

— ^ e"

Fig. 42. General geometry for an angular-resolved XPS experiment. Rotations on the two
perpendicular axes shown vary 6, <j>x and <f> over their full allowed ranges. The angle a
also may be varied, but is most commonly held constant.

orientation with respect to a set of axes fixed in the specimen if externally-
accuated rotation is possible on the two perpendicular axes shown. Rotation
on the axis perpendicular to the plane containing the photon and electron
propagation directions varies the angles 6 and </>x describing electron exit and
x-ray incidence, respectively. Rotation about the second axis parallel
to the specimen surface normal varies the azimuthal angle </> as measured with
respect to a specimen-fixed reference. Low </> or low <j>x thus corresponds to
a grazing condition. The angle a is held fixed in most current XPS systems.
Two-axis specimen goniometers for this purpose have been specially built for
use in XPS studies, and various instrumental aspects of carrying out such
measurements have been reviewed elsewhere.17'74- 202>290

B. Surface Sensitivity Enhancement at Grazing Electron Exit Angles

The achievement of greater relative surface sensitivity at conditions of
grazing electron exit angles has already been discussed in connection with the
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0-dependent relationships describing peak intensities in Section III.F.2. The
application of this procedure in XPS was first demonstrated by Fadley and
Bergstrom,291 and first quantitatively applied by Fraser et a/.201 As a simple
illustration of the fundamental mechanism, Fig. 43 illustrates the way in
which the mean depth of no-loss emission varies for a homogeneous, semi-
infinite substrate. If A e is assumed to be a direction-independent property of
the material, this mean depth is given at any angle by Ae sin 0, so it is clear
that a decrease of 0 from say 90° to 5° will decrease the mean depth by about
a factor of 6. This is a highly significant change that has by now been used in
numerous studies to enable selectively altering the surface sensitivity of the
XPS measurement.17

A sine

90*

Ae

e

5A<Ae< 80A
Fig. 43. Illustration of the basic mechanism producing surface sensitivity enhancement

for low electron exit angles 0. The average depth for no-loss emission as measured per-
pendicular to the surface is given by Ae sin 6.

The only significant moderating factor that may in certain circumstances
render such low-0 measurements somewhat less dramatic in capability is the
presence of surface roughness. Surface roughness in general causes the local
microscopic true angles of emission 0* to differ from the experimental value 0
as measured relative to the macroscopic planar average of the specimen
surface. In general, for low 0 values, roughness is expected to cause 0* to
be greater than 6, so that surface sensitivity enhancement is expected to be
diminished.17'202.290-294 Roughness further has the effect of shading
certain portions of the surface from x-ray incidence and/or electron exit.
Such effects have been studied both experimentally and theoretically for a few
systems,17.202.203,290-294 a n d, although it is clear that large-scale roughness
can significantly alter the type of surface enhancement achieved,203 it has
also been found for one system that, even with pressed powder pellets of the
type often used as specimens in XPS, a usefully large surface enhancement
can be achieved at low 0.293 Thus, although roughness effects always need
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to be considered in any quantitative analysis of such XPS data and the
preparation of highly planar specimens is essential for some work,294 there
are good reasons to expect very general utility of the low-0 surface enhance-
ment procedure. We now consider a few examples of the application of this
method.

In Fig. 44, broad-scan spectra are shown at various angles for a highly-
polished silicon specimen with an oxide overlayer 1-2 atomic layers in

6 0 0 0400 200
•"— Binding Energy (eV)

Fig. 44. Broad-scan core spectra at low and high exit angles for a Si specimen with a
thin oxide overlayer (~4 A) and an outermost carbon contaminant overlayer approximately
1-2 monolayers in thickness. The Cls and Ols signals are markedly enhanced in relative
intensity at low 6 due to the general effect presented in Fig. 43. (From Fadley, ref. 17.)

thickness, and an outermost overlayer of carbon-containing residual gas
impurities of approximately the same thickness. (These thicknesses were
estimated using Eqs such as (117) and (118).) Pronounced peaks due to the
O I J , C I J , Si2s, and Si2p core levels are observed. At the higher emission
angles of 40° and 70°, plasmon loss structure is also found to be associated
with the Si peaks (cf. also Fig. 1 for Al). As 0 is lowered to a grazing exit
condition, marked changes occur in the relative intensities of all peaks, in
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fact causing a complete inversion in ordering. At high 0 where maximum
bulk sensitivity is expected (Ae in Si is ~37 A and A e ' in SiC>2 is ~27 A294),
the intensity order is Si2j, 2ppQls>Cls, where at low 0 with maximum
surface sensitivity, it is Cl$.>.Ol$>Si2v2/>. Such a three-angle scan thus
clearly establishes the mean vertical displacement of all dominant species
with respect to the surface, yielding very directly a qualitative concentration
profile. If the Si2p region for this specimen is examined more closely, it is
further found to exhibit a chemical shift between oxide and element, as shown
in Fig. 45. However, the thin oxide layer present yields only a very weak
relative intensity in the Si2p (oxide) peak at the relatively high angle of 0=49°.

37
c

I
Si2p (element)

Si2p [oxide)

105 100
-•-Binding Energy (eV)

Fig. 45. Si2/> core spectra at 6=5° and 49° for the specimen of Fig. 44: The chemically-
shifted Si2p (oxide) peak is enhanced in relative intensity by approximately a factor of
20 between 49° and 5°. (From Fadley, ref. 17.)

The spectrum obtained at 0=5° by contrast exhibits marked enhancement by
a factor of ~ 20 in the oxide relative intensity. More quantitative studies of
such relative intensity changes with angle have also been made by Hill
et a/.,294 and, although certain discrepancies are found to occur at low 0
values with respect to the simple intensity expressions given in Section
III.F.2, case (c), it nonetheless appears possible to extract highly quantitative
data concerning specimen geometry and electron attenuation lengths.

An additional effect that is of interest in connection with the enhanced
surface sensitivity achievable at low 0 is a change in the relative intensities
of various inelastic loss processes. For example, for an atomically clean
surface of aluminium (which exhibits well-defined surface- and bulk-plasmon
excitations at different energies), it has been found by Baird et a/.295 that

the surface plasmon losses are markedly enhanced in relative importance at
low 0. Some data from this study are shown in Fig. 46. The reason for this
enhancement is that the surface- and bulk-plasmons are spatially ortho-
gonal.197 Because decreasing the angle of exit also decreases the mean depth
of emission, the relative probability of exciting a surface plasmon is thus also
increased at low exit angles. Comparisons of such data with theoretical calcu-
lations for a free electron metal194 furthermore yield good agreement with
experimental relative intensities and further suggest that the creation t>f
plasmons occurs by means of both extrinsic (after excitation) and intrinsic

100 90 80
BINDING ENERGY (»V)

Fig. 46. Al2p plasmon loss spectra from a clean surface of polycrystalline aluminium at
0=90°, 30°, and 2°. The positions of various combinations of surface and bulk losses are
denoted IS, IB, etc. Note the marked enhancement of the relative intensity of the surface
plasmon loss (IS) for grazing exit angles. (From Baird et at, ref. 295.)
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(during excitation) processes.295 An additional interesting feature of such
, angular-dependent loss measurements is that they can be used to determine

the locations of adsorbed molecules relative to a surface. Specifically, the
Ols loss spectrum for an ~0-2 monolayer coverage of oxygen on aluminium
exhibits only surface plasmon peaks at grazing electron exit, indicating that
the oxygen has not penetrated significantly below the surface plane.295- 296

Thus, the angular dependence of such absorbate loss structures should
provide useful complementary information concerning adsorption geo-
metries and near-surface electronic structure.

The ground-state valence electronic structure of a solid is also predicted
theoretically to change near its surface,297 and it is of interest to determine
whether angle-resolved XPS studies can detect this. One effect that should
occur in transition metals is a narrowing of the FWHM of the <f-bands near
the surface due to reduced coordination number.297 Such effects have been
studied quantitatively by Mehta and Fadley298 for the case of clean poly-
crystalline copper surfaces, and the experimental and theoretical <f-band
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Fig. 47. Experimental and theoretical angular dependence of the FWHM' of the Cu3rf
valence-band peak. The width decreases at low 9 due to rf-band narrowing near the surface
that is in turn caused by reduced coordination number. (From Mehta and Fadley, ref.
298.)
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FWHM values determined are summarized in Fig. 47. The small, but
unambiguous decreases in FWHM observed at low 0 are consistent with the
theoretical calculations, with theory showing somewhat larger relative
changes that could easily be explained by several effects.298 Thus, such low-0
measurements can also be used to probe alterations in the near-surface
valence electronic structure.

C. Surface Sensitivity Enhancement at Grazing X-ray Incidence Angles

A second mechanism producing enhanced surface sensitivity involves
measurements carried out at very low x-ray incidence angles </>x- For <j>x< 1°,
it was first noted by Henke178 that the mean x-ray penetration depth in a
typical XPS experiment (which is 103-105 A for <f>x^> 1°) decreases markedly
to values of the same order as the electron attenuation length Ae. This
further suggests that surface-atom signals will be enhanced in relative intensity
at low <j>x, as was first demonstrated by Mehta and Fadley.179 The reason for
this decrease in x-ray penetration depth is the onset of significant refraction
such that <f>x'^<f>x (cf. Fig. 17) and reflection at the solid surface. The inter-
actions of typical XPS x-rays with a homogeneous medium are furthermore
well described by a macroscopic classical treatment,178 and detailed ex-
pressions for predicting penetration depths and expected surface sensitivity
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Fig. 48. Angular dependence of the Cls/Au4/ intensity ratio for a gold specimen with a
thin carbon-containing overlayer. Enhancement of the near-surface carbon signal is found
for both grazing electron exit (low S) and grazing x-ray incidence (low fa). The low-<£x
enhancement is well predicted by classical calculations allowing for x-ray refraction and
reflection (R/R) at the surface, as shown by the dashed curve. (From Mehta and Fadley,
ref. 179.)
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enhancements in terms of the material optical constants and other parameters
have been presented elsewhere.17'178-179

As an example of the surface sensitivity enhancement occuring at low <f>x,
Fig. 48 shows data obtained from a gold specimen with ~ 2 atomic layers of
carbon-containing material as an overlayer. The C 1 J / A U 4 / intensity ratio
thus serves as a measure of relative surface sensitivity, and it is observed to
increase at both low 6 (for reasons discussed in the last section) and low <j>x.
The increase at low <j>x is comparable to that at low 0 (approximately a factor
of 2-3), and there is good agreement between experiment and theoretical
calculations including refraction and reflection effects. Note the very sharp
onset of the Low-^z enhancement over a region of only a few degrees near
<£z=0. Similar effects have also been noted in the Si2p(oxide)/Si2p(element)
ratio for silicon with varying oxide overlayer thicknesses.299 Also, the optical
properties of several solids at XPS energies of ~ 1-5 keV have been used to
predict that such phenomena should be of very general occurrence.17

It should be noted in connection with low-^x studies, however, that surface
roughness effects can be very important in any attempt at quantitatively
analyzing such data.299 This is due to the very small incidence angles involved,
so that if the true microscopic incidence angle <j>x

l deviates by even ~0-l°
from the macroscopically measurable <f>x, a significant change occurs in the
degree of refraction and reflection. Thus, surface preparation and accurate
angle measurement are both very critical. A further practical problem is that
surface shading by any roughness present will generally act to much diminish
absolute photoelectron intensities at low </>x. Thus, low </>x surface enhance-
ments may serve as a useful complement to those at low 0, but the measure-
ment and interpretation of low-incidence-angle data may not be as straight-
forward.

D. Single-crystal Effects

Two rather distinct types of single-crystal effects have been noted in prior
XPS studies. The physical origins and possible interpretations of these will
be briefly discussed.

1. Electron Channeling and Kikuchi Bands. In measurements of core peak
intensities or energy-integrated valence-spectral intensities from single-crystal
specimens as a function of the emission angles 9 and <f> in Fig. 42, pronounced
fine structure is noted. The first effects of this type were observed by Siegbahn
et al.300 in NaCl and by Fadley^and Bergstrom291 in Au. Baird et a/.200 have
obtained the most detailed set of such data to date for Au4/ emission from a
Au crystal with (001) orientation and this is summarized in the stereographic
projection intensity contour plot of Fig. 49(a). Considerable fine structure is
evident in this plot, with many features possessing angular FWHM values of
only ~5-10° and peak height : background ratios as high as ~ 2 : 1. It is
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thus clear that no peak intensity analysis involving a single crystal can neglect
such effects.

The origin of this fine structure is primarily electron diffraction from the
various sets of planes in the crystal. These effects are furthermore very closely
related to the Kikuchi bands seen in low-energy electron diffraction (LEED)
experiments carried out with £tin^300eV,301 as well as to channeling
phenomena seen in the emission of high-energy electrons (~104-106eV)
from radioactive nuclei imbedded in single crystals.302 Based upon prior
experimental and theoretical studies in these two areas,301- 302 the qualitative
expectation is for each set of planes denoted by Miller indices (hkl) to have
associated with it a band of enhanced intensity for photoelectron emission
that is parallel with the planes to within plus or minus the first-order Bragg
angle OHM, as defined from

sin 9/iici (163)

Fig. 49. (a) Experimental photoelectron intensity contours for Au4/ emission from a
Au(001) single-crystal surface. The contours are plotted in stereographic projection with
various low-index directions indicated as [hkl]. The normal to the surface therefore lies in
the centre of the figure. The arcs represent low-index planes available for electron diffraction
or channelling.
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Fig. 49. (b) Qualitative theoretical simulation of the intensity pattern of (a) based on
shaded rectangular Kikuchi bands of the form given by the dashed line in Fig. 50. The
dotted lines in the lower half of the figure represent the centres of weaker, broader bands
from lower-index planes that would also appear at mirror-symmetry-related points in the
upper half. (From Baird et al, ref. 200.)

with

Ae(in A)=electron deBroglie wavelength

= [150/£kin(ineV)]*

i = the interplanar spacing

(164)

Such Kikuchi bands are furthermore expected to be approximately uniform in
intensity over the ± 9hlci range, and to drop off rather sharply at the limits of
this range, as shown schematically in Fig. 50. For typical higher-energy XPS
photoelectrons and lower-index metal crystal planes, 0hkt is found to lie in
the range 3-15°. The overall photoelectron intensity distribution above a
single-crystal surface is thus expected to be approximately given by a super-
position of such bands for the various low-index planes within the crystal.
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Fig. 50. The approximate form expected for a Kikuchi band from the (hkl) set of planes

in a single crystal.

As a qualitative test of this interpretation, Fig. 49(b) presents a stereo-
graphic projection on which shaded bands corresponding in width and
placement to those expected for the lowest index planes in Au have been
inserted. Dotted lines in the lower half of the figure also indicate the centers
of broader and weaker bands expected from higher-index planes. Comparison
of Figs 49(a) and 49(b) indicates that there is good correspondence between
experiment and theory as to the locations of high-intensity regions and fine
structure. Recently, more quantitative calculations for copper have been
carried out by Baird et al.303 in which each band is given a height proportional
to the Fourier coefficient Vnia in the crystal potential; these calculations yield
very good agreement with similar intensity contours for copper. Thus, the
basic systematics of such effects is well established and relatively easily
predicted, and such measurements can provide rather direct information
concerning the near-surface atomic order and crystal orientation. Further-
more, in the very near future, more highly accurate theoretical calculations
of such effects utilizing methods developed for LEED analyses should
become available.304

A final important point in connection with such core-level angular distri-
bution measurements is that it may be possible to utilize them for determining
the bonding geometries of atoms or molecules adsorbed on single-crystal
surfaces. That is, if core-level emission from an adsorbed atom does exhibit
angular anisotropy, it must be primarily associated with final-state scattering
effects that should, in turn, be strongly related to the nearest-neighbor
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atomic geometry. Very recent measurements in our laboratory do in fact
indicate that such anisotropies exist.

2. Valence Spectra. It was first noted by Baird et a/.185- 305 that XPS
valence spectra from a single crystal exhibit considerable changes in fine
structure as the electron emission direction is varied with respect to the
crystal axes. As an example of these effects, Fig. 51 presents Au valence

GOLD VALENCE BANDS

Fig. 51. Au valence spectra from a (001) single-crystal surface obtained at various 6
values in a single polar scan passing through the [111], [112], and [113] directions. A poly-
crystalline spectrum is shown for reference. (From Baird et al, ref. 200!)

spectra obtained with electron emission along various directions in a single
6 scan. Although the basic two-peak structure in the dominant d-b&nd peak
is present for all directions, there are pronounced changes in the relative
intensities and shapes of the two components. In particular, Au spectra
obtained with emission along the [001], [101], and [111] directions exhibit
probably the most pronounced differences relative to one another, as shown
in Fig. 52. Similar changes in single-crystal XPS valence spectra with direction

have by now also been noted in Ag,306 Cu,307- 308 Pt,309 and the layer
compounds MoS2, GaSe2, and SnSe.310

The occurrence of such anisotropic effects thus means minimally that
considerable care must be exercised in interpreting any XPS valence spectrum
from a single crystal in terms of quantities such as the total density of states.
That is, the total density of states p(E) is by definition a non-directional
quantity, as is the mean cross-section ds(hv), so that clearly such single--
crystal effects add an element beyond the model summarized in Eq. (107).
For example the Si spectrum shown in Fig. 14 may well exhibit an extra
strength in the peak labelled "Li" due to such effects.305 As noted in Section
III.D.4, the connection of XPS spectra to the density of states in a direct way
implies a type of uniform averaging over initial states that need not be
possible in a directionally-sensitive single-crystal experiment.

As it is reasonable to expect that the anisotropies noted in XPS valence
emission from single crystals are associated somehow with the basic

6 4 2 E 8 6 4 2 EF8 6 4 2 EF

Binding energy (eV)
Fig. 52. Experimental and theoretical angular-resolved XPS Au valence spectra for

electron emission along the [001], [101], and [111] directions. The data were obtained with
monochromatized AJKa radiation. "D.T." represents calculations based upon the direct-
transition model. "M.E." represents plane-wave matrix-element calculations. The band
structures utilized in the theoretical calculations were: , Christensen's RAPW315 and

, , two slightly different choices for the spin-orbit parameter in Smith's
tight-binding interpolation scheme.316 (From refs 185, 311, and 317.)
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symmetries of the initial states involved, it is of considerable interest to
develop theoretical models for the interpretation of such effects. Two different
approaches to this problem have been proposed.185- 306-312 Both of these
models begin with the basic direct-transition expression given in Eq. (106),
but the different assumptions made in each yields final predictions of a much
different form. These two models are:

(1) The Direct Transition Model. In this model, the wave-vector conserva-
tion embodied in Eq. (104) is primarily emphasized. This viewpoint fias been
used previously to analyze angular-dependent UPS data from single
crystals,182- 313 and suitable modifications to permit its direct application to
higher-energy photoemission experiments were first discussed by Baird
et a/.185 Rigorous wave-vector conservation is used to connect each observed
final-state wave vector k ' with a unique initial-state wave vector k within the
reduced Brillouin zone by means of a suitable (and unique) reciprocal lattice
vector g. The magnitude of k ' is determined from the internal kinetic energy
£kin, i (cf. Fig. 12) by assuming that the free-electron dispersion relation
Ekin, i'=n2(kf)2/2m is valid at high excitation energies. At XPS energies,
k* furthermore varies very little over the valence spectrum: for example, in
gold with lattice constant a = 4 0 8 A , it is found that 12-84(27r/a)<^<
12-88(27ra), where ITTJO is approximately the reduced zone radius. The
direction of lr/ (or, equivalently, the direction of the photoelectron momentum)
with respect to the crystal axes is determined from the known crystal
orientation relative to the spectrometer acceptance solid angle. (Small
direction corrections due to electron refraction in crossing the surface barrier
Vo are necessary only for very low angles of electron exit.17- 307)The finite
solid angle of acceptance of the electron energy analyzer distributes the

[00U

[100]
-k photon

f= 12.86-4r photon

Fig. 53. Scale drawing in k-space of the direct transitions that would be involved in XPS
emission along the [010] direction in a Au single, crystal. The initial states from which
emission could occur are represented by those k values in the shaded disc near the face of the
reduced Brillouin zone at left. The additional involvement of variable-magnitude phonon
wave vectors due to vibrational effects appears, however, to lead to rather full zone averaging
in angular-resolved XPS spectra from Au at room temperatures, as discussed in the text.

observed k^ values over a disc-like region in k-space, as shown in the scale
drawing for gold in Fig. 53, where the acceptance solid angle is taken for
illustration to be conical with a 2-0° half angle. Each k ' value can then be
corrected by the non-negligible ks,, associated with the photon to yield a set
of vectors k ' -kf t , ,=k+g (shown as the right-hand shaded disc in the figure)
that permits uniquely determining the set of k values in the reduced zone from
which allowed transitions can occur (shown as the left-hand shaded disc
lying coincidentally very near a reduced-zone face). Due to the finite size of
the disc (cf. its size to that of the reduced zone in Fig. 53), more than one g
may be involved, depending on the exact placement of the disc in k-space or,
equivalently, the observation direction in real space. It is further assumed in
this model that the matrix elements for~all k -»• k ' transitions are approxi-
mately equal, so that an angular-resolved spectrum is finally predicted to be
proportional to the density of electronic states over the allowed k region
(not the total density of states).

This model has been unambiguously demonstrated by Wagner et a/.314

to predict correctly all of the major spectral changes occurring with emission
direction and photon energy for copper in the intermediate photon energy
range 40<hv<200eV. XPS calculations based upon this model for Au with
emission along [001], [101], and [111] are shown in Fig. 52, where they are
indicated by "D.T." and compared with experimental spectra. Two different
initial-state band structures have been utilized in the calculations,315- 316

yielding two different sets of curves. The most accurate band structure was
used for the solid curves, and comes from a relativistic augmented plane wave
(RAPW) calculation by Christensen.315 Both sets of direct-transition curves
qualitatively predict the correct changes in both the relative intensities of the
two main components and the shapes of each component, although the
calculations do predict more change with direction than is noted experi-
mentally. Similar agreement has been found for 9 other directions in Au,317

as well as 6 directions in Cu,307 leading to previous conclusions185- 307 that
the direct-transition model represents a good description of such effects in
XPS. However, very recent data obtained by Hussain et a/.318 for Au with
both MgKa and AlKa radiation are at variance witht his model: specifically,
for emission along [001], [111], and [112], theory predicts large changes in the
spectra of a given direction when photon energy is changed (because the
disc changes position in the reduced zone due to the change in the length of
f ) , whereas negligible differences are observed experimentally. In addition,318

for excitation with AlKa, the free-electron metal Al is found not to exhibit any
spectral changes with emission direction, again in disagreement with direct-
transition predictions. It thus appears that some form of wave-vector smear-
ing or reduced-zone averaging is occurring, probably due to the creation or
annihilation of phonons, as suggested first by Shevchik186 and discussed
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previously in Section III.D.4. The fraction of direct transitions for which
phonon smearing is absent is most simply estimated from the Debye-Waller
factor:187

Debye-Waller factor=exp (-Ku2>g2) (165)

where

<u2>=the mean squared vibrational displacement of atoms in the lattice
g 2 = | g | 2 j w j th g the reciprocal lattice vector involved in a given

direct transition

<u2> is thus a function of material and temperature. In XPS, g2 is of the same
order as (kf)2 (cf. Fig. 53) and therefore is much larger than the corresponding
quantity in UPS. Thus, the Debye-Waller factor can be very small in XPS,
as, for example, 0-04 in Au at 25 °C. Such small values suggest that rather
complete zone averaging may occur in room-temperature angular-resolved
XPS measurements on many systems, as previously noted. (In fact, Williams
et a/.319 have recently noted the disappearance of direct-transition effects in
UPS spectra of Cu obtained at high temperature that very nicely confirm
phonon involvement.) The direct transition model as outlined here thus may
not be applicable to room-temperature XPS measurements on many
materials, even though it clearly is a valid description at lower excitation
energies,313' 314 and perhaps also at lower temperatures in XPS.

(2) The Plane-wave Matrix-element Model. This model was first discussed
in connection with angular-dependent XPS spectra by McFeely et a/.306

Although k-eonserving direct transitions are used as a starting point, it is
further assumed that final-state complexities somehow smear out the deter-
mination of k and k^ to such a degree that essentially all k values in the
reduced zone can contribute to emission in any direction. Mixing of different
plane-wave components into the final electronic states by various scattering
processes was first suggested as the source of such zone averaging,306 but such
effects do not seem to be strong for copper with hv < 200 eV.314 More likely, the
creation or annihilation of phonons in the photoelectron excitation event is
responsible.

In the limit of complete zone averaging, anisotropies in XPS valence
spectra are then assumed by McFeely et a/.306 to be due to directional matrix
elements as summed over all occupied initial states. These matrix elements are
in turn calculated by assuming a plane-wave final state of the form:

(166)

(167)

=exp (ikf- r)

and a tight-binding or LCAO initial state of the form:96-99

)=Y exP

in which

Rj=the position of an atomic center in the lattice

Xpfj—Rj)=an atomic orbital centered at Rj

X/i(r) = R/i(r)Yfl(6,<f>) [cf. Eq. (36)]

Ca t =an expansion coefficient

Computing matrix elements (<f>kf\A-V\<f>ky can then be shown159- 3°6. 312 to
yield a linear combination of the Fourier transforms of the various atomic
orbitals making up the initial-state orbital. Such Fourier transforms further-
more exhibit the same angular dependence in k^ space that the atomic
function has in real space, and they can thus be written as

X/i(kf)=ffl,(kf)Y/i(6kf,<f>kf) (168)

with 6kf, <£k/ indicating the direction of k ,̂ and fjjtf) being a radial integral
dependent on |A/|=A/ only. For radiation with a polarization direction
e, it then directly results that

In general, e-k^has been held constant in prior experiments, and for a closely
related set of orbitals such as d functions, it can further be assumed that the
factor fjjcf) is constant. Finally, each initial state is thus predicted to contri-
bute photoelectron intensity with a weight of | £ C^t YM(6kf_khi>, <l>kf-kh) \

2

and a summation can be carried out over all such occupied states. Thus, for
example, the contribution of a dx2_y2 atomic orbital to such a matrix element
is predicted to be a maximum along the same directions as the orbital maxima,
namely the ±x and ±y directions. Orbital symmetry is thus predicted to be
very directly reflected in the angular-dependent emission probability. Calcu-
lations based upon this model are presented in Fig. 52 for Au, where they are
indicated by "M.E." Two different types of tight-binding parameterizations
have been utilized, and it is clear that the results are sensitive to this choice.
Nonetheless, there is generally good agreement between experiment and
theory for the three directions shown, as well as others in Au306- 311 which
have been investigated, and a similar set in Cu.311 The same type of plane-
wave model has also been found by Ley et a/.310 to predict correctly changes
in single-crystal valence spectra of the compounds M0S2, GaSe2, and SnSe2.
Thus, it at present appears that the plane-wave matrix element approach is
the more correct of the two discussed here for describing room temperature
XPS experiments on most materials, although significant questions do still
remain as to the validity of using a free-electron plane-wave final state for
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computing XPS matrix elements.165-186-318 More accurate theoretical
calculations of such effects are thus clearly of interest.

To the degree that such measurements do directly reflect orbital symmetries,
such angular-resolved XPS studies should prove to be very useful probes of
valence electronic structure.

VII. CONCLUDING REMARKS

The aim of this chapter has been to discuss in some detail the basic ideas
involved in both performing and interpreting XPS measurements. It is clear
that a relatively large number of distinct physical and chemical effects can be
related to the observed spectra. This diversity can be both an advantage and a
disadvantage in using the technique, depending upon the specific problem at
hand and the phenomena encountered. On the positive side, however, is the
fact that at least some degree of quantitative understanding has been achieved
in connection with all of the effects noted to date. The theoretical interpreta-
tion of XPS spectra also involves a liberal mixture of concepts from atomic,
molecular, and solid-state physics, thus making the technique truly inter-
disciplinary in character. A major goal of the discussion here has been to
present these diverse ideas within a single, unified framework.

As an important example of the interdependency of different phenomena,
final-state effects of various types can tend in certain situations to obscure the
initial-state information that is of most interest in many applications. But,
on the other hand, final-state effects can also be used to determine additional
characteristics of the system. The essential reason for this initial-state/final-
state dichotomy is that the photoemission event is inherently very disruptive
to the system, leaving it with a hole in a certain subshell and thus a significantly
altered set of electron-electron interactions. The interpretive material
presented in Sections III-V therefore begins with a rather general discussion
of the photoemission process that emphasizes the importance of both initial
and final states (as well as inelastic scattering effects). However, the first
areas of application considered are intentionally those which for many
systems can exhibit the strongest initial-state component: valence-level
studies in molecules and solids (Sections III.D.3 and III.D.4), quantitative
analysis (Section III.F.3), and core-level binding energy shifts (Section IV).
Nonetheless, care must always be exercised in analysing data in order to
avoid having the different final-state effects discussed in Section V introduce a
significant error in any conclusions concerning initial-state properties.

The potential range of information derivable from XPS spectra is indeed
very broad, and a schematic summary of the interrelationships between
various observable quantities or effects and basic system properties is
presented in Table III. In this table, the possible interactions between different
observables are also indicated.

TABLE III
Schematic illustration of the interrelationships between various observable XPS
spectral features or their associated effects and the basic system properties potentially

derivable from an analysis of such observations

Spectral feature or effect System property derivable

(1) Fixed-angle measurements:
-f—-•Core peak intensities

M^ore peak shifts

•>• Valence peak intensiti
and positions

•Relaxation effects
I^Multiplet splittings

-^Shake-up, shake-off, other
many-electron effects

-Peak shapes and widths

-Inelastic loss spectra;

(2) Angular-resolved measurements
on solids:

As in (1), but at grazing electron
emission

As in (1), but at grazing x-ray
incidence

Core peak intensities from-
single crystals

Valence spectra from single'
crystals

*- Quantitative analysis
•Initial-state charge distributions

Final-state charge distributions
Initial valence-orbital energy levels,

symmetries and atomic-orbital
make-up

Thermochemical energies
Proton affinities
Initial-state electron configurations

and electron-electron interactions
JFinal-state correlation

(configuration-interaction) effects
• Final-state lifetime effects

Final-state vibrational excitations
• Low-lying electronic, vibrational

excitations
Atomic depths relative to a solid

surface, concentration profiles
Properties as in (1), but very near

surface (~ 1-2 atomic layers)
fear-surface atomic geometries for
substrates and adsorbates

Initial valence-orbital energy levels,
symmetries, and atomic-orbital
make-up

XPS has been and will no doubt continue to be fruitfully utilized for the
study of free atoms, free molecules, and the bulk properties of solids and
liquids. However, the inherent surface sensitivity of the technique when
applied to solids and liquids leads to what is certainly one of the most
significant areas of application, namely in studying the physics and chemistry
of surfaces and interfaces. In this context, the relatively newly developed
angular-resolved studies of solids have also clearly been demonstrated to
enhance significantly the amount of information derivable, as is also indicated
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in Table III. Two separate procedures exist for selectively increasing surface
sensitivity by angle variations. For single-crystal specimens, information
concerning both detailed atomic geometries and valence-orbital symmetries
can also be derived from angular-distribution measurements.

No exhaustive elucidation of specific-areas of application for XPS has been
attempted here, but it is sufficient to note that by now the technique has been
used in problems related to physical chemistry, inorganic chemistry, organic
chemistry, biochemistry, solid-state physics, surface chemistry, surface
physics, industrial chemistry, and environmental science. Future develop-
ments will no doubt involved all of these areas, but with special emphasis on
problems related to surface science. A further significant component of future
work will no doubt be the more extended use of XPS in combination with
other spectroscopic methods such as, for example, the other surface-sensitive
techniques of UPS, photoelectron spectroscopy utilizing synchrotron
radiation sources, low-energy electron diffraction (LEED), Auger electron
spectroscopy (AES), and secondary ion mass spectrometry (SIMS).

Thus, x-ray photoelectron spectroscopy is by now a relatively mature and
well-established experimental tool. However, various major problems still
remain to be solved concerning both the measurement and the analysis of
XPS spectra. These include the ever-present and conflicting needs for higher
resolution and higher intensity, which are at present being sought by means
of more efficient x-ray monochromators combined with multichannel
detection systems. More novel radiation sources and analyzer/detector
systems might also provide a further solution to this problem. From the
point of view of theory, more quantitative treatments of various final-state
effects and electron-electron correlation effects are needed. More accurate
calculations of both wave functions and photoelectric cross-sections for
molecules and solids would also be very helpful, especially as related to
angular-resolved studies of atoms and molecules interacting with solid
surfaces.
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Abstract

In this review, various aspects of angle-resolved x-ray photoelectron
spectroscopy (AftXPS) as applied to solid state- and surface chemical- studies
are discussed. Special requirements for instrumentation are f irst consi-
dered. The use of grating-emission angles to enhance surface sensitivity and
study surface concentration profiles of various types is then discussed.
Various effects that may limit the accuracy of such measurements such as
surface roughness, electron refraction, and elastic scattering are consi-
dered. Several examples of surface-specific electronic structure changes as
studied by grazing-emission ARXPS (e .g . , valence-band narrowing and
core-level shifts) are also reviewed. The use of araiing-incidence georoe-
tries for surface enhancement is also briefly considered. Single-crystal
studies providing additional types of Information via ARXPS are next
discussed. For core-level emission from single-crystal substrates or
adsorbed overlayers, x-ray photoelectron diffraction (XPO) is found to
produce considerable fine structure In polar- or azimuthal- scans of
intensity. Such XPD effects can be very directly related to the atomic
geometry near a surface, for example, through simple intramolecular or
intermolecuiar scattering processes. A straightforward single scattering or
Hnematical theory also appears to describe such effects rather well, thus
far permitting several structures to be solved by analyses of azimuthal
intensity scans. Likely future developments and possible limitations of such
XPO structure studies are also discussed. Finally, valence-band ARXPS 1s
considered, and i t 1s shown that pronounced direct-transition effects can be
observed provided that the specimen Debye-Waller factor 1s not too small. A
simple free-electron final-state model Is found to predict these direct-
transition effects very well, and future studies at low temperatures and with
higher angular resolution seem promising.
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1. Introduction

Angle-resolved photoelectron spectroscopy in fact has a rather long history, as

recently reviewed by Jenkin et al. . However, the current interest in angle-

resolved x-ray photoelectron spectroscopy (ARXPS) as applied to solids and

surfaces is only approximately ten years old, having begun with observations of

diffraction-induced channeling effects fn single-crystal specimens by Siegbahn et

al.^ and by Fadley and Bergstrfim and of enhanced surface sensitivity for grazing

angles of emission by Fadley and Sergstrom . A number of other effects of

Interest In surface science have been noted since these first studies, and several

quantitative models have been developed for describing them. This type of

measurement has been treated in prior general reviews In 1974 , 1976 , and 1973 ,

and the present discussion will thus principally stress those developments that

have occurred in the past few years, particularly with regard to using ARXPS for

quantitative surface analysis, surface atomic geometry investigations, and

valence-band studies.

The XPS energy regime will here be defined in what might be termed the classical

way so as to involve excitation at photon energies £ 1.0 keV as derivable from

standard x-ray tubes (e.g., using KgKa or AlKa radiation). The many very

interesting studies performed to date at lower energies in angle-resolved uv- or

xuv- photoelectron spectroscopy (ARUPS or ARXUPS) will thus not be considered 1n

detail. However, at various points, comparisons of the characteristics Df a given

type of measurement (e.g., core-level photoelectron diffraction) as carried out 1n

the low- and high- energy domains will be made. Further details concerning such

lower-energy work as based upon both standard radiation sources and synchrotron
7 9radiation are contained in other reviews.

It is useful to begin by considering a general experimental geometry for

angle-resolved x-ray photoemission from a solid surface, as shown in Fig. 1.

X-rays are incident at an angle 9h with respect to the surface. Photoelectrons

are emitted into the acceptance solid angle of the analyzer Q . The initial

direction of a given trajectory into this solid angle is given by its polar angle

6 (here measured with respect to the surface) and its azimuthal angle $ (measured

with respect to some arbitrary direction In the plane of the surface). The angle

between the direction of radiation propagation k\ and the direction of electron

emission k is defined to be a. In most current XPS systems, a is a constant fixed

by the mechanical design, although much UPS work has been carried out with movable

analyzers and thus variable a. In addition, the geometry shown here is somewhat

special in that the directions of radiation propagation and electron emission
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Fig. 1. General geometry for an angle-resolved photoemission experiment.
Specimen rotations on the two perpendicular axes shown vary e, • , and Bh
over their full allowed ranges, n is the surface normal. Movement Of v

the electron analyzer relative to the radiation source also can be used
to vary a and choose any 6. », 6h L combination, but in XPS this has
been done very l i t t l e to date. v u

Fixed hr by voncd

Normal

F1g. 2. Schematic illustration of three often-used types of angle-resolved
photoeraission experiments: (1) an azimuthal scan at constant polar angle,
(2) a polar scan at constant azimuthal angle, and (3) a scan of hv at fixed
normal emission (also referred to as normal photoelectron diffraction or NPD).
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define a plane that also contains the surface normal. In this situation, rotation

on the two perpendicular axes shown permits varying the angles 6, * , and ehy over

al l possible values (consistent, of course with the geometric requirement that

e. + a + e • n). The 6, 6 ^ axis 1s her* taken to be perpendicular to the plane

containing k. , k and the surface normal, and the 4 axis Is parallel to the

surface normal.

More general experimental geometries In which the analyzer can rotate on one or

two axes with respect to the specimen and radiation source are also possible, tn

this case khy and k need not be co-planar with the surface normal and the four angles

e. * . OL^ and * ^ are 1n general necessary to fully define the experiment. Such

geometries have been used considerably In angle-resolved measurements at lower

energies7"9, but very l i t t l e to date 1n the XPS regine. A final addition that 1s

possible 1s the utilization of polarized radiation, as 1s Just became practically

possible in XPS studies with synchrotron radiation10; in this case, the angles e£

and # specifying the orientation of the polarization vector t must also be known.

However the standard XPS sources with which virtually all studies at hv % 1 keV

have to date been performed yield largely unpoiaHzed radiation, so that we will

only later comment briefly on polarization effects as an Interesting subject for

future Investigation.

For a given photon energy hv, the two basic types of measurements possible in

such experiments are thus an azimuthal scan at fixed polar angle (Type 1 of Fig.

2) and a polar scan at fixed aztmuthai angle (Type 2 of Fig. 2}. A third and more

recently developed type of experiment requiring the continuously tunable

character of synchrotron radiation Is also shown In F1g. Z; here, the emission

direction is held parallel to the surface normal and hv Is swept. In core-level

studies, this type of measurement has been termed normal photoelectron diffraction

or NPD.

The remainder of this discussion will consider specific problems and areas of

application. In Section 2, Instrumentation requirements are briefly considered.

In Section 3, the general Ideas relating to surface sensitivity enhancement at

grazing emission are Introduced, and various examples of the uses of this effect

such as concentration profile measurements, overlayer studies, and Investigations

of surface-specific electronic structure changes are discussed. The less-utilized

effect of surface-sensitivity enhancement at grazing x-ray incidence 1s briefly

considered In Section 4. Section 5 discusses various types of effects involved 1n

core-level emission from single crystals, particularly as related to deriving -

surface atomic geometry information. In Section 6, valence-level emission from

single crystals 1s considered, largely from the point of view of Its relationship

to bulk valence band structure. . W
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2. Instrumentation

Angle-Resolved X-ray Pho toe 1 ec t ron Spectroscopy 2B1

Beyond the normal Instrumentation requirements for an XPS experiment, which are

reviewed elsewhere , those for adding the capability to do angle-resolved

measurements are relatively straightforward.

The solid angle fjQ over which electrons are accepted into the analyzer (cf. Fig.

1) needs to be well defined and reasonably small. Depending upon the application

intended, a range of angles corresponding to 40 x A$ from a minimum of ^1* x tlB

to a maximum of ilO° x M 0 ° could be suitable. For the two most commonly utilized

analyzer configurations, the hemispherical electrostatic and cylindrical mirror

electrostatic, some degree of baffling thus is in general required to adequately

define the solid angle, and this will, of necessity, reduce the overall Intensity

of the instrument. In certain hemispherical analyzers with pre-retarding lens

systems, the solid angle may already be relatively well defined, as discussed in

detail for one system by Baird and Fadley , but in general this is not at all the

case, with much larger angular deflections of ^tZO'-SO" being allowed in a

direction perpendicular to the central reference trajectory of the analyzer. This

Toss of intensity associated with reducing n also suggests the use of some form

of multichannel detection as a compensating factor. A further problem that may be

encountered with any analyzer is that flo may vary over the effective emitting area

of the specimen and also may depend upon electron kinetic energy or other analyzer

parameters, as, for example, the degree of retardation.5 Such changes 1n solid

angle and also in emitting area can in addition lead to a purely Instrumental

change in intensity with angle, usually dependent on 8 only. Such Instrument

response functions are discussed 1n Section 3.C and in prior reviews4"6' . In

addition, some instruments will exhibit a change in energy resolution with e that

must be allowed for in precise analyses of spectra . Plummer13 has also recently

considered general criteria for designing analyzers for angle-resolved studies

over a range of energies.

In addition to defining nQ, it Is necessary to be able to rotate the specimen

so as to change the angles e, $, and perhaps also ehy. A single polar axis of

rotation varying e and 8 ^ is very easy to add in an overall geometry such as that

of Fig. 1. A second arimuthal axis for varying * requires additional mechanical

complexity, but commercial manipulators providing at least partial azimuthal

rotation are available, and custom designs with greater flexibility exist in

several laboratories for both ARXPS and ARUPS * measurements.

As one example of a reasonably flexible system for performing ARXPS at uHra-

high vacuum conditions. Figs. 3 and 4 show different aspects of one unit currently

in use in our laboratory. (An earlier hfgh-vacuum device with a simpler

Fig. 3. (a) Schematic drawing of the specimen inlet side of a Hewlett
Packard XPS spectrometer tnat has been specially modified for an^le-
resoived studies. Various components are labelled, (b) Overa".
photo of the system in (a) as viewed from the opposite side.
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(a)

REf. SPECIMENS

PRIMARY
SPECIMEN

(b)
.HEATER CONTACT

0 ROTATION

THERMOCOUPLE LN RESERVOIR

F ig . 4 . Three d i f f e r e n t views of a two-axis gonioir.etc-r used for ve r iab lo -
teir.perat.ure ARXPS studies a t angular accuracies of £ ; 0 . 5 ° : {a) overview
inc lud ing reference sample p o s i t i o n s , and ( h ) , ( c ) two close ups wi th
d i f f e r e n t po lar o r i e n t a t i o n . The smal ler-diemet.er sect ion a t l e f t in {a}
w i t h an alignment arm in the analyzer (ei". F ig. 3 ( e ) ) .

Angle-Resolved X-ray Photoelectron Spectroscopy 283

rack-and-piMon drive 1s described In ref. 5.) The basic XPS analyzer and chamber

to which the specimen preparation chamber, specimen goniometer, and translating-

bellows inlet system Is mounted Is a Hewlett-Packard Model S950A. Fig. 3(a) 1s a

line drawing of the overall system and Fig. 3{b) a photographic view from the

Isolation valve on the XPS chamber to the preparation chamber and Inlet system.

The Interior specimen support tube translates on external ball bushings, and Is

controlled by a drive screw. Various standard components such as a LEEO unit,

residual gas analyzer, ion gun, leak valves, and Infrared pyrometer permit

cleaning, preparing, and characterizing specimens before admitting them to the XPS

chamber through the Isolation valve. Two rotary feedthrus driven by computer-

controlled stepping motors permit precision scanning on the two axes shown in Fig.

1. These feedthrus are mounted on a six-way cross together with other feedthrus

for electrical heating, thermocouple temperature measurement, and liquid nitrogen

cooling. Full ultra-high vacuum operation is also achieved with this system, with

base pressures 1n the XPS chamber of "-4-6x10 torr and 1n the preparation

Chamber of ^-10x10 torr.

Fig. 4 shows three photographic views of the specimen end of ttils goniometer.

The 6 drive comes 1n on the vertical port of the six-way cross, turns a right

angle with a set of bevel gears, and is then transmitted directly to the rotating

specimen support arm via a 1/4" o.d. drive tube. This drive tube Is supported on

precision ball bearings over its entire length of t>110 on. The • drive enters

via the rear port of the six-way cross and is transmitted via a straight internal

drive shaft of 1/6" diameter to sets of bevel gears and then spur gears so as

effect 4 motion. The $ drive shaft is Internal to and concentric with the 9 drive

tube. Precision stainless steel ball bearings are used at a l l rotation points.

Although there 1s an overall lash In this system between the coupled 6 and *

motions of £l° due to the various mechanical linkages Involved, the consistent

use of Identical directions of rotation 1n making settings permits overall

precisions and accuracies of <0.5° in both 8 and * . Particularly for the

grazing-onission azimuthal scans to be discussed in Section S, such accuracies

appear to be absolutely required for obtaining reproducible data. The specimen

can be heated up to MOOO'C with an Internal resistive button heater (Varian

No. 981-2058) to which current passes via a contact ring and a spring-loaded

floating contact. Alternatively, an electron bombardment heater for temperatures

up to ^2500*0 can also be mounted In the same position. Thus, full azimuthal rota-

tional freedom is maintained, an extremely useful feature in providing a self-

consistency check on data from single crystals, where the crystal rotational

symmetry should be mirrored in the azimuthal data. Thermocouple and liquid-

nitrogen connections can also be made to points near the specimen as needed.

U
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3. Surface Sensitivity Enhancement at Grazing Electron Emission Angles

A. Introduction

The basic mechanism of surface sensitivity enhancement at grazing emission

angles fs illustrated in Fig. 5 for the case of an Idealized homogeneous, semi-

infinite, flat-surface specimen 1n which any effects due to atomic positional

order are assumed to be fully averaged over. The mean free path for Inelastic

scattering A( is further taken to be a constant Independent of emission angle.

this case, the mean depth of no-loss photoelectron emission as measured perpen-

dicular to the surface is exactly equal to A for normal emission or B • 90°, but

it decreases as A sine for non-normal emission. For typical XPS mean free paths
°16-lfl

of 15-ZO A .this simple model thus predicts that between normal emission and

grazing emission at 6 * 10°, the mean depth should decrease from roughly 8-10

atomic layers down to only -̂ 2-3 atomic layers, respectively. Polar scans of

photoelectron intensity are thus expected to exhibit varying degrees of surface

sensitivity, as has been demonstrated In numerous prior Investigations .

A qualitative illustration of how significant this low-8 effect can be Is

presented In Fig. 6, where broad-scan spectra are shown at three angles for a

highly-polished Si specimen with an oxide overlayer approximately 1-2 atomic

layers in thickness and an outermost overlayer of carbon-containing materials from

the residual gas of approximately the same thickness . The pronounced peaks due

to the 01s, Cls, Si2s, and S12p core levels are found to change dramatically 1n

relative intensity as 6 is changed from 70° (near normal) to 5° (grazing). With

maximum bulk sensitivity at 70°, the Si peaks art most intense, then 01s, then

Cls, but at 5", this order is completely reversed. These results thus directly

provide a qualitative depth profile of the specimen, with C lying outside 0

(present primarily as a Si oxide) and 0 lying outside the elemental S1 of the

substrate.

Closer examination of such oxidized Si spectra also shows S1 core-level chemical

shifts between oxide and element, with different angular behavior for the two, as

illustrated in the results of Hill et al.'9 for a 14 A oxide layer in F1g. 7.

Here, the SiZp(oxide) peak is enhanced relative to S12p(element) at low e, as

expected; the quantitative analysis of this type of overlayer data will be

discussed further in Section 3-D.

A final and even more subtle example of the qualitative use of variable-e data

•s provided by Si in some very recent results due to Grunthaner et al.20shown in

Fig. a. Here, the Si2p data from a chemically-cleaned surface exhibit a very

small change in peak shape in going from e - 38.5° to the rrore surface sensitive

e • 18.5s. These results are also shown after a resolution enhancement procedure
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90'

sinG

e

80A

Ffg. 5. Illustration of the basic mechanism producing surface sensitivity
enhancement for low electron exit angles 6. The average depth for no-loss
emission as measured perpendicular to the surface is AesinB.

Fig. 6. Broad-scan core-level spectra at three electron exit angles
between low and high values for a Si specimen with a thin oxide over-
layer (—4A) and an outermost carbon contaminant layer approximately
1 monolayer in thickness. Note the marked enhancement of the surface-
associated 01s and Cls signals for low e.
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Fig. 7. Si2o spectra a t three electron ex i t angles for a Si specimen
with a 15-A thick oxide overiaye.-. Note the complete reversal of the
re la t i ve In tens i t ies of oxide and element between high and low e.
(From H i l l e t a l . , re f . ( 1 9 ) . )
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curves obtained via a Fourier - transform (FT) decorwolution procedure
arc shown. Note the enhancement of the hydride FT peak at 0 • 18.S*.
(from Vasquez ct d l . , ref . (20 ) . )
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using Fourier transform deconvolution to yield two doublets chemically shifted by

only 0.3O eV from one another. The lower-bfnding-energy doublet is enhanced In

relative intensity st low 8, suggesting a surface species. The fact that the 2:1

intensity ratto of the expected ^ ^ n ' - ^ \ n *P'ln-orD'it doublet 1s found in the

area ratios of the peaks in each Fourier transform doublet for both angles lends

further support to the results of the deconvolution procedure, and provides a

further internal consistency check for It. The surface species is thought by the

authors to be a chemically-produced hydride .

B, Simple quantitative models
In more quantitatively discussing such variations of peak intensities with polar

angle, it Is useful to consider the Idealized spectrometer geometry shown in Fig.
9. as has been done In several prior studies . Here, a uniform flux of
x-rays IQ is taken to be Incident at e ^ on the atomically flat surface of a
specimen of arbitrary thickness t. The radiation may in general be refracted into
e. V 9h inside the specimen, after which it penetrates to a depth i below the
surface and excites a photoelectron fron some level k. X-ray refraction will be
negligible for 8 ^ £ 1-2°, so that it will not be considered further until the
specific discussion of Section 4. Photoelectron excitation Is described by the
differential photoelectric cross section do.Vdfi. The k-level- derived photo-
electrons travel to the surface, during which they can be 1ne1astically attenuated

according to exp(-z/Aes1n8'). where e" is the internal propagation angle and z/sin8'

is the path length to the surface. Elastic scattering in travelling to and

escaping from the surface is for the moment neglected, although we will consider

its possible effects later. In escaping from the surface, the photoelectrons may

be refracted from 8' to the external propagation angle 0 due to the surface

barrier or inner potential VQ; refraction will also be neglected for the moment,

although an estimate of the low-e limit of validity of this approximation is

presented later in this section. Next, the analyzer Is assumed to be adequately

described in terms of an effective solid angle of fl acting over an effective

source area of Ao [as measured perpendicular to the mean electron trajectory), so

that all electrons emitted from within the dotted projection of A {the active

specimen volume) into JIQ are energy analyzed. Possible retardation from an

initial energy of £k-n = Ek to a final energy of £Q during analysis is also

indicated in Fig. 9. Finally, a detection efficiency D can be included which

allows for either less than full counting of the electrons entering n (in which

case D Q < 1) or the presence of a multichannel detection system (for which D »

I). In general, the mean free path, the effective solid angle, the effective
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Fig. 9. Idealized spectrometer geometry for calculating angular-dependent
photoelectron peak in tensi t ies, with various important parameters and
variables indicated.
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area, and the detection efficiency will depend on electron kinetic energy, so

these will be written as V E k ' " W , Ao(Ek), and D0(Ek).

Within the assumptions of this simple, but for many experimental systems rather

realistic, model, expressions for S-dependent peak Intensities can be directly

derived for several useful specimen morphologies * ' . These are depicted 1n

Fig. 10, where N(9) denotes a 6-dependent photoelectron Intensity, p denotes the

atomic/molecular number density of the species on which the emitting level Is

located, a subscript k indicates a substrate level and a subscript £ denotes a

level originating in an overlayer atom or molecule. Each of these cases will now

be discussed, but we will return later In this section to consider several ways in

which the model from which the equations have been derived may be somewhat

oversimplified.

The different specimen morphologies are:

(i) Semi-infinite specimen, atornically clean surface, peak k with E ^ n 5 E^, No 6

dependence is predicted and the intensity is given by:

This case corresponds to an optimal measurement on a homogeneous specimen for

which no surface chemical alteration or contaminant layer Is present. The

expression given permits predicting the absolute peak intensities resulting for a

given specimen, or, of much more Interest in practice, the relative Intensities of

the various peaks. If absolute intensities are to be derived, then the Incident

flux IQ must be determined, as well as the kinetic energy dependences of the

effective solid angle ft . the effective specimen area A , and the detection

efficiency 0 . In relative Intensity measurements in which the quantity of

interest is Nk/Nk. for two peaks k and k', the IQ factors will cancel, although

the H A D factors need not due to their kinetic energy dependence. The densities
0 0 0 Mr

Pk or pk* of the atoms or molecules on which subshell k or k' is located may be

known beforehand, or may in many cases be the desired end result 1n quantitative

chemical analyses using XPS. For core levels, the differential cross section

dok/dfl can be calculated for either unpolariied or polarized radiation from a
knowledge of the total subshell cross section a. and the asymmetry parameter Bt
vl a6 .23-25

BIT * & + Bk£inVl)]. < 2 >

Within a one-electron central-potential model, tabulations of theoretical
relativistic °n t j i s

23
by Scofield and non-relativistic 8ni's by Reilman et al.

24

ni
can be used to determine do , . / d n , or the non-reiat ivisttc results of Goldberg et

a l . for o n l and B n l for a number of atoms can be used. Al l of these tabulations

include the two most common XPS energies (HgKa at 1254.6 eV and AlKa at 1486.6
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(o) S«mi - infinite tub*»rol«: 'b> Overlayef on t*mi -
infinite iubttrale :
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(c) Patched over layer
on lubifrate-

(d) Dilute, non-aiienuatmg
oerlayer on iub>tro!e:

(e) Arbitrary concentration
profile:

f i 9 - 10. Several specimen morphologies for which variable-9 peak in-
tensities car be used in order to derive concentration profi les and
other analytical information: (a) a uniform semi-inf inite substrate.
(b) a semi-Inf inite substrate with a unifom surface overl iyer, {c) a
semi-Infinite substrate with a patched surface overlayer, (d) a semi-
In f in i te substrate with a d i l u t e , non-attenuating overlayer (e .g . . a
fractional monolayer coverage of an adsortate). and (e) a semi-Infinite
substrate with arbi t rary concentration profi les inward from the surface.
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eV), as well as several lower energies23'25. Possible effects of multi-electron

processes on the use of such cross sections «re discussed elsewhere . For valence

levels Involved in banding, the determination of do^/dfl Is more complex . The

last quantity involved is A (E.) which can either be taken from tabulations of
1R In

previously measured values , or, within a given specimen, be estimated from

Penn's theoretical treatment26. More simply, its dependence on kinetic energy for

Ek ;> a few hundred eV can be assumed to follow an empirical square-root dependence

as 6' 1 8: A e(E k) - (£ f c)
1 / Z; this relationship thus permits determining Ae's at any

energy for a given specimen provided that a single value is known.

Note that there 1s no 8 dependence in N. within this simple model, a prediction
?1

that was first made and verified experimentally by Henke . Its origin lies in

the fact that the effective emitting depth is A sine (cf. Fig. 5 ) , while the

effective specimen surface area Is A /sine (cf. Fig. 9 ) ; the effective specimen

volume at any e is thus the product of the two, in which the sine factors cancel.

This behavior is expected to hold as long as 9 is not made so small that the edges

of the specimen lie within the aperture A 4'5. For such low 8 values an

additional sine factor appears in Eq. (1). This is one illustration of the

origins of instrument-specific response functions modulating Intensities ' * .

This effect generally leads to the unfortunate characteristic that Intensities at

grazing emission are markedly reduced compared to those at higher 6.

Prior tests of Eq. (1) in the quantitative analysis of homogeneous samples at

relatively high emission angles have generally yielded results in agreement with

experimental peak ratios to within ^±101, as discussed elsewhere6'27"29.

(ii) Specimen of thickness t, atomically clean surface, peak k with E
k f n

The intensity in this case is given by

Hk(9) - I o n o ( E k ) A o { E k ) D o ( E k ) o k ( d a e

• N°[l-exp(-tMe(Ek}sine)J. (3)

Here, the intensity of a peak originating In a specimen of finite thickness 1s

predicted to increase with decreasing e (again with the proviso that B not be so

small that the specimen edges lie within A ).

(ili) Semi-infinite substrate with uniform overlayer of thickness t. As first

d i s c u s s e d by F r a s e r e t a l . , t h e two t y p e s o f i n t e n s i t i e s h e r e are:

Peak k f r o m s u b s t r a t e w i t h E. • = E . :
_ — — ^.

N*exp(-t/Ae'(Ek)sin8)
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(5)

where
A • an attenuation length in the substrate

A ' ' an attenuation length in the overlayer

p = an atomic density in the substrate

p1 = an atomic density in the overlayer .

Or, it is Often more convenient to deal with peak ratios in which 1Q and any

purely Instrumental variations with 8 cancel:

Overlayer/substrate ratio:

R(e) =
ye)

(6)

[1-exp(-t/Ae'(Et)sine)]exp(t/Ag(Ek)sine)

Oexpt-t/Ag'UjJsineJJlexptt/AgtE^sinS).

This case represents a much more common experimental situation in which the

primary specimen acts as substrate and possesses an Intentional or unintentional

contaminant overlayer (for example, an oxide on a semiconductor as in Figs. 6 and

7 or a layer deposited from the spectrometer residual gases). Substrate peaks are

attenuated by inelastic scattering in the overlayer, an effect that is much

enhanced at low 6. The overlayer/substrate ratio is thus predicted to increase

strongly as e decreases, and this model provides a quantitative description of the

effects discussed qualitatively in the previous section. It is also useful to-

consider several trivial modifications of Eqs. (*)-(6) that have been found useful

in analyzing data. Rearranging Eq. (fl) and taking the logarithm yields

N k(e)

NL Ae'(Ek)sina,

and proceeding similarly for Eq. (5) gives

N.(e)l t
1 -

Ae'(Et)sine.

(7)

(8)

for[n Eq. (6), if the two kinetic energies Ek and E ( are very nearly equal (

example, in chemically-shifted peaks such as those of Fig. 7), then
A.'( EJ = A

D'(
E») (although in general A '(EJ 1 A (E. ) because they apply to

different materials) and the SI A 0 products will cancel in the ratio. Defining
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\ 19
K = - i then yields after similar manipulation

kfR{8) 1 t
i n + 3 1 =

[ K J Ae-(Ek)s1n9 . (9)

Eqs. (7)-{9) thus represent linearized methods for plotting data versus I/sine

that will be considered further 1n Section (3.0). where the quantitative use of

this model is discussed. The slopes of such plots are thus given by plus or

minus the effective overlayer thickness t = t/A '.

(1v) Semi-infinite substrate with a uniform, but patched, overlayer of thickness

t' . If the fraction of surface area covered by the overlayer is Yi

that uncovered is thus (1-Y)I and the resultant intensities are given by:

Peak_l<_fr_om substrate^

Nk(8) • (l-Y)(Eq. (1)) + Y(Eq. (4))

- f £ [ ( W ) + Yexp(-tMe'{Ek)sin6)] (10)
Peakjt_from oyerjayjer:

N t ( e ' * Y(Eq- ( 5 ) )
= Y l£ [ l -exp(- t /Ae ' (E t )

s i n 6^

Oyerl_ay_er/substrate_ rat1o_:

N0(9) K
— = -5 V [l-exp(-t/A. (E Jsine)]
\{9) Nk

 e l

x [ ( 1 - Y ) + yexp(- t /A e " {E k )s ine) ] ' 1 .

The overlayer/substrate rat io thus has a e dependence dif ferent from Eq. (6) ,

and. in part icular, the enhancement of the overlayer relat ive intensity at low e

is predicted to be less pronounced in the presence of patching or clustering.

This model might be expected to apply for overlayer growth in which the overlayer

material (for example, a metal) is more compatible with I t se l f than the substrate,

or could also be qual i tat ively useful as an extreme representation of the effects

of non-uniform overlayer growth (for example, in certain types of oxide forma-

t ion}. This model has been compared previously with experimental results ,

although i t is not clear that patching effects can be clear ly distinguished from

those due to other phenomena such as surface roughness (to be discussed below).

(v) Semi-infinite substrate with a very th in , non-attenuating overlayer. One

important example of such a specimen type is an adsorbate present on a substrate

at fractional monolayer coverage. The relevant intensi t ies are '*":

Angle-Resolved X-ray Photoelectron Spectroscopy

Peak_k_from lubjstratej

Nk(6) • Nk" as Eq. (1)

Peak_t__f rom overUyjer:

\{*) • i on o(
Et ) Ao ( Ei ) 0o t Ei ) s > ( d 1

Ov£ri*y_*r/iub_*i.ri.tS. ratio,:
Ht(e) a0(Et)A0(Et7o0(£t)s'(
M ^ flo{Ek)Ao(Ek)00(Ek)s(dolt/dn)Ae(Ek)s1n 6

29S

(13)

(1*)

(15)

with

s' - the mean surface density of overlayer atoms in which peak t originates

(in cm'2)

s « the mean surface density of substrate atoms (in cm" )

s'/s - the fractional monolayer coverage of the atomic species in which

peak 1 originates

d • the mean separation between layers of density s in the substrate

(calculable from s/p).

These expressions are useful in surface-chemical studies at very low exposures to

adsorbate molecules (s'/s £ 1). « they permit an estimation of the fractional

monolayer coverage from observed peak intensities. The assumption of no inelastic

attenuation in the overlayer is an extreme one, but 1s justified because the

macroscopic A ' of case (111) is both difficult to estimate and dubious In its

application to such thin, non-macroscopic layers, and also because It represents a

correct limiting form for zero coverage. A recent attempt to quantitatively

assess the utility of this analysis 1s discussed below in Section 3.E,

(vi) An arbitrary concentration profile P k U ) of a given species in a serat-

infinite substrate34.
Peak_k_from a_ species of_interesV.

As a first approximation to such a situation, if the mean free path Ag(Ek) can
be assumed to be constant with depth z and thus independent of the composition
change associated with Pk(z)> a simple summation aver atomic layers with spacing d
at depths of z • nd (n » 1,2. .. -) can be made to yield:

Nk(6)

x I pk(zn)exp(-zn/Ae(Ek)sin 8) .
n-1

(16)
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If A depends oni also as A (E.,z), the resulting expression is, however,
34

considerably more conplex :

(17)
n-1

x I [P kU nHl-exp{-d/A e{E k.z n)s1n e)} IT exp(-d/J\e(Ek,zn)s1n 6)]

(T>2)
Taking ratios of two such intensities Nk and N k' as derived from species with

different concentration profiles has been suggested as a method for deriving

profiles by Hollinger et al. , although a complex, multiparameter fit to the

e-dependent data results, and It appears that physically reasonable constraints

must be placed on the forms of P k U ) to yield unique solutions. Vasquez and

Grunthaner have also considered a very similar model for oxide growth in fixed-

angle XPS measurements. This method Is discussed In more detail in Section 3.F.

C, Additional complicating effects

With reference to the idealized spectrometer geometry of F1g. 9 and a few

further assumptions made In arriving at the results of the last section, there are

several additional effects that need to be considered in order to fully understand

the behavior of experimental data.

(<) The Instrument response function. Beyond the extreme low-e deviation of

Intensities from the constancy predicted by Eq. (1) that we have mentioned before,

additional purely instrumental effects can be introduced by a non-uniform x-ray

flux (as, for example, will be produced by most x-ray monochromators12) and a

solid angle that varies over the active portion of the specimen. All of these

factors can be combined into an effective Instrument response function, as

discussed In detail in prior reviews4"6. Denoting this by R 0(E k,B), It is

conveniently defined in terms of an Integral over differential surface elements of

the product of spatially varying x-ray flux I, solid angle fl, and detection

efficiency D. The specimen surface can be considered to lie In the x,y plane,

thus yielding5

V E k > 9 ) E sine j i(e.x.y)n(Ek,e,x,y)D(E, ,e,x.y)dxdy. (18)sine / I(e.x.y)n(Ek,e,x,y)D(Ek,e,xiy)dxdy.
A

The detection efficiency will depend principally on E^ and so can probably be

removed from the Integral. With this definition, any of Eqs. (1} and (3)-(17) can

be modified so as to apply to an arbitrary spectrometer simply by replacing the

cabined factor Io(Ek)notfk>
A<>(Ek> W b>

h t th f

c a b e d o k o k < > k W o ^ °f £q' !1> with

and without RQ inserted shows that the form of such a response function can be

empirically determined simply by measuring the 8 dependence (and perhaps also the

E dependence) of the k photoelectron intensity originating from a homogeneous

semi-infinite specimen with a clean surface (cf. Fig- 10(»))-

Examples of non-ideal response functions are shown in Fig. 11. Here, curves

calculated with a slightly simplified version of Eq. (18) are compared with

experimental points obtained with a Hewlett Packard spectrometer . These results

are for a system with monochromatized radiation in which I is very strongly peaked

fn the middle of the specimen surface, but for which the flo, Ag approximation of

Fig. 9 is essentially valid. Also shown in Fig. 11 is the neasured response

function for a Vacuum Generators E5CALAB spectrometer; note that it conies much

closer to the constancy with 6 predicted by Eq. (1), as its non-monochronatUed

source yields a much more nearly uniform x-ray flux.

It 1s finally reasonable to suppose that for some spectrometers, Ro(Ek,t) will

have the sane functional form in e regardless of Ek ' , and in this case, thatg k

any intensity ratio Nk(8)/Nk,(6) from a given specimen will yield e variations

independent of instrument effects. (Clark and co-workers have noted, however,

that this simplification may not hold for all analyzer systems.) Thus, such peak

ratios should In general be more amenable to straightforward analysis, although

they still may carry information on the E. dependence of R . For example, an
17

energy dependence of n as shown in Fig. 12 must be considered in analyzing peak

ratios at any 6 for the Hewlett Packard instrument of Figs. 3 and 11.

(ii) Surface roughness effects. The qualitative effects of surface roughness are

illustrated in Fig. 13(a), and they are twofold- (1) For a given macroscopic or

experimental angle of emission 9 as measured with respect to the planar average of

the roughness, the microscopic or true emission angle 6 at an arbitrary surface

point may be significantly different. Thus, the true degree of surface enhance-

ment at low S may differ appreciably from that expected on the basis of the

macroscopic 6 alone. (2) Certain regions on the surface may be shaded for

emission at a given 6 by adjacent raised areas, as indicated by the cross-hatched

regions in Fig. 13(a}. Such shading will tend to be fully effective if the

roughness contours are large with respect to typical A values of 10-10 2, or only

partial if the contours are on the scale of A . In any case, regions of the

surface will be selected by shading as being more active in emission, and over

these regions, it is an integration of the true-angle emission behavior that will

correctly predict the observed intensities.
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IOO*

Fig. 11. Instrument response functions Ro(9) for two different spectrometer
systems, a Hewlett Packard 5950A with monochromatized AlKa x-ray source and
a ' 72° and a VG ESCALAB5 with a standard AlKa source and <x = 48'. All
curves have arbitrarily been set to 1.0 at 6 = 90° {electron emission normal
to the surface). For the HP system, two different entry lens magnifications
have been used: standard of S.QX and a second option of 2.3X. Cls inten-
sities were used for the HP results; Cuapj/j for the VG. Note the different
shapes of the curves, with the monochromatized system showing greater
deviations from the simple predictions of Eq. (1) of a constant response
function. (From ref. (12) plus R.C. White and C.S. Fadley, unpublished
results.)

60

50, ACCEPTANCE SOLID ANGLE
FOR HP SPECTROMETER

500 500 700 900 1100 1300 1500

Fig. 12. Kinetic energy dependence of the solid angle of acceptance into
a Hewlett Packard 595OA spectrometer, as determined from deta i led electron
tra jectory calculations for two d i f fe rent entry lens magnif ications.
(From Baird, re f . (37 ) .
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Fig. 11. Illustration of three effects providino additional complexities
In the analysis of angle-resolved peak intensities: (a) surface rough-
ness, (b) elastic electron scattering, and (c) electron refraction in
crossing the surface barrier VQ.

80

Fig. 14. Calculation of electron refraction effects for different
electron kinetic energies and a typical V. value of 15eV. The degree
of refraction ts indicated by the difference e1 (internal) - 6 (external).
Contours of equal probability of internal reflection are also shown.
(From ref. <S).)
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[n prior investigations ' * ' , roughness effects have been considered for

several idealized topographies from both a theoretical and experimental point of

view. For example, the trianguiar-perfodic surfaces of aluminum diffraction

gratings with thin oxide overlayers exhibit dramatic angular variations in the

AlZp(oxide)/A12p(metal) ratio that are fully consistent with theoretical calcula-

tiofis incorporating the two effects mentioned above . The precise form of the

effects seen depends strongly on the exact nature of the profile, which is usually

not known for an arbitrary specimen unless it has been very carefully prepared.

However, it is possible to conclude that the presence of roughness will in general

reduce the degree of surface sensitivity enhancement possible at low 6, although

in the limit of very low 6, roughness with rounded contours should again give

reasonable enhancement (i.e., an average &t £ 9 ^ 0°) .

Thus, roughness must be kept in mind as a possible source of deviations from the

simpte models of the last section for all specimens. However, even for rather

randomly roughened surfaces, such effects do not seem to preclude the use of
39

high-e and low-8 comparisons to do qualitative depth profiling , as discussed in

Section 3.A. Also, a procedure as simple as unidirectional course polishing of an
aluminum surface and subsequent e scanning 1n a plane parallel to the polishing
grooves and normal to the surface is, for example, found to significantly enhance
the amount of surface sensitivity enhancement at low 8 .

(i'i) Elastic electron scattering. Elastic electron scattering during photo-
electron travel to and escape from the surface has been neglected in this simple
model, but it could lead to several effects. Each interaction of the photo-
electron wave with an atomic center will produce scattered intensity deviating
from the initial propagation direction. Thus, the sfrnple straight-line paths
assumed in the model are not a fully accurate representation. Fortunately, at
typical XPS energies of -O0 3 eV, the scattered Intensity due to each atom will be
strongly forward peaked; that is, most of the intensity will lie very close to the
initial direction and will in fact be within t±10°-15° of it. (Such effects will
be discussed in much more detail (n Section 5, as they have been found to produce
pronounced photoelectron diffraction effects in single-crystal studies.) But even
in that case, there may be sufficient displacement of intensity to alter the final
emission distribution significantly, especially at low e. The possible effects of
elastic scittering on grazing-emission surface enhancement have been discussed
qualitatively for some time5'19, but only rather recently have Nefedov et al. 4 0

attempted to quantitatively determine their nature and importance.

One important effect of elastic scattering will be to reduce surface sensitivity
enhancement at low 6 according to the mechanism of Fig. 13(b). For some very low
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emission angle 6, the direct or unscattered wave travels along a long path of

inelastic attenuation in reaching the surface. It is possible, however, that a

wave initially propagating at some higher angle (and *hus -ith a shorter path

length to the surface) can be scattered just before escaping so as to yield

significant intensity in the 8 direction with respect to that of the direct wave.

Thus, h1gher-e relative intensities for different peaks can be scattered into

lower-e regions, reducing surface sensitivity enhancement. This discussion

implicitly neglects any diffraction or interference effects between waves by

assuming that the positions of the atomic scatterers are random and averaged over

in different emission events. (For single-crystal specimens, such averaging does

not occur and diffraction effects can be very strong.)

A second type of effect discussed by Nefedov et al. 1s the effective

lengthening of the average path length of a photoelectron caused by a random walk

of elastic scattering events. Thus, they postulate that measured inelastic mean

free paths A are too large due to a lack of allowance for such elastic effects.

An example of possible elastic scattering effects is presented in Section 3-D in

discussing ARXPS data for the SiOySi system.

(iv) Electron refraction at the surface. As the photoelectron escapes from the

surface, it must surmount a potential barrier or inner potential VQ that can be

from 5-25 eV in magnitude for typical clean surfaces ' • In doing so, the

component of momentum perpendicular to the surface will be reduced, along with the

kinetic energy, and a net refraction as shown in Fig. 13(c) will be produced. A

fraction of the intensity can also be reflected back into the solid. As the

Internal angle 8' will thus always be greater than the external angle 9.

refraction will act to decrease the degree of surface sensitivity enhancement

relative to that expected at 8.

Such refraction and reflection effects can be easily calculated provided that Vo

is known5, and a family of curves for different kinetic energies E and a typical

V of 15 eV is shown in Fig. 14, The equations utilized in calculating 8 and the

fractional internal reflection R for a given 6' are:

8 = tan'1[(sin2e'-Vo/E)
1/*/cos9'] (19)

and

(20)1-{1-Vo/Esin
26')1/2

The difference 9'-9 between the internal and external angles is used as a gauge of

the degree of refraction, and contours of equal percentage of internal reflection

are also shown. From these results, it is clear that such refraction and
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reflection effects can be very serious problems In measurements 1n the UPS regime

of 20-40 eV. In the XPS region of -vSOO-1500 eV by contrast, refraction and

reflection should not be significant for 6 £ 10-15*. where B'~6 < 3* and the

Internal reflection Is £ 10J. Nonetheless, such effect* should be taken Into

account whenever possible In any fully quantiUtive analysis of ARXPS data for

8 £ 20-30°.

Having considered both the simple quantitative models applicable to ARXPS

Intensities and several effects which could cause deviations from them, we now

turn to illustrative examples Involving several specimen morphologies and several

types of phenomena that it has been possible to study.

0. Applications to uniform overlayers

As one example of ARXPS as applied to the study of uniform overlayers, we

consider work by Clark and co-workers36 on polymer filns deposited in situ on

metal substrates. In this study, poly(p-xyiylene) films of different thicknesses

were deposited on a smooth Au substrate. Thicknesses t were measured with a

quartz crystal deposition monitor. The Cls Intensity from the film and Au4f?/2

intensity from the substrate were measured at several 8 values for each film,

including values obtained In the limit of Infinite thickness. Plots of
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1-
NCls<6>

"Cls

and In
'Au4fJJX.

(8)

"Au4f7/2

vs t/sine were then made, according to the

linearized relations of Eqs. (7) and (8). Such data are shown 1n Ffg. 15 and It

Is clear that the points for various thicknesses and 6 values are very well

described by a straight line. There is also very good agreement 1n the overlayer

A ' values obtained via least-squares fits for data at different 0's, as given for

both the Cls and Au4f7/2 kinetic energies on the figure. Varying 9 thus provides

a very useful additional dimension In such data. We note, however, that high e

values were utilized, being from 90* (normal emission) down to 40°, and thus that

various additional effects expected to be stronger at low 6 such as roughness,

elastic scattering, and refraction have probably been minimized.

As a second case, we consider SiO2 overlayers thermally grown on highly polished

single-crystal Si substrates; some example data have already been shown in Ftg. 7.

In the first ARXPS study of this type by Hill et al. , four oxide thicknesses as

determined by ellipsometry were studied and the 8 dependence of the

S12p(oxide)/S12p(element) ratio measured. As the kinetic energies of the two

peaks are essentially Identical , Eq. (9) provides a useful method for analyzing
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Fig. 15, Angle-resolved core-level intensities from a specimen consisting
of a uniform overiayer of poly(p-xylyene) on a poiycrystalUne Au sub-
strate. Overlayer Cls and substrate Au4f7/,, intensities were measured
at four 6 values and for different overlaye'r thicknesses, ond then
plotted according to Eqs. (7) and (8). Line slopes were then used to
derive Ae(E) values in the overlayer (here indicated as X(E)). (After
Clark and Thomas, ref. (36).
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the data, and a plot of l n [ 5 M + 1] versus t/sine is shown in Fig. 16 over a

broad e range from 90° to as low at 5°. The data were found to be linear over

the e range of 90° to 3 O ° - W , but showed similar deviations from linearity for

lower e values in a direction so as to reduce the relative intensity of the oxide

peak. These deviations could be due to a combinations of factors: roughness,

elastic scattering, electron refraction, incomplete averaging over single crystal

effects, and_ the presence of a non-abrupt transition region between S10j and Si .

More recently, Nefedov et al. 4 0 have reanalyzed this data with the Incorporation

of only elastic scattering effects, and they find good agreement as to the

qualitative form of the deviations from linearity expected at low 6. Pijolet and

Hollinger34 have also very recently analyzed similar Si2p(oxtde)/S12p(element)

data using a simplified version of Eq. (17) which allows for an Interface layer of

intermediate composition between S10? and SI; This anaiysis^suggests that the

transition region is rather abrupt and does not exceed -\- 3 A for an oxide film of

•v2B A thickness. However, even this small a transition region also could account

for some of the low-6 deviations, as was noted previously in the analysis by Hill

et al.19. But in any case, the use of T = t/A ' values derived over the linear

regions for the three thickest S10, overlayers permitted deriving a A '(oxide) of

37±4 A and, via the experimentally determined constant K (cf. Eqs. (1) and (9)),

also a Ae(element) of 27*6 A
19,

accurate by other investigators

via Eq. (9) and the appropriate high-e range used, this type of analysis seems

capable of providing accurate Ae' or Ag values (or, once Ag* is known, accurate t

values).

E. Analysis of adsorbate overlayers at fractional monoldyer coverage

In chemisorptton studies, one is often dealing with fractional monolayer

coverages of some adsorbate, and It is thus of Interest to ask how accurate ARXPS

is for both determining the coverage and also perhaps detecting whether an adsor-

bate has penetrated Into the surface. Single-crystal effects are also often

present in such studies, so that some allowance for them needs to be made also.

The example chosen here 1s from a recent study by Connelly et al. 3 3 of the very

well characterised system c(2x2)S on Nt(OOl), for which an ordered half-monolayer

of S atoms 1s present, occupying every other fourfold hole site on the Ni surface.

Previous structural studies Indicate further that the S atoms are 1.3 A above

the first plane of NI atoms, as will be discussed further In Section 5.E.

Polar scans of S2p{Ekin * 1317 eV), N12p3/2(627 eV), and N13p(l4l3 eV)

core-level intensities were made for two different azimuthal orientations

These values have subsequently been found to be
35,43,4.4 Thus, provided that such data are tested
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Fig. 16. Angle-resolved core-level intensity ratios fron Si specimens
with four d i f ferent oxide overlayer thicknesses from 15A to 89A. The
Si2p oxide/element rat io (cf. Fig. 7) has been plotted according to
Eq, 19) so as to derive Ae(oxide) - t / r . (From Kil l st a l . , ref . (19).)
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F1g. 17. Polar-scans o f N i2p 3 / ; i n t e n s i t i e s abo^v J (^01) Hi su r face .
Shown are two scans along the symmetry- inequivalent a; i^uth<. (100| dnd
[ l l O j . together w i t h an average o f these two scans. Eefore averaging
Strong d i f f r a c t i o n features are ev ident . Also s'lown is the instrument
response f unc t i on ( c f . F ig . n ) . (From r e f . ( 3 3 ) . )
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corresponding to [100] and [111] directions. (For N12p,,«, It was Important to

include the Intensity of the satellite at "•£ eV.) As expected, the N1 levels

showed marked single-crystal channeling effects In their polar scans, but these

were very nearly averaged out In a sun of the two scans at different azimuths.

This is illustrated in Fig. 17, where the sunned data for each HI level also fit

rather well the form expected for the Hewlett-Packard Instrument response function

(cf. Fig. 11).

The adsorbate/substrate ratios S2p/N13p and S2p/N12p3,2 were calculated from Eq.

), with all parameters being evaluated as accurately as possible for the
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specimen and experimental geometry utilized. This Included utilizing the known

coverage of s'/s = 0.5, theoretical photoelectric cross sections , and energy

dependences of both Afi In the substrate as given by (E^) and f)0 as given by

Fig. 12. The calculated curves are directly compared with experiment In Fig. 18,

and there Is very good agreement as to both the 1/s1n8 form and the absolute

magnitude of the ratio, even though the 8 range covered 1s extremely broad

(90°-7°). The two sets of data never disagree with theory by more than *&\Q%.

Theory is however above experiment at low e for the 2p3,z ratio, whereas It Is

below in the same region for the 3p ratio. This could be due to the much Shorter

mean free path for the lower energy N12p,,, Peaki a f*ct which could lead to some

low-8 Inelastic attenuation In the overlayer that Is not Included In the model of

Eq. (15). Nonetheless, these effects are not large, and, particularly 1f higher

energy peaks are utilized. It appears that such azimuthally-summed measurements

should permit rather accurate coverage measurements to be made, even 1n the

presence of strong single crystal effects. In addition, differences 1n the forms

of such ratio curves as a function of exposure or annealing could be useful in

detecting adsorbate penetration Into the substrate, as the degree of Increase In

an adsorbate/substrate ratio at low 6 should decrease In the presence of any

penetration. For too high adsorbate coverages, however, there could be concern as

to the validity of the non-attenuating assumption for the overlayer .

F. Studies of more complex concentration profiles
In the category of more complex concentration profiles, we begin by considering

a single-crystal specimen of LaB, with alternating layers of La atoms and B,
octahedra perpendicular to the (001) surface (cf. Fig. 19(a)). When such a
surface is polished, cleaned In situ by ion bombardment, and annealed to form a
well-ordered system, the question arises as to whether La or B, layers will lie on
the surface. Aono et al. have studied this with ARXPS, measuring pnlar scans of
both La and B core levels, as shown In Fig. 19(b) at two different azimuths.
Although there are pronounced single-crystal channeling effects 1n the intensities
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Fig. IS. Comparison of experiment and theory for the polar-angle
dependence of an adsorbate/substrate Intensity ratio for the very well
defined overlayer of c(ZxZ)S on N1<001). The N^p,,, and Nt3p tnten-
t i t ies are averages of two azimuths (cf. Fig. 17). The theoretical
curves are calculated according to Eq. (15) with no adjustable
parameters. (From ref. (33).)
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Fig. 19- The crystal structure of LaB6 is shown in (a), together with
the measured and calculated e dependence of the La4d/Bls intensity ratio
in (b). Two different azimuths are shown for the experimental results.
(After Aono et al., ref. (46).)
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of both peaks. it Is nonetheless clear that the La relative Intensity is enhanced

at low a. This system represents a straightforward application of Eq. (16) in

which A does not vary with z, but it can be set up in two ways depending upon

whether\a atoms or B 6 moieties make up layer 1 (the surface layer). Aono and

co-workers have carried out calculations of the U4d3/2>5/-,/81s ratio in both ways

and it Is clear that the agreement with experiment is much better for a La surface

layer. This observation via ARXPS has thus assisted in explaining the unusually

low work function of LaB6> and should be generally useful for ordered structures

with layering of this type.

Binary metal alloys provide another example for which concentration profiles can

be much more complex, with one component often segregating preferentially at the

surface47. The concentration of this species may then monotonically decay Into the

bulk until it reaches the average bulk value, or it may in certain cases exhibit

single-layer oscillations as it approaches the bulk value. Ion bombardment may,

on the other hand, cause preferential depletion of one species at such a surface.

As a qualitative illustration of such effects, Nefedov et al. have studied

permalloy with a composition of about fe0Ji\QB. They compared the polar depen-

dence of the Fe3p/Ni3p intensity ratio for an air-exposed film and for the same

film after ion bombardment. Their results are shown in Fig. 20. where it is clear

that Fe is surface segregated for the air-exposed film, but that very little

segregation of either species is present after 1on bombardment. Thus, it is

possible to conclude that the ion bombardment has selectively removed Fe, perhaps

leading to a slight enrichment of N1 at the surface.

Beyond such qualitatively useful conclusions concerning alloys, the question

also arises as to whether the detailed p. (z) profile can be determined by

analyzing such ARXPS data. Pijolet and Hollinger have recently discussed this

general problem from the point of view of using peak ratios N|((8)/Nk,(6) based

upon Eq. (17). A simplex method is used to choose the best Pk<z) and P k . M by

minimizing the difference between the experimental and theoretical ratios.

However, the p curves so derived are found to be extremely sensitive to the exact

data points fit and the convergence criteria used, so that effectively, multiple

solutions can result if quite arbitrary profiles are utilized. However, by

incorporating physically realistic constraints on ̂  and c^, as they are derived,

much better results can be obtained. These constraints include limiting maximum

and minimum values, and usually requiring a monotonically increasing or

decreasing function of z. (The latter of course eliminates the possibility of

seeing the oscillations in p(z) that are expected for certain systems.) An

example of their results for a Cu/Ni alloy ion bombarded and annealed in UHV are

shown in Fig. 21, together with the % Ni profile yielding the solid curve that
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0 5

Fig. 20. The e dependence of Fe3p and Ni3p core intensities for an
Fe/NI alloy before and after 1on bombardment of the surface. Note
particularly the marked change in the variation of the Fe/Ni ratio
with bombardment. (After Nefedov et al., ref. (48))

(b)

Fig. ZI. Experimental Cu2p3/2 / Ni2p3/(-, relative intensities
from a Cu/Ni alloy are shown as a function of 9 in (a). In (b),
the Ni concentration profile as derived from these measurements
using an analysis based on a simplified revision of Eq. (17) is
presented. (From Pijolat and Hollinger, ref. (34).)
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very well describes the Cu2p3/2/N12p3/z ratio data. The profile also agrees

qualitatively with that expected from theory. However, the layer-by-layer

variation of p provides essentially a mu Hi parameter fit, so that good agreement

between theory and experiment does not assure meaningful theoretical numbers.

Also, the Inclusion of low-e data down to -<£' could bring In errors due to

roughness, refraction, or elastic scattering; it would be Interesting to repeat

the analysis for say 6 £ 15-20* to check self-consistency. Nonetheless, this

general idea for trying to derive arbitrary tnonotonic profiles is promising and

well worth further Investigation.

As a final and even more complex type of concentration distribution, mention

should be made of systems that may exhibit concentration gradients both laterally

along the surface as well as Inward from the surface. Thus in general the density

will be given by p(x,y,z). One Important class of specimens exhibiting such

character is supported heterogenous catalysts, in which active metal atoms may

reside within pores in the support, or may coalesce under sintering to form very

small metal particles along the surface of the support. This complex concentra-

tion distribution, together with the generally very rough character of the support

surface, will make any sort of angle-resolved measurement rather difficult to

Interpret unambiguously, for reasons we have discussed previously. However,

fixed-angle intensity measurements, together with specialized models incorporating

some of the ideas in the patched overlayer of Eqs. (10) and (11), have been used

to derive useful Information concerning atomic migration and particle sizes on

heterogenous catalysts, as discussed recently by Oelgass and co-workers and by

Heisel et al.50.

Q. Studies of surface-specific electronic structure changes

(i) Surface core-level shifts. ARXPS has also been used to verify that core-

level binding energies of atoms In the outermost layer of a material can be

shifted relative to the bulk. This effect was first unambiguously observed by

Citrin et al. 5 1, who used very high resolution {^ 0.25 eV) XPS to study the e

dependence of core levels in Au, Ag, and Cu. Some of their results are summarized

in F1g. 22. For Ag and Cu there Is little change with 8. but for Au, a shoulder

grows In on the low-binding-energy side of the 4f,,, Peak- for l°w 9* This is

reminiscent of the discussion of the Si data In Fig. 6, and suggests a less-

tightly-bound species near the surface. The Au data they have analyzed using a

two-component model (i.e., a one-monolayer f.u(surface) layer and Au(bulk)) with

6-dependent Intensities given by Eqs. (4) and (S). This model 1s found to provide

a self-consistent analysis of the data with a surface-to-bulk shift of 0.40 eV and

a surface component localized entirely in the first atomic layer. Such
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Fig. 22. The 8 dependence of core Une shapes from the noble metals
Au. Ag, and Cu. For near-grazing emission, a shoulder is observed at
lower binding energy for Ag; This is interpreted as being due to a
surface chemical sh i f t of the Au4f7v, binding energy. (From Ci t r in
and Wertheim, ref . (51).)

Sm Metals (b)

••20 M O O ioao I0SO 1075 K>*J

B I N D I N G ENERGY l e v )

Fig. 23. The B dependence of 3d core spectra from samarium metal. In (a),
the overall 3d spectrum is shown, with both 3/2 and s/2 regions
exhibiting double peaks due to the presence of 3+ and Z+ configurations.
In (b), the 3ds/J region is shown at three different emission angles,
with the 3+ peak being less important for grazing emission angles.
(From Wertheim and Crecelius, ref. (S3).)

Angle-Resolved X-ray Photoelectron Spectroscopy 313

surface-layer chemical shifts have subsequently been confirmed for other metals in

higher-resolution synchrotron radiation studies - The Si data of Fig. 8 also

represents a similar observation of a surface-specific core shift, in this case

thought to be due to hydride formation .

Thus, although both of these examples have strained the resolution of the

technique to its limits, the ability to vary angle has provided an absolutely

essential feature 1n arriving at the final conclusions.

(11) Surface valence-state alterations. A further surface-specific effect that

has been detected in ARXPS is a change in the average valency of certain rare

earth species near the surface. Wertheim and Crecelius first noted this effect

for metallic Sm. This material is trivalent in the bulk, and exhibits corres-

ponding muHiplet splittings in both core and valence levels that can be used as

fingerprints of this 3+ state. However, 2+ multiplets ire also seen in the XPS

spectra and they are found to increase in relative intensity as 6 is decreased, as

illustrated for the 3d core levels in Fig. 23. These data were successfully

analyzed in terms of Eqs. (4) and (5), but with the added assumption that all Sm2+

was located in the first layer, although not all first-layer ions were Sn^+.

(iii) Surface density-of-states changes. Inasmuch as the surface atoms of any

material experience a different and usually lower coordination number in compari-

son to their bulk companions, it might be expected that the distribution of

valence states in energy would also be different from the bulk. Such a

difference, as measured by the density of states, has been predicted in numerous

theoretical studies to occur on the surfaces of transition metals, where the

general expectation is for a reduced d-band width as measured most accurately by

the first moment of the d-band density of states54.

One of the most convincing observations of such effects to date is based on
AftXPS. Mehta and Fadley55 studied clean polycrystal1ine surfaces of Cu and Ni,
and for grazing emission found unambiguous narrowing of the second moment of the d
band peaks by % 19J and 211, respectively. Experimental data for Cu are shown in
Fig. 24. Calculations were performed to simulate these effects by taking
theoretical densities of states as computed for each layer56 p(E) ., j * 1,2,3.
and summing them with allowance for inelastic scattering to yieid^a weighted
density of states that should be seen in first order in the XPS meis-renent as:

(21)

J'l
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Fig. 24. Comparison of experimental and theoretical Cu 3d-band widths
as a function of 0. The width is here measured using the second moment
of the 3d intensity, although very similar results are obtained In
using the FWHM. Theory is shown for the three lowest-index surfaces.
(From Mehta and Fadley, ref. (55).)
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Fig. 25. Polar dependence of plasmon inelastic losses for 01s from
oxygen adsorbed on a poiycrystal1 ire aluminum surface. The expected
positions of bulk- and surface- plasmon loss peaks are also shown
(From Baird et al., ref. (57).)
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Here, z. 1s the depth of the jth. layer and electron refraction has been allowed

for in using 6' Instead of 6. The curves calculated In this May for three

low-index faces of Cu agree very well with the experimental curve, as shown In

Fig. 24. The forms of the curves also agree for N1, although theory predicts a

larger effect than that observed. However, In view of the sinple Initial-state-

only model used and the likely greater Influence of many-electron effects in

nickel d-band emission, the overall conclusion can certainly be made that these

AflXPS results display surface d-band narrowing effects for both metals. The fact

that decent agreement Is obtained even at angles as low as 8*S* also suggests that

surface roughness may not be a major problem for very carefully prepared surfaces

(In this case, the metals were deposited in situ on ultra-smooth glass

substrates.)

Citrin et al. have subsequently used similar measurements on Au to isolate the

surface and bulk components of the density of States, thus Illustrating surface

narrowing and other featural changes. The model used In analyzing this data Is

analogous to that described in Section 3.G(1) for surface core-level shifts.

Their assumption that only the density of states of the first surface layer

differs from that of the bulk deviates somewhat from theory, however54'56, which

suggests that the first 2-3 layers may differ. In any case, their results appear

to be at least qualitatively correct.

Overall then, such ARXPS measurements have provided another type of information

concerning the surface electronic structure of metals, and their application to

other classes of materials should also be of Interest.

(iv) Surface plasmon losses. A final effect that Is of interest in connection

with the enhanced surface sensitivity achievable at low e Is a change In the

relative Intensities of various inelastic loss processes. For example, for an

atomically clean surface of aluminum {which exhibits well-defined surface- and

bulk-plasmon excitations at different energies), It has been found by Baird e£

al_. that the surface plasmon losses are markedly enhanced in relative importance

at low e. The reason for this enhancement is that the surface- and buU-plasmons

are spatially orthogonal. Thus, because decreasing the angle of exit also

decreases the mean depth of emission, the relative probability of exciting a

surface plasmon is also increased at low exit angles. Comparisons of such data

with theoretical calculations for a free electron metal furthermore yield good

agreement with experimental relative intensities and further indicate that the

creation of plasmons occurs by means of both extrinsic processes occuring after

photoelectron excitation and Intrinsic processes occuring during excitation57. A

further feature of such angular-dependent loss measurements that Is of interest in



316 Charles S. Fadley

a.
n

u 12

= ML

O
E
5
Z

1.0

0.9

p

• Experiment
— Theory

40

60

60

40

eo

20 10 0
1 1 ti III 11 I I I

TOO 110

Fig. Z6. Experimental and theoretical CuZp3/,/Cu3p ratios for a STicoth
polycrystall ine Cu specimen as a function of x-ray incidence angle 8h y .
The CuZpyj intensity is enhanced in relative importance as ehv goes
to *ero doe to its lower Ae value and the reduced x-ray penetration
depth. (M. Mehta and C. S. Fadley. unpublished results.)
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a surface-chemical sense is that they may be useful in determining the location*

of adsorbed molecules relative to a surface as noted by Baird et al. 7 and

Bradshaw et al.58. Specifically, the 01s loss spectrum for an ̂ 0.2 monolayer

coverage of oxygen on aluminum exhibits only surface piasmon peaks at grating

electron exit, as shown in Fig. 25, thus suggesting that the oxygen has not

penetrated significantly below the surface plane. Thus, the angular dependence of

such adsorbate loss structures should provide useful complementary Information

concerning adsorption geometries and near-surface electronic structure.

PMOTOtltCTlON

Fig. 27. Experimental az imj tha i dependence o f Cu2p j / : i n t e n s i t y above
a Cu(OOl) surface for 3 d i f f e r e n t po la r a i i l e s of emiss ion. The data
have been four fo ld-averaged in to one quadrant from a f u l l 360° scan, but
no m i r r o r synne t r i za t i on about v - J5° has been performed. Overal l
an i so t rop ies i l / [ | T l i J X are ind ica ted as percentages. For c e r t a i n a values
shown here, however ( e . g . . 0 = 4 5 ° ) , i t ha; subsequently been determined
that a n o n - l i n e a r i t y in the videcon i r / iH i channel detec tor used •-esulted
in "i. 1.5X overest imates of the degree of an an iso t ropy . Compare the more
accurate A I / I _ , values at 9 = 45° of F ig. 31. (From Kono et a l . ,
re f . ( 6 3 ) . ) ™*



218 Charles S. Fidley

4. Surface Sensitivity Enhancement at Grazing X-ray Incidence Angles

A second mechanism producing enhanced surface sensitivity Involves measurements

carried out at very low x-ray Incidence angles 9^. For B ^ ;< 1°. It was first

noted by Henke that the mean x-ray penetration depth 1n a typical XPS experiment

(which is a very large 10-10 A for 8 ^ » 1*) decreases markedly to values of

the same order as the electron attenuation length Aft. This further suggests that

surface-atom signals will be enhanced In relative Intensity at low 6,_ , as was
59first demonstrated by Hehta and Fadley . The reason for this decrease In x-ray

penetration depth Is the onset of significant refraction such that B. ' « 8.

(cf. Fig. 9) at the solid surface. The interactions of typical XPS x-rays with a

homogeneous medium are furthermore well described by a macroscopic classical

treatment, and detailed expressions for predicting penetration depths and

expected surface sensitivity enhancements In terms of the material optical

constants and other parameters have been presented elsewhere. ' • *

As a recent example indicating the surface sensitivity enhancement possible

at low e ^ . Fig. 26 shows data obtained from a clean polycrystaiHne Cu surface

for which the Cu2p3,,/Cu3p ratio was measured as a function of the mean x-ray

incidence angle 8 h y . Because the kinetic energy of the CuZp.,, peak (549 eV) is

much lower than that of the Cu3p peak (1406 eV), Its mean free path will be

significantly lower. Thus, the mean depth of ZPJ/J em^ss^on * ^ 1 be less than

that of 3p emission under normal circumstances of x-ray Incidence, and any

significant reduction in the x-ray penetration depth at low e. will act

preferentially to turn off more of the 3p signal. Therefore, the ^ 5 * Increase

in the Cu2p3,2/Cu3p ratio noted for ej^ ̂ 0 " Is a clear Indication of surface

sensitivity enhancement. There Is also good agreement between experiment and

theoretical calculations including both refraction and reflection effects, as also

shown in Fig. 26. Note the very sharp onset of the low-9^ enhancement over a

region of only a few degrees near 6,,, • 0". More pronounced effects have also

been noted in the Cls/Au4f ratio for Au with a carbonaceous overlayer , and in

the Si2p(oxide)/Si2p(element) ratio for silicon with varying oxide overlayer

thicknesses.61 Also, the known optical properties of several solids at XPS

energies of i-1.5 keV have been used to predict that such phenomena should be of

very general occurrence.

It should be noted in connection with such grazing-incidence studies, however,

that surface roughness effects can be extremely important in any attempt at

quantitatively analyzing such data. This is due to the very small incidence

angles involved, so that if the true microsopic incidence angle 6 ^ deviates by

even M).lo from the microscopically measureable 8. , a significant change occurs
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in the degree of refraction and reflection. Thus, surface preparation and

accurate angle measurement are both very critical. Further practical problems are

that the x-ray source ought to have a very well defined direction of Incidence

(A6. < 1* In Fig. 9) and that surface shading by any roughness present wilt

generally act to much diminish absolute photoelectron Intensities at low 6^.

Thus, grazing-x-ray-incidence surface enhancements may serve as a useful

complement to those at grazing electron emission, but the measurement and

Interpretation of the former data may not be as straightforward.
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Fig. 28. Experimental polar dependence of Ge XPS and Auger intensities
above a Ge(llO) surface for a scans in a i l toi azimuth, Ge3d and £6203,2
XPS Intensities are shown together with the Ge LjM^sfy s Auger Intensity.
No allowance has been made for the Instrument response 'function.
(From Owari et a l . , ref. (64 .)
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5. Core-Level Emission from Single Crystals:
X-ray Photoelectron Diffraction(XPO)

Angle-Resolved K-r^y Photoel ectron Spectroscopy

A. Introduction

In this section, we begin the consideration of effects observed in angle-

resolved x-ray photoem1ss1on studies of highly-ordered single-crystal specimens.

Here, emission from highly-localized, atomic-like core levels will be discussed;

In Section 6 following, the more complex case of emission from deiocalized valence

levels will be considered. In both situations, a consideration of diffraction

phenomena associated with the nave character of the emitted photoelectrons will

prove essential for understanding the observed angular distributions, tt is thus

useful to immediately Introduce the appropriate non-relat1vfst1c relationship

between photoelectron wavelength Xfi and kinetic energy E k i n :

where h •= Planck's constant and m « the electron mass. In convenient units, this

reduces to approximately

le(1n A) - [150/Ek,n(in eV)] 1 / Z. (23)

Thus the relevant wavelengths over the typical XPS range of energies of ->-500-1500

will be from 0.55 A at 500 eV to 0.32 A at 1500 eV. The magnitude of the asso-

ciated electron wave vector £ 1s In turn given by k « 2ir/X , and £ = t/k.

In order to qualitatively Introduce the different types of effects seen in such

x-ray photoelectron diffraction (XPD) experiments, some typical experimental data

are shown in F1gs. 27-30 " . These are illustrative of the various types of

data which can be obtained, In that Figs. 27 and 28 both represent emission from

core-levels in the single-crystal substrate (Cu with (001) orientation and Ge with

(110) orientation, respectively), whereas Figs. 29 and 30 represent emission from

species adsorbed on such a substrate {c{2x2)C0 on N1(00l) and c(2xZ)0 on Cu(OOl).

respectively. Also, two of the figures (27 and 30) represent azimuthal scans (cf.

Fig, 2) whereas the other two (28 and 29) show polar scans.

From these figures, one can directly draw several useful qualitative conclu-

sions: There are pronounced anisotropies In all of these photoelectron angular

distributions. If the degree of anisotropy is measured as (I -I . )/I *
, max min max

'max' we see t at the values **ry frOm as large as 73* for Cu2p,/Z substrate
emission in Fig. 27 to as small as 61 for 01s adsorbate emission at large fl values
in Fig. 30. There are also some rather narrow features in these angular distribu-
tions, with widths as smail as -v, 4-5". and this indicates the possible importance
of having adequate angular resolution (as discussed further below). Not
surprisingly, the patterns seen exhibit certain symmetries of the underlying
substrate: for example, the azimuthal data of Figs. 27 and 30 for a Cu(OOl)

C h INIRAMOLECULAR SCATTERING

30 40* 50* 604 70° 80*

POLAR ANGLE, 0-

90° 100' 110°

f i g . 29. Experimental po la r dependence o f the Cls i n t e n s i t y fo r a c(2x2)
overlayer of CO on a Ni(OOl) su r face . The data have been obtained in
two sy i rmetry- i r iequivalent azimuths. Alsn shown is a sche-at ic i l l u s t r a t i o n
of the in t ramolecu lar s c a t t e r i n g and d i f f r a c t i o n producing <jvlCh e f f e c t s
(From Petcrsson et a l . , r e f . (62) and Orders and Fadley, r e f . ( 3 1 ) . ) '
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surface with C 4 y syranetry exhibit near mirror synmetry about a [110] azimuth for +

= 45°, a point we will amplify on below. The strongest substrate diffraction

features are also most often seen along high-symmetry azimuths as well, and this

suggests the possible use of such features for determining crystal orientations,

finally, if the substrate angular distributions of Fig. 28 trc considered, It Is

clear that the lower-energy photoelectron peaks exhibit broader features than

those at higher energy: specifically, the G«2P3/2 angular distribution at 270 eV

has less fine structure than that of Ge3d at 14S7 eV. This last observation Is a

straightforward consequence of the change in de Broglie wavelength with energy,

with shorter wavelengths at higher energies being capable of producing sharper

diffraction features due to Interference effects.

The previous point concerning the desirability of high angular resolution Is

further Illustrated 1n Fig. 31, where experimental Cu2p3,2 azimuthal data from

Cu(OOl) at a polar emission angle of 45° Is shown for two different analyzer

angular acceptances: cones with half angles of 4,5° and 1.5°. The angle steps

used in accumulating the data were A$ - 1.0° for both cases. It 1s clear that the

il.S" aperture yields data with considerably more fine structure, including some

features of only a few degrees In width. Although most of these features c m also

be seen In the 14.5° data, they are much easier to resolve In the ±1.5 curves.

Thus the optimum use of XPD 1n deriving structural Information will in many cases

require Instrumental angular resolutions of approximately 1-2*.

The azimuthal data of F1gs. 27 and 30 further illustrate some Important points

concerning data analysis. The raw data of Fig. 30 for Ols emission from c(2x2)0

on Cu(001), which 1s shown as dashed curves, has been obtained by scanning over a

full 360° in azimuth. Thus, in view of the C4v symmetry of the surface, there Is

redundancy in the data that can be used to average out noise and to check for the

reliability of various features. One useful method Is to fourfold average such

data by adding the points at $, $+90°. •+180*. and $+270*. thus partially

accounting for the known symmetry associated with the surface; 1n general, this

averaging reduces the anisotropy Al/Imax- Subtracting off the minimum Intensity

and repTotting then yields the "flower" patterns shown as solid curves. These can

in turn be compared with the raw data to be sure that all features present In the

fourfold-averaged data are consistent with similar features in each quadrant of

the raw data. Any misalignment of the azimuthal rotation axis with respect to the

[001] surface normal also becomes very evident 1n such comparisons. Finally,

since the synmetry operations of mirror reflection across $*0°, 45°, etc. have not

been Included In the fourfold averaging, the presence or absence of such mirror

synmetry can be used to judge feature accuracy and overall statistical

reliability. For example, 1n Fig. 27, such fourfold-averaged data for Cu2p3/,

Angle-Resolved X-ray Photoclectron Spectroscopy
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F1g. 30. Experimental azimuthal dependence of the Ols intensity for a
c{2x2) overlayer of oxygen on a Cu(OOl) surface. Seven d i f fe rent polar
angles of emission are shown. Both the raw fiata of a f u l l 360' scan and
fourfold-averaged data from which the minimum intensity has been subtracted
are shown. The overal l anisotropies At/Inv,* are also Indicated for each
set of fourfold-averaged data. (From Kono et » 1 . . re f . ( 63 ) . )
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Fig. 31. Effect of analyzer solid angle variation on the experimental and
theoretical azimuthal dependences of the CuEpv; intensity observed at 45*
above i Cu(OO!) surface. Curves are shown for both a il.S* coneof accept-
ance solid angle and a :4.5" cone of acceptance. The theoretical curves
*re based on the single-scattering cluster model. (R. C. White,
6. SinkovMC. P. J. Orders, and C. S. Fadley. unpublished results.)
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emission from Cu(001) is plotted in Cartesian form and is found to be very close

to mirror symmetric about * - *5°. Other forms of aziimjthal data averaging would

be appropriate for surfaces with different symmetry (as a tnree-fold (111) surface

or the stepped surfaces to be discussed in Sec. 5.E.), but in general It seems to

be very useful to obtain the fullest angle scans possible to enable carrying out

such analyses. Similarly, doing symmetry-equivalent polar scans (e.g., at * • 0°.

90°, 180*, 270" for a fourfold surface) and averaging these to check, orientational

accuracy and reduce spurious intensity variations Is also very useful.

It is also worthwhile to note here that.the typical mean free paths for

inelastic scattering in XPS of ̂ 10-30 A Imply that all of the features seen in

Figures 27-30 must be associated with atomic order very near the surface. In

fact, we have found in general that the type of surface pre-treatment utilized

(for example, as to times and temperatures for ion bombardment and annealing) can

have a dramatic effect on the degree of anisotropy found, even when simultaneous

observation with low energy electron diffraction (IF.ED) shows very little visual

difference In the sharpness of a pattern for different pre-treatment procedures.

Thus, Such XPS measurements seero to be very sensitive and quantitative indicators

of the degree of near-surface order.

Before proceeding to a more quantitative discussion of these effects, we

consider a few examples of how such x-ray photoelectron diffraction patterns can

be used in more or less a fingerprint fashion to derive very useful information.

First, the fact that substrate photoelectron emission along low-index directions

in the crystal is generally associated with pronounced peaks in the XPD pattern

can be used to carry out very precise crystal orientations in situ. (This peaking

along low-index directions can be qualitatively explained in terms of Kikuchi

bands associated with different sets of low-index planes , as discussed in more,

detail in Section 5.8.) For example, in our laboratory, the polar- and azimuthal-

orientations of (OOI)-metal crystals are routinely determined to within ±0.5° by

using a combination of polar scans through the [001] surface normal and azimuthal

scans through a series of <110> directions at 45° with respect to the normal. For

single crystals containing more than one type of atom, a second type of informa-

tion concerns the nature of the crystal site in which a given substrate atom is

sitting: for example, is it in well-defined lattice sites, has it been inter-

stitial ly incorporated, or has it been randomly incorporated with respect to the

other atoms of the lattice? This .se cf XPD was first i-ade for a Au/Ag alloy by

Fadley and Bergstrom , Some more recent XPO data obtained by Thomas and

co-workers from a single crystal of the mineral nuscevite are shown in Figure

32. Here, polar scans of different peak intensity ratios are shown. These have

been analyzed by noting that photoelectrons arising from two atoms occupying
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Fig. 32. Experimental polar dependence of normalized core Intensity ratios
for different peaks resulting from a single crystal of the mineral muscovtte
(K(A1?)(Si->Al)0l0(0H)2). The full range of excursion 1s indicated as a per-
centage, and Xr denotes the ratio of de Eroglie wavelengths of the two
peaks involved in a given ratio. {From Adams, Evans, and Thomas, ref. 166).;
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exactly the same type(s) of lattice stte(s) in the crystal should show exactly the

same XPD pattern, as long as their de Broglie wavelengths are not different by

more than T.301; thus, their normal lied ratio should be very near unity regardless

of polar angle. This Is trivially the case for the K2p/K3p and S1Zp/S12s ratios

arising In a single atom. By contrast, photoeiectrons arising from atoms with

very different sites should exhibit the greatest excursions from unity, as for the

M25% deviations in the S12p/K2p ratio; this Is consistent with the known

structure of this mineral. The reduced value of the S12p/A12p excursions of ±15X

(as compared, for example to S12p/K2p) is furthermore suggestive of some Al in

stoichiometric excess of that needed to occupy normal octahedral sites going Into

tetrahedral sites that are predominantly Si. As a second example of site-type

determination. Fig. 33 shows polar-scan data obtained by Nihel et al. for a Au

overlayer of -̂ 85 A thickness grown onto a (110) surface of GaSb. Kith annealing

at 400*0 only, the Au4f XPD pattern 1s relatively featureless, suggesting an

amorphous overlayer, whereas both the GaJd and Sb4d patterns exhibit considerable

fine structure. After annealing at 540*C, however, the Au4f pattern becomes very

nearly Identical to the 6a 3d pattern; as these two peaks are furthermore very

close 1n kinetic energy, it Is thus suggested that Au has preferentially displaced

Ga in the GaSb lattice. This kind of atom-specific order and site Information

would be difficult to obtain In any other way.
68

As a final introductory comment, we note that Liebsch first pointed out from a

theoretical point of view how adsorbate core-level photoelectron diffraction might

be used to determine surface structural Information. This work Involved

multiple-scattering theory for low energies as appropriate to an ARUPS experiment.

B. The single-scattering cluster (SSC) model

In discussing more quantitatively such XPD effects, H Is necessary to introduce
a more detailed model of the scattering and Interference phenomena that are
expected to occur for photoelectrons in the ^-500-1500 eV energy regime. Such a
model can be formulated at varying levels of complexity from a straightforward
Single-scattering or kinematical approach • ' " to more complex dynamical
treatments Incorporating some degree of multiple scattering • ' . Fortunately,
we have found that a very sfmple single-scattering model as applied over a finite
cluster of atoms appears to very well describe most of the features In

XP062,63,69i and it 1s th(JS th1s approach that wi11 be discussed below.

The essential elements of this sfngie-scattering cluster (SSC) model are shown

schematically in F1g. 34. The basic assumptions are essentially identical to

those used In describing extended x-ray absorption fine structure (EXAFS)72'73 and

a similar model has also been applied (although rather unsuccessfully) to angle-
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Fig. 34. Schematic i l l u s t r a t i o n of the assumptions used in the single
scat ter ing c lus te r (SSC) model, wi th various important quant i t ies defined.
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Fig. 33. Experimental polar dependence of the Au4f, Ga3d, and St>4d peaks
result ing from a Au oveHayer of approximately 85A thickness on a GaSb(llO)
surface. Scanning was in a 10011 aiimuth, and results for two di f ferent
annealing temperai.ijres of 400" Jnd 5J0" are shown. Note the strong simi lar-
i t y of ttie f-ulf and Ga3U curves after the higher temperature anneal.
[From Koshizaki et a l . . rs f . (67).)
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F ig . 35. The magnitude o f the atomic s c a t t e r i n g ' ac to r | f ( - i ) | fo r Cu as
a f unc t i on o f s c a t t e r i n g angle e fo r var ious e lec t ron k i n e t i c energies
from 500 to 10,000 eV. Note the enhanced forward peaking as energy
increases , and the concomitant decrease in the importance of any
backsca t t e r i ng . (Fron Thompson, r e f . ( 3 0 ) . )
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,,74resolved Auger emission at very low energies of <100 eV . The SSC model as
62 63

appropriate to XPO is discussed tn more detail elsewhere ' • so that only the

essential assumptions and mathematical results will be outlined here.

Radiation with polarization t is Incident on some atom In the cluster, from

which 1t ejects a core-level photoelectron. {In Fig. 34. the emitting atom is

shown near the surface.but it could as well be any atom In the substrate.) The

problem is then to describe the single scattering of this wave from all other

atoms j 1n the cluster, keeping track of the phase shifts introduced by both the

scattering and path length differences and finally to sum the wave amplitudes so

produced to yield the total photoelectron amplitude. Squaring this amplitude then

yields the intensity expected in a given emission direction, as denoted by

the wave vector t. That is, If * Q(f.t) is the photoelectron wave at f as emitted

directly into direction £ and $(?,?,*£) 1s the wave resulting from Initial *fl
emission toward a scatterer j at r, and then subsequent scattering so as to emerge

from the surface in the direction of £. the overall wave amplitude will be given

Angle-Resolved X-ray Photoelectron Spectroscopy
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by
(24)

and the photoelectron intensity by

I(t) - MrftV . ^ (25)
Because the detector Is situated at essentially r • - along k\ all of the waves

in (24) can finally be taken to have the limiting spherical forms *Q « exp(Ur)/r

or 4>. - exp(1k|r-r.|)/| r-r. |, although the actual amplitudes of each type in a

given direction will be modulated by the photoexcitation matrix element and. for

the * ' s , also the scattering cross section. It is further assumed that the

portion of •Q which passes to the scatterer j to produce ̂  also decays in

amplitude according to a spherical wave assumption, or as 1/rj. If the

scattering angle Is 6,, the overall path length difference between *Q and #j Is

then r,(l-cos9,).

The directional modulation of the Initial photoelectron wave *Q would most

accurately be treated by considering both the t+1 and £-1 components produced In a

dipole excitation from an nil subshell, and determining the matrix element

involved70"72. Fujikawa, for example, has recently discussed this approach .

For the special case of ns emission, however, this reduces simply to an

e-£ dependence25, and it is this form that has been used in most prior XPD

analyses63'69. Since the differential photoelectric cross section

don ,{e,K)/df) is proportional to intensity rather than amplitude, another
r- 1 /? fid

approximation would be to use a *Q modulation of [dan£(e,ic)/dn] . Although
this is not strictly correct and does not account for possible sign changes in the

matrix element with direction due to the photoelectron parity , it Is probably an

adequate approximation for XPD In which the electron scattering process will be

seen to select out r, choices very nearly parallel to t; that Is, for the range of

?j directions near the 1c direction that produce significant scattering, the matrix

element varies little, so that a very precise description of It Is not required.

In fact, predicted XPO patterns have not been found to be very sensitive to the

exact way In which the matrix-element modulation Is Included, particularly as

regards averaging over 6 In an unpolarized source62>63. We shall thus use the

simple £•£ form In what follows.

The electron-atom scattering that produces •, Is assumed to be adequately

described by a complex scattering factor

W * !W|exp[1*i(9j)]l <Z6>
where *j(aj) 1s the phase shift associated with the scattering. The scattered

wave *j is thus proportional to fj(6j)expikfr-r,|/|f-f,|. with an overall phase

shift relative to $ Q of ki-jd-cosBj) * ̂ { e ^ that is due to both path length

difference and scattering. The use of this form for •, Implicitly assumes that

the portion of *0 incident on the jtJi scatterer has sufficiently low curvature

compared to the scattering potential dimensions to be treated as a plane wave.

Thts is the so-called "small-atom" approximation76, and 1t should be fully

adequate in XPO for alt but perhaps the nearest-neighbor atoms to the emitter.

Even for such nearest-neighbor atoms, the only effect of inclusion of *0 curvature

will probably be to somewhat reduce the amplitudes of certain forward-scattering

peaks in I(t) in comparison to those predicted with the use of £q. (26) 7 7, so that

its neglect should not be serious. A further Important point here 1s that, as

energy Is increased, the region of the potential well that is effective In the

scattering Is reduced 1n diameter, so that the small-atom approximation should

because of this be more valid than prior criteria76 might indicate.

The scattering factor fj(6.> is most accurately determined by applying the

partial-wave method to a suitable spherically symmetric-scattering potential for

each atomic type In the cluster. The number of partial-wave phase shifts needed

goes^up with energy, and for a typical scattering potential of effective radius

1.5 A, would be £ 8 for E k f n - 500 eV and £ 24 for 1500 eV. Tabulations of free-

atom scattering factors at energies spanning the XPS regime exist79. Alterna-

tively, scattering potentials more appropriate to a cluster of atoms with over-

lapping charge densities and potentials can be constructed via the muffin-tin

model employed, for example, in LEED41 >42. The free-atom ff's generally are

larger in magnitude than their muffin-tin counterparts due to their neglect of

charge and potential overlap62'63. Both types of fj's have been employed in XPD

calculations, and they do not yield significantly different I (IT) curves, although
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the use of free atom f . ' s might be expected to predict s l ight ly higher peak Inten-

s i t ies due to thei r larger amplitudes. In the U n i t of very high energy, the use

of the f i r s t Born approximation for determining scattering factors might also be

expected to be adequate. However, recent studies by Goldberg, Thompson et a i .

have shown that the Born approximation is not su f f ic ien t ly accurate for XPD

calculations a t <5 keV 6 3 * 8 0 .

Some typical scattering factor amplitudes and phase shif ts for Cu are shown In
70

Figs. 35 and 36. These curves and other available data show that , over the
typical energies In XPS of ^500-1500 eV. the amplitude | f j ( 9 j ) l 1s very strongly

peaked in the forward direct ion or near 8, - 0*. with a FWHH of only MO-30*.

This forward peaking Is even more pronounced at higher energies, as i l lus t ra ted In

Fig. 35. The only other appreciable scattering strength occurs near e , - 180*,

but this is down by roughly an order of magnitude 1n comparison to the forward

scattering peak. At higher energies, the back scattering peak Is reduced even

fur ther , essent ia l ly disappearing at 10,000 eV. Considering the phase shif ts In

Figure 36 and other avai lable data also permits concluding that for XPD, * * 1s

rather small (^30-50') for the B, region 1n which | f . | 1s large. Thus, for

electron e last ic scattering In XPD from atoms of low- to moderate- atomic number,

the scattered waves $. art expected to be s igni f icant only for e . rather near

zero, and In this case the scattering phase sh i f t w i l l also be rather small. {The

optical theorem prevents \ji. from being exactly zero unless the total scattering
7B

cross section is also zero . ) For substrate-atom emission from well below the

surface, the condition of near-forward scattering from neighbors above is

geometrically possible for emission Into a large number of directions It above the

surface. However, for adsorbates or near-surface substrate atoms, observation at

special emission direct ions may be necessary to see s igni f icant XPD. This 1s why,

for example, most of the polar angles 9 In F1g. 30 are near-grazing with respect

to the surface. I t also explains why the anisotropy 1n F1g. 30 f a l l s off as the

polar angle 1s increased away from the surface, becoming almost undetectable at 9

* 45° .

The effects of ine last ic scattering on wave amplitudes during propagation below

the surface must also be included. Intensity f a l l s of f as exp( -L /A e ) , where L fs

an arb i t rary path length, so that amplitude Is expected to f a l l off as the square

root of this or exp( - l /2A e ) ; e x p ( - Y l ) . Thus, Y * ^ZA
e> although T values up to

•vZ-3 times this have been suggested In pr ior EXAFS72 and Auger74 analyses. Each

wave $o or * . can thus be mult ipl ied by such a factor involving an L value which

includes the total path length below some surface cutoff point. This surface

cutoff is usually chosen to be the substrate surface as defined by hard-sphere

atoms ' , although the exact choice Is not found to Influence the XPD patterns
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H g . 36. The phase shift t(9) for Cu as a function of scattering
angle 9 for various electron kinetic energies from 500 to 10,000 eV.
(From Thompson, ref. {BO).)
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Fig. 37. Comparison of experiment and single-scattering cluster (SSC)
theory for the aiimuthal dependence of Cu2p3,2 emission from Cu(OOl) at
various polar angles between 7° and 18.4*. The natation damping « 1.0
refers to the use of |fj(8)jl values with no empirical reduction factor,
whereas damping = 2.0 refers to the use of values reduced by »i to optimize
agreement with experiment. Note that the only significant changes pro-
duced by the use of such damping are for two fine structure features
near • • 45* and for 8 • 7" and'lO". (From Kono et al., ref. (63).)
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significantly. A values can be taken from prior experimental or theoretical

tabulations, but it is found that this choice also is not critical: for example,

A for Cu has been varied by -Li25I without changing the substrate XPD patterns

significantly62*63.

Vibrationa! attenuation of interference effects is furthermore potentially

important, and can be included in a standard way by multiplying each *j by Its

associated temperature-dependent Debye-Waller factor:

Hj(T) (27)

where flk is the magnitude of the change 1n wave vector produced by the scattering,
and U?(T) is the temperature-dependent one-dimensional mean-squared vibrational
displacement of atom j with respect to the emitter. At this level of approxima-
tion, U, is assumed to be isotropic In space and any correlations 1n the movements
of near-neighbor atoms are neglected. U? values can be obtained from, for
example, LEED analyses 6 2' 6 3. However, the fact that the electron scattering Is
significant only when 8. Is rather close to zero acts through the ( 1 - C O S 6 J ) factor
in the argument of Eq. (27) to yield W.'s very close to unity for all Important

scattered waves. Thus, the U? values chosen for Cu can in fact be Increased by a
j *- 63

factor of four without appreciably altering the I(E) curves . So, vibrationai

effects are to first order not very important in forward-scattering dominated XPD,

although they are, for example, very Important In LEEO, EXAFS, and normal photo-

electron diffraction where back scattering is the dominant diffraction mode (and

thus e, ̂  180°). An alternate method for allowing for vibrationai effects is to

assufie some probability distribution of atomic positions due to vibration (as, for

example, a harmonic oscillator envelope) and then to sum separate weighted

diffraction intensities for all possible combinations of atomic positions. This

is cumbersome, but ft has been used to quantitatively look at the effects of
77 B1specific types of molecular vibrations at surfaces ' .

The expression for intensity I(t) can now be written down directly as:

HO ^

(28)
rj

Here, t-t and c-r. represent photoemission matrix-element modulations along the

unit vectors k and r^, respectively, and exp(-yL) and expf-yL,) are appropriate

inelastic attentuation factors. Thus, (£-k)exp(-YL) is the amplitude of the

direct wave tjr.t] and ( t - f j ) | f ^ ) |Wj exp(-yLj ) / r . is the effective amplitude
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of $•(?,?>-£) after allowance for both inelastic scattering and vibrational
J J

attenuation of interference. The complex exponential allows for the total f inal

phase difference between $ and each * . , The integrals on c simply sum over

dif ferent polarizations perpendicular to the radiation progagation direction, as

appropriate to the usual case of a largely unpolariied x-ray source in XPS. The

second £ corrects the f i r s t absolute value squared for the incorrect inclusion of

j

Debye-Waller attenuations in terms Involving a product of a scattered wave with

Itself. That is, in expanding the absolute value squared, only products

involving unlike waves as $ M or f , ^ (j f l) should include Debye-Waller

products of Wj or WjWj, respectively. The (1-W. ) factor in the second summation

is thus necessary to yield overall correct products of the form $,$.* without any

Wj factor. The second sum is terped the thermal diffuse scattering term and it is

usually quite small with respect to the overall XPD modulations, because, as we

have already noted, W. is very close to unity for all strong scatterers. Eq. (28)

is thus the basic starting point of the single scattering cluster model. It is

also worth noting here that such a cluster sum makes no explicit use of the 2- or

3- dimensional translations! periodicities that may be present, even though the

atomic coordinates f^ used as Inputs may incorporate such periodicities. Thus,

neither surface- nor bulk- reciprocal lattice vectors are explicitly involved, and

ft makes no sense at this level of description to speak of diffraction "beams"

associated with certain g's as in LEED.

Averaging over a totally unpolarized source leads to a more complex expression
for I(t) In terms of various geometric angles, but it can be shown that the strong
forward peaking in f (e.) permits using the following relatively simple
expression62'63:

't^-l'o + I IjWjexpUOjO-cosej) + fj(0j)])|J + I 1JO-W?) , (29)

where 9k or e r j are the angles between the direction of radiation propagation
and t or f., respectively, and I Q and I. are defined as

Io = sin 8 k exp(-YL)
Ij * sin e r j |fj(6j)| expt-yLjJ/r. .

That is, in averaging over e, e-C has been replaced by sin ^ and e-p. by sin9r..
It is this result that has been used in most XPD calculations to <iateJ j

The last parameter of importance in actually usinn, E q s. (;a) or (29) is the
range of j or the choice of a suitable cluster of ato^s. This is done e m p i r i c a M y

so as to include all significant scatterers by verifying that the predicted XPO
patterns do not change in any significant way with the addition of further atoms
at the periphery of the duster. The inherent weakness of al? scattering event,
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for which 6. is appreciably different from zero tends to limit cluster sizes in

most cases. They thus can range from 2 atoms for near-normal emission from a

vertically oriented diatomic molecule on a surface to as many as several hundred

atoms for substrate emission in which both the emission and scattering must be

summed over several layers into the bulk '• . However*, even for the largest

clusters so far considered, the inherent simplicity of Eqs. (23) and (29) still

yields calculations which do not consume excessive amounts of computer time,

especially by comparison with those necessary for LEED or UPS simulations.

A further physical effect of Importance in making comparisons to experiment Is

the possibility of electron refraction at the surface, as discussed previously In

Section 3.C. Fig. 14 Indicates that, even at the relatively high energies of XPS,

for emission near grazing, angle changes 8'-6 of a few degrees can be produced by

refraction. Thus, especially for adsorbate studies such as that shown in F1g. 30,

a proper allowance for refraction is necessary, at least for 8 values £ 10*. This

is done by using a suitable inner potential VQ derived from experiment and/or

theory and Eq. (19) to predict 6 for a given Internal propagation direction B'.

In the presence of an adsorbate, the exact form of the surface potential barrier

thus becomes important, as It may not then be possible to assume an abrupt rise to

the vacuum level at the substrate surface. Also, the presence of adsorbate atoms

may alter V through changes in the work function, and these atoms also may occupy

positions above the surface 1n which only a fraction of VQ is appropriate.

Although a prior study of 0 on Cu(001) indicates that the predicted XPD results

are not particularly sensitive to the choice of v o
6 2" 6 3. It Is Important to

realize that not properly allowing for It may shift theoretical XPO patterns by as

much as a few degrees with respect to the actual 6 values at which they will be

observed.

A final step in any realistic calculation based upon this model is to Integrate

the direction of emission t over the solid angle n_ accepted into the electron

analyzer ' . For most of the calculations reported here, this has been over a

cone of ±3.0-3.5° half angle, although for certain cases a smaller cone of il-S"

has been used.

There are several reasons, however, why the XPD effects predicted by such SSC

calculations are from the outset expected to be larger in amplitude than those

observed experimentally. (This is a common type of discrepancy in other

diffraction calculations as well, as, for example, in LEED.) These have been

discussed previously in connection wtih XPD , and are: (1) The actual surface

may have irregularities on an atomic scale that are not Included in the usually

idealized model cluster. Also, adsorbates may exhibit more than one type of bonding

site, especially if unobserved steps or dislocations are present on the surface to

some degree. These effects will In general tend to average out XPO effects In

experimental data relative to a highly ideal calculation. (2) The lack of a

fully-converged cluster of atoms in the calculations would also tend to produce

greater anisotropy, is atoms near the periphery of a larger cluster add so as to

produce a nearly Isotropic background. (3) The Inclusion of spherical-wave

character for nearest-neighbor scattering will qualitatively tend to reduce the

scattering strength, at feast In the forward direction. This effect has been

quantitatively estimated In XPO calculations for Cls emission from molecular CO,

where It appears to reduce the forward scattering diffraction peak by about 1/2 as

measured with respect to the background Intensity"? f4) Vibration*! effects,

especially at a surface or for an adsorbate, may not be adequately described by

simple Debye-Waller factors, and lead to enhanced supression of XPD features. (5)

Multiple-scattering effects also may be present to some degree, and these would

generally be expected to smear out some features. (6) The presence of a non-

Isotropic inelastic scattering mechanism (for example, associated with excitations

of rather local 1 red valence electrons) also could reduce the relative intensities

of diffraction features. Such phenomena have been noted as a source of reduced

diffraction effects In EXAFS back scattering, for example, although it appears

that for forward scattering the optical theorem78 will require an increase In |f.|

due to inelastic processes82. Such effects need to be further Investigated for

forward scattering at the -v-103 eV energies appropriate to XPS. The last four of

these effects thus need to be explored In further theoretical treatments of XPD,

but we shall show that the much simpler SSC model not. incorporating them still

seems to describe the observed experimental phenomena rather well.

As a final comment concerning the SSC model, we note that It can be directly

reduced to an expression very close to that used 1n EXAFS analyses72 If 1t Is

assumed that all scattered waves f, are small 1n magnitude in comparison to 4 .

Then, If we begin at Eq. (28) (for simplicity neglecting any averaging over t).

we see that all terms such as ̂  and ty* can be neglected In expanding the

absolute value squared. The thermal diffuse scattering term thus can also be

neglected. After some simple algebra, It ,can then be shown that

(Mi) 2
 e-

Z*L • 2{ht)*- ^

"cos(krj(l-cos9j) * ^(9j)). (30)

This simplified form has In fact been used recently by Orders and Fadley in
successfully describing several aspects of normal photoeiectron diffraction
data83.

•This factor of approximately 0.4-0.5 for nearest-neighbor scattering
has also been verified in recent much more detailed XPD spherical-wave
calculations by Sagurton, Bullock, and Fadleyfto be published).
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In subsequent sections, we will consider several applications of this SSC model

to the interpretation of XPO data, including especially several substrate- and

adsorbate- systems of known geometry to test the degree of its validity.

C. Substrate emission

The first quantitative comparisons of theoretical and experimental XPD curves

were for azimuthal scans above a Cu(OOl) surface62'63. Some of this data for

Cu2p,,, emission is shown In Fig. 37 (cf. Fig. 27). and a more recent comparison

using higher and lower angular resolutions has been presented in Fig. 31.

Consider first the theoretical curves labelled "damping - 1.0" In Fig. 37, which

represent non-adjusted SSC calculations according to Eq. (29), it do the

theoretical curves of Fig. 31. It 1s clear from these figures that simple SSC

calculations are capable of predicting the positions and approximate relative

intensities of most of the features observed, even down to the very narrow peaks

noted for 15° ̂  $ ̂  75" 1n F1g. 31, There are, to be sure, some minor

discrepancies as to features, as for example, In Figure 37 where the local

minimum in experiment is not present 1n theory for $ - 45° and 8 • 10* and the

maxima in experiment for $ • 90* and e - 13°, IS", 18.4", and 45* are local minima

in theory. Also, the degree of anisotropy is overestimated by theory by a factor

of i-l.5-2.0, but this 1s not surprising in view of our prior discussion of the

model.

The overall agreement between theory and experiment for Cu is improved

somewhat by the empirical reduction of each scattering amplitude \f,\ by a factor

of 1/2 : such curves are denoted by "damping - 2.0" in Figure 37. Such an

empirical reduction 1n |f,| might be Justified in allowing for some or all of the

last four factors discussed in the preceding section as being responsible for-

overestimates of anisotropy by theory* but its magnitude has been rather

arbitrarily chosen to optimize agreement, so that such adjustments will not

generally be utilized In what follows and, 1f so, will be specifically indicated.

As more recent examples of such comparisons, we note that the closely-related

crystal Ni(001) exhibits XPD azimuthal patterns very close to those of Cu(001),

and somewhat better agreement with non-adjusted SSC calculations ,

Also, Kono has recently compared SSC calculations and experiment for polar

scans above a LaBg crystal. Fig. 38 shows such a comparison for La4d emission,

and it is clear that all main features are correctly predicted as to position and

approximate relative intensity. (The experimental data here have not been

corrected for a smooth-curve modulation due to the instrument response function.)

Takahashi et ai. have also recently compared azimuthal XPD data for Ag3d

*Such en-DiHcal adjustments in |f | by approximately O.4-0.5x have also
been found to improve agreement with experiment in more recent work

(ref. 100 and Trehan and Fadiey. to appear in Phys. Rev. 8 ) , and their
principal origin in spherical-wave effects(ref. 77) has also been con-
firmed by Sagurtpn, Bullgck, and Fadleyjto be published).
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Fig. 38. Comparison of experiment and SSC theory for the polar dependence
of La4d emission from LaBgCOOl) along the 1100! and tl lOl aiimuths. The t
solid-curve theory includes both La and B ateitt as scatterers; the dotted-
curve theory includes only the much heavier La atoms as scatterers. No
allowance for the instrument response function h « been made in p lot t ing
the experimental data. {Af ter Kono, re f . (SB!.)

Ga,_xAlxAs(110) NiheietoL-

90* 70" 50" XT

POLAR ANGLE
•o°

Fig. 39. Comparison of exneriment and SSC theory for the polar dependence
Of A12p, Ga3d, and As3d emission from Ga, Al As( l lO) . (After Owar-i
t t • ! . . re f . ( 8 7 ) . ) x x
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emission from a Aq (110) crystal wtih SSC theory and found very good agreement for

all major features.

As a final example, we show in Figure 39 a very recent comparison of SSC
fl7calculations and experimental results obtained by Nihet et al. for polar scans

of three core peaks in a crystal of Gaj_xAlxAs (x % 0.5) with (110) orientation.

The SSC model utilized was somewhat simplified from that discussed here. Again,

almost all of the features are correctly predicted in position and relative

Intensity, with the sole exception being a shift of ">&* of two features for As3d

1n the range 50° < e £ 70°.

Overall, the test cases studied to date thus permit tentatively concluding that

SSC calculations provide a very good description of the XPD effects associated

with substrate core-Tevel emission. The degree of agreement found is even

somewhat surprising in view of the fact that emission along or near lines of atoms

in the crystal might be expected to enhance the importance of multiple scattering

effects. (Perhaps this is the reason for the slight featural disagreements seen

in fig. 31 near * = 0° and 90", as this corresponds to emission along <110>

directions.) Comparing SSC calculations with experimental measurements thus

should much increase the certainty of site-type determinations, such as those

represented by Figs. 32 and 33. Anticipating the next sections on adsorbate

emission, we also note that emission along lines of atoms 1s generally not

possible, so that SSC results might be expected to better describe experiment In

at least this respect.

In concluding on substrate emission, we also note an alternate description of

such effects in terms of Kikuchi bands ' * . This emphasizes photoelectron

diffraction from different sets of planes in the crystal as denoted by Miller

indices (hkl). and each set is expected to have associated with It a band of

enhanced intensity for photoelectron emission within plus or minus the Bragg angle
9hkt cf b e i n9 Parallel to these planes. If the interplanar spacing is d ^ j , then

the Bragg angle is determined from

2dhkt s1n (31)
One thus qualitatively expects peaks of intensity for emission along low-index
directions in which several sets of planes intersect, as discussed previously.
Maxima at ^ 8 ^ away from the planes are also expected and such features are seen
in both experiment and SSC theory 1n Ffg. 31 for $ x 10°, 80°. This model has
been compared to experimental data both qualitatively and quantitatively

QD nn

a simple superposition of independent (hkl) Kikuchi bands) ' , and found to

provide a semi-quantitative zeroth-order description of substrate XPD. A more

detailed comparison of the Kikuchi-band and SSC models appears elsewhere .
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0. Emission from molecular adsorbates
Although the first adsorbate XPD was actually observed for an atomic adsorbate

(0 on Cu(001) ' ), it Is heuristicaily useful to begin by considering two simple
effects arising In small-molecule adsorption. These have bath been studied for
the system c(2x2)C0 on N1(001) 7 7' 8 1.

(i) Intramolecular Scattering. Fig. 29 shows polar-scan experimental data for

Cls emission from c(2x2)C0 on Ni(OOl) for two different high-symmetry ailmuthal

orientations ' . The Cls Intensity has been normalized by dividing by the

featureless 01s intensity to allow f6r the'instrument response function, and •

clear peak along the surface normal Is found. A qualitative explanation of this

In terms of intramolecular scattering is indicated In the Inset of this figure.

Cls photoelectrons are preferentially forward-scattered by the 0 atom In the same

molecule so as to produce a constructive Interference and therefore a peak in

intensity directly along the C-0 bond direction. This forward-scattering peak can

also be termed » Oth_ order diffraction peak, as the scattering phase shift is very

small (it Is shown for simplicity to be zero in the schanatic drawing). At larger

angles away from the bond direction, 1st. order diffraction effects might also be

expected, but they cannot be resolved for certain In this data.

A more quantitative description of this data requires using the SSC model, as

has been done 1n two prior studies77'81. Because the electron emission directions

of Interest are rather near the surface normal. the substrate K1 atoms or other CO

molecules around a given emitter will be associated with scattering angles of

£90°. Thus, it has been shown that they have a negligible influence on such

Intramolecular XPD and a two-atom cluster (a C emitter and an 0 scatterer) is

sufficient. The other Important parameters of the calculation are the tilt angle

et of the bond axis away from the surface normal and an rms vibrational amplitude

B-., for a wagging or frustrated rotational motion of the CO. 9 is
i ma pug

incorporated via a ground-state harmonic oscillator probability distribution, and
is expected to be near 10* for CO on N1(001) at ambient temperature.

Fig. 40 compares experiment and theory for e m s • 10s and various choices of 6t.
(Again, theory predicts <2 tines larger XPD effects than are observed and at least
half of this overestimate has been shown to be neglect of curved-wave effects due
to the short C-0 distance77.) An intensity maximum along the surface normal such
as that observed experimentally Is found In the SSC curves for all tilt angles
<14°. Considering further the FWHM of this Oth. order peak Is found to limit the
tilt to et £ 10°. This conclusion is also possible in the presence of greater
degrees of vibrational motion .
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Fig. 40. Comparison of experiment and SSC theory for the polar dependence
of Cls emission from c(2x2)CO on N1(00l). The calculations have been
performed with a fixed root-mean-squared vibrational displacement of 10*
and several t i l t angles 8 t of the CO molecule relative to the N1 surface.
The amplitudes of these intramolecular scattering phenomena are indicated
here by the naximum-to-backgrcund ratio Imax/'bactf (from Orders and
Fadley, ref. (81). )
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Fig. 41. Schematic Illustration of the mechanism by which intermodular
' 'ri"9 Produce* «'Wth.l anfsotropy in Cls emission from c(2x?)C0

on Ni(OOl). (From Orders and Fadley, ref. (81) )
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Thus, this analysis permits rather straightforwardly determining the orientation

of CO on this surface to within \10". It also suggests the general utility of

such effects in studying the orientations of small molecules on surfaces, as the

Oth order peak Intensity in general follows the bond direction. All that is

required 1s for an atom of reasonable scattering power (that is, of atomic number

?4-8) to lie between the emitting atom and the detector. Such intramolecular

scattering effects thus provide a type of information very similar to that

available from electron stimulated desorption ionangular distributions (ESDIAD)
91

and polarization-dependent core-level absorption edge structure measurements .

However, the theoretical picture in XPD seems both simpler and more clearly

understood than either of these other two methods, and a synchrotron radiation

source Is not needed to carry out the XPD measurements, although it is for

absorption edge studies.

(ii) Intermolecuiar scattering. A further type of XPD effect possible for an

ordered overlayer of adsorbed molecules is illustrated for the case of c(2x2)C0 on

Ni(OOl) 1n Fig. 41. Cls emission is again considered, but in this case, for near-

grazing emission directions for which scattering by 0 atoms in near-neighbor

molecules along the surface 1s possible. Each 0 atom thus may generate both Oth

order and lst̂  order XPD structure. For the expected C-0 bond length, these

effects are expected to occur for emission angles of ^10"-20° with respect to the

surface. At lower angles, intermolecular scattering by £_ atoms in adjacent

molecules also may be significant. The qualitative expectation is thus that

azimuthal scans of Cls intensity should exhibit Oth_ order peaks at $ = 0°, 45°,

90°, ... (as measured from the [100] direction), with extra structure at

Intermediate angles possible due to Ist̂  order effects.
81

Such Intermolecular effects have been experimentally observed , as illustrated

in Fig. 42 for scans at various polar angles. These data have been fourfold-

averaged over a full 360° scan to reduce noise. As noted previously, the degree

of mirror symmetry about * " *5° can be used to judge the statistical accuracy of

a given feature. Although low intensities make the statistical scatter of these

measurements rather high, Intermolecular scattering effects are clearly seen at

the two lowest angles of e = 7° and 11°, including lst_ order peaks at * positions

of ^22° and -v^8°. The overall anisotropies are ^15J for these low 0 values, with

rapidly decreasing values as 8 is increased to a maximum of 18°. Also shown in

Fig. 42 are SSC theoretical curves incorporating the effects of both types of

adjacent CO molecules (that is, those at * * 0° and 45"). Independent wagging '

vibrations of these molecules have also been included, with a 6 value of 10" 81

rms
Although theory again overestimates the degree of anisotropy, this time by -^
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INTERMOLECULAR SCATTERING
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Ftg. 42, Comparison of experiment and SSC theory for the azimuthal
dependence of Cls emission from c(2x2)C0 on Hi(001). The diffraction
effects seen are due to Intermolecular scattering (cf. Fig. 41).
(From Orders and Fadley, ref. (81).)

SECTION

Fig. 43. General atonic geometry for c(2n2) and p(2x2) adsorbate over-
layers on a [0011 surface of an fee metal, assuming that adsorption is
In fourfold-hollow sites. In c(2x2), all sites are occupied; in p(2x2)
only those denoted by "P".

Angle-Resolved X-ray Photoelectron Spectroscopy 3*5

times, the peak positions and approximate relative intensities agree very well

with experiment, especially at the two lowest 6 values. A more detailed

discussion of these effects, including theoretical curves for varying degrees of

vibrational motion, appears elsewhere.

Thus, such Intel-molecular scattering effects should provide rather direct

information on the short-range order In an adsorbate overlayer. This Is by

contrast with measurements such as LEED, for which long-range order over distances

of t!0 A Is necessary for sharp patterns to be observed. Particularly with

further developments 1n Instrumentation to Increase Intensity, as well as angular

precision and accuracy, such KPD effects thus should provide very useful surface

structural Information.

E. Emission from atomic adsorbates

We begin here by discussing several recent test cases designed to explore the

angular sensitivity of x-ray photoelectron emission from core levels of atonic

adsorbates, as well as to determine the degree to which the single scattering

cluster model can be used to quantitatively describe such effects. Several

practical applications to structural determinations are then discussed, together

with estimates of structural sensitivity for different types of adsorption, and

suggestions for improving the structural sensitivity. The use of polarized and

energy-tunable synchrotron radiation for such XPD studies 1s also considered.

(1) Well-defined test cases. Fig. 30 makes it clear that XPO effects can be

observed In emission from a core level of an atomic adsorbate, and furthermore

that the resulting azimuthal patterns are very sensitive to the polar angle of

emission. The discussions of the preceding two sections on substrate- and

molecular adsorbate- emission also strongly suggest that a single scattering

cluster model should be adequate for describing these effects. However, it is

nonetheless necessary to test this idea by comparing experiment and SSC calcula-

tions for some well-defined adsorbate geometries. This has been done recently by

Orders et al. for c(2x2)S and c(2x2)Se on Nt(001}. These overlayers have been

studied previously by LEED and NPO and both consist of atomic adsorption in

fourfold hollow sites, with S at a vertical distance of z - 1.30-1.35 A above the

first Ni layer and Se at a distance of z - 1.55-1.60 A; every other fourfold

site is occupied, as illustrated in Fig. 43.

A series of azimuthal scans for S2p emission from c(Zx?)S on N1(00l) at

dtfferent polar angles S between 7° and 17° are shown in Fig. 44 in comparison to

SSC theoretical curves for z a 1.30 A. Note that some of the 8 Steps here are

only 1° in magnitude. Considering first only the dashed experimental curves, we
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see that the patterns change very much with 6. par t i cu la r ly In the range of

^ 7 ° - l l ° . The expected mirror symmetry about * - 45° 1s also seen In a l l of the

experimental data, and provides strong confirmation of a l l of the features present

In these curves. A comparison now of experiment with the SSC calculations shows

tha t , with very few exceptions, a l l of the peak positions and re la t ive

In tens i t i es , and by impl icat ion thus also the changes in structure with 9, are

correct ly predicted by th is simple model. As usual, theory predicts more

anisotropy than experiment, here by M.4-4.9 times, depending on the e value.

However, the only s ign i f i can t discrepancies as to features between experiment and

theory are associated with the synmetry-identical peaks at $ * 0" and 90° for 8 •

7° and 9° (and very s l i g h t l y also for 10°); these peaks are predicted to be -u2-3

times too high in theory for 8 * 7 ° , and for this reason also persist as s ign i -

f icant features at B • 9° even though they are not observed experimentally. A

consideration of the SSC calculations shows that , for low 6 values <7*. the peaks

at * = 0 " , 90" are produced by forward scattering or Oth_ order d i f f rac t ion

from nearest-neighbor S atom to the emitter which are located along <100>-type

direct ions { c f . F ig . 43). S imi la r ly , the peak for very low 9 values at • = 45° Is

associated with forward scattering by next-nearest neighbor S atoms along

<110>-type d i rec t ions . One l i k e l y reason for overestimating the strength of

nearest-neighbor scatter ing is that these SSC calculations assumed no refract ion

in scatter ing events from the adsorbate, thereby emphasizing smaller-angle

adsorbate events too much 1n the f i n a l angular averaging. Also, for such close

distances between emitter and scat terer, the use of the small-atom approximation

may not be f u l l y v a l i d , and curved-wave corrections would thus be expected to

e f fec t ive ly reduce the forward-scattering strength. I t is also possible that

surface non-ideal 1 t ies and microscopic roughness could become more important for

very low takeoff angles (as discussed In another context 1n Sec. 3.C), and that

both non-isotroptc Ine last ic scattering and mult iple scatter ing effects could be

more important fo r th is type of nearest-neighbor forward scat ter ing. In any case,

the overal l agreement is very encouraging.

A s imi lar comparison of experiment and SSC calculat ions has also been made for

c{2x2)Se or Ni(OOl)6 9 , and i t y ields essent ial ly Ident ical conclusions. Some of

th is data is shown In Fig. 45, where the only s ign i f i cant discrepancies are again

in the re la t i ve in tens i t ies of the * * 0 ° , 90° peaks at e - 7 ° , as well as in

s l igh t posi t ion sh i f t s of ^3-4° in the doublets for 10° < * < 35° and 55° < * ^

80°. Overal l , then, these two test cases thus provide fur ther strong support for

the quant i ta t ive u t i l i t y of SSC in describing XPD from adsorbates. (Further

experimental and theoret ical studies aimed at explaining the few discrepancies

noted are nonetheless desirable.)
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(ii) Structural sensitivity and structural determinations. In addition to the

test cases discussed in the prior section, adsorbate XPO measurements combined

with SSC calculations have been used to study the atomic geometries of several

more complex systems: c(2x2)O on Cu(001) 6 2* 6 3, p(2x2)0 and c(2x2)0 on Ni{001) 9 2,
flfl

and 0 on the stepped Cu surfaces (211) and (410) . We begin by discussing the

apparent structural sensitivities seen In some of these studies from both

experimental and theoretical points of view.

As a first example of sensitivity to the type of overlayer structure present.

Fig. 45 compares experimental and theoretical azimuthal scans from the

well-defined overlayers c(2x2)Se on NI(OOl) and p(2x2)Se on Ni(001). Considering

experiment first, we see that there are major differences between c(2x2) and

p(2x2) for all three polar angles shown. Thus, XPD Is clearly very sensitive to

this change in overlayer structure, albeit a rather large one. Again with only a

few exceptions as to relative intensity, the theoretical curves very well predict

the experimental curves for both overlayers; in fact, the only points of signi-

ficant disagreement are for c(2x2)Se at 8 • 7°, and have been discussed In the

last section. This comparison thus also lends further support to the applica-

bility of the SSC model for describing XPO data.

In proceeding further to consider structural sensitivity, the adsorbate vertical

position emerges as a critical parameter of interest. As a first illustration of

how this can affect adsorbate XPD, we consider in Figs. 46 and 47 comparisons of

experiment and theory at different z values for Ols emission from the expected

fourfold hollow sites of c(2x2)0 on Cu(001) 6 2' 6 3. (Although most of the

theoretical curves shown are for B 5 damping » 2.0 and thus have had the \fA

values reduced by 1/2, their forms do not change significantly for 6 • 1.0, and

thus none of the discussion below is altered with the use of unadjusted |f.['s.)

Comparing experiment and theory here for z values above and below the atomic

centers of the N1 surface plane at z * 0.0 A shows that a t e * 10° the region of
O S O

best agreement is for 1- -0.1 A to +0.1 A. For 8 « 13°, i t would seem that 0.0 A

to -0.1 A is the region of maximum agreement. Similar comparisons at a total of

f ive a values ult imately permitted Kono et a l . to propose that c(2x2)0 Is

bonded in 4-fold hollow sites at a position that fs co-planar with the surface Cu
a o

atoms to within ^±0.1 A (that is, at z - 0.0 ± 0.1 A). Including the Cu atom

inpiediately below the hollow, this yields a five-fold coordination for 0 with a

Cu-0 bond distance of 1.81 A that is not very different from the 1.85 A in the

compound Cu.,0. Although no prior definitive determination of this structure has

been made, very recent NPD measurements on this system are also at least partly

consistent with a nearly In-plane adsorption , and previous LEED and SIMS

Angle-Resolved X-r«y Photoelectron Spearoscopy
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Fig. 46. Comparison of experiment and SSC theory for the azimuthal
dependence of Ols emission from c(2x2)0 on Cu(001) at 8 - 10' and for
different adsorption geometries. B • 2.0 his the same significance
•I damping • 2.0 1n Fig. 37; 6 * 1.0 corresponds to damping > 1.0 or
no adjustment of the |fj(ej)| values. Experiment and theory are com-
pared fgr five z positions of 4-fold bonding and for the empirically
optimum value for a previously proposed reconstructed geocetry.
(From Kono et al.. ref. (61).)

Fig. 47. As Fig. 46. but for 6 - 13'.
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angular distribution95 studies have also found this geometry to give one of the

best fits to experiment.

A further Indication of structural sensitivity Is shown by the bottom curves 1n

Figs. 46 and 47, which were calculated for another trial adsorption geometry: a

reconstructed Cu surface 1n which 0 replaces every other Cu atom In the first

layer. The i distance of -0.2 A was chosen to optimally fit experiment at all 6

values, but thfs fit is clearly very poor at e • 13°, even though It Is reasonable

at e * 10°. The reconstructed geometry thus could be ruled out. This Illustrates

both the necessity of using a rather full XPD data set at multiple polar angles

and also the potential sensitivity of XPD to the bonding site type.

A similar XPD study of various 0 exposures on N1(001) spanning the p(2x2) to

c(Zx2) transition 1n LEED ' also permitted concluding that lower exposures

Involve fourfold 0 atoms at i % 0.8 ± 0.2 A, whereas at higher exposures, a

considerable fraction of the fourfold 0 Is nearly co-planar with N1 at z «

0.1 ± 0.2 A. This conclusion has subsequently been confirmed in high-resolution

electron energy loss measurements on the same system , although it 1s at variance
97 QA

with recent NPD and SEXAFS measurements, which suggest above-plane adsorptions
for both p{2x2) and c(2x2). Possible explanations for thfs apparent discrepancy
are a variable degree of above-plane and co-planar mixing with different specimen
preparation treatments, as well as an enhanced sensitivity of XPD to 0 In the

92
co-planar sites where smaller-angle substrate scattering 1s possible

However, the situation concerning vertical sensitivity Is not quite as simple
for all cases as that illustrated in figs, 46 and 47. Fig. 48 shows a similar
comparison of experiment and theory at different z values for c(2x2)S on Ni(OOl).
Although significant changes fn features occur with i for z values up to ^1.0 A,
beyond this point, the pattern is rather stable, with only very subtle changes in
fine structure. Thus it would be difficult to conclude much more than z > 1.0 A
by comparing experiment and theory for this case, and similar conclusions obtain
for the other polar angles of emission In Fig. 44 9 9. The same sorts of trends are
seen also for c(2x2)Se on Ni(OOl)99, and lead to the conclusion that vertical
position sensitivity 1s lost if the adsorbate is too far above the surface plane.
The explanation of this H e s Straightforwardly In the forward-peaked nature of

electron-atom scattering in XPS, and fs Illustrated schematically in Fig. 49. For
low 8 values and an adsorbate lying closer to the substrate surface, snial 1 -angle
scattering Is possibte from both other adsorbate and substrate atoms. Since only
substrate scattering can provide information on the adsorbate-substrate distances.
a high z sensitivity of the order of tO.l A results. On the other hand, when the
adsorbate is too far above the surface (̂ 1.3 A for D o n Hi, ^1.0 A for 5 on N1,
I 0.8 A for se on Nl, and ^0.7 A for Te on N i " ) , the scattering angles from the

Angle-Resolved X-ray Pholoelectron Spectroscopy 3 SI

Fig. 48 . As F i g . 47, but fo r c(2x2)S In 4 - f o l d coo rd ina t ion on N1(00l)
and a broader range o f i va lues; S • 1.0 fo r a l l curves. (From
Connel ly , r e f . ( 3 3 ) . )

- In-Plon« [z< 1QA):

j i m O l A

g
c (2«210/0,(001)
c!2"?]O/N.(00i)

{of leos' portly)

W e l l Above P l o n e ( z > ' Q A | :

i i lorge

Eg-
c(2'?)S/\ii|00t)

p[2«2]Se/N,|OOI(

F i g . 49. Schematic exp lanat ion o f the d i f f e r i n g s e n s i t i v i t y of
XPD depending upon the height o f the adsorbate above the s u b s t r a t e , w i t h
s p e c i f i c examples o f each type of bonding i nd i ca ted .
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near-neighbor substrate atoms of most significance are too large to yield

appreciable scattered waves $,, and the z sensitivity 1s very low. In fact, the

XPO is predominantly produced by scattering in the two-dimensional adsorbate

overiayer, as is found to be the case, e.g., for both S and Se on Ml(001). The

inherent scattering strengths of the atoms Involved also are Important parameters

here, and one can see a systematic trend through the chatcogenides In the values

given above. Thus, a very low atomic number adsorbate on a very high atomic

number substrate would tend to show more site type and l sensitivity at higher z

values, and vice versa.

Thus, although there are to be sure a great many surface chemical problems for

which adsorbed or reacting species will occupy sites tt I < 1.0 A with respect to

the substrate surface and thus be amenable to high-precision study by XPD, the

amount of information derivable for other problems Involving greater z distances

will be more limited. The question thus arises as to whether the method of

carrying out such measurements can be changed In some way so as to Improve z

sensitivity, and two possible solutions seem promising. The simplest Is to

increase the angular resolution of the analyzer, so that more fine structure can

be resolved in the XPD patterns. A theoretical simulation of this for c(2x2)S on

Ni(OOl) is shown in Fig. 50, where curves for a cone of 3.0" half angle are

compared to those for a cone of 1.5" half angle at various z values. Although the

±3.0° curves are essentially constant 1n form for t > 1.2 A, those for tl.5°

continue to show changes in fine structure up to the rather high value of 1.8 A.

Thus, especially if a family of such azimuthal scans at high angular resolution

and for various 9 values were analyzed simultaneously, it should be possible to

Increase the sensitivity to both site type and z for higher z values. (On the

negative side, however, would be the unavoidable intensity loss 1n increasing the

angular resolution.)

A second possibility for Improving z sensitivity is to use polarized synchrotron

radiation and preferentially direct the primary photoelectron emission toward the

substrate, as shown in Fig. 51. In so-called s polarization with the £ vector

lying in the plane of the surface, the maximum emission from a level exhibiting a

typical KPS differential cross section will be toward the other adsorbate atoms.

thus minimizing substrate scattering and lowering the z sensitivity. By contrast,

in a p polarization geometry chosen to maximize the emission toward the substrate

and minimize that toward the other adsorbate atoms and. In the direct wave $ Q, the

influence of the substrate should be markedly enhanced in the observed XPD.

(Although to be sure a potential disadvantage of such a geometry is that the

overall photoelectron Intensity may also be markedly reduced.) As an illustration

of the possible magnitudes of such polarization effects. Fig. 52 shows a

Angle-Resolved X-ray Phototlectron ipec-.roscopy
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fig. SO. The effect of reducing analyzer acceptance from i3.0* to tl.S"
on «1muthal XPO. Theoretical SSC curves for the azimuthal dependence
of SZp Intensity from c(2x2)S on N1(001) at 6 •= 10* are shown for the
two angular acceptances and a range of 4-fold-coordinate z values from
0.0A to 1.8A\ (From Connelly, ref. (33).)

i polofizoliOn:

$o enhanced

reduced
'educed

enhonced

tro
Fig. 5 1 . Schematic explanation of how azimuthal XPD experiments in a
p-polarized geometry would be expected to increase the sensi t iv i ty to
adsorbate-substrate vert ical displacement.
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comparison of calculated XPD curves for c(2x2)S on N1(00!) with s- and p-

polarization.and for various z values. The forms, of these curves at 8 « 10° (as

well as at other angles not shown) are very much changed by the change In

polariiation.and the anisotropies for the p-pol«Hied eases are larger by as much

as a factor of 2. Recent experiments by our group at the Stanford Synchrotron

Radiation Laboratory have confirmed this polarization sensitivity 1n XPD,

Also, although the curves for s polarization cwse changing appreciably with z for

z > 1.4 A In p polarization, changes 1n fine structure continue to occur all the

way up to z - 2.0 A. Thus, with Increased angular resolution and/or the use of

polarization variation. It appears that the high-* limitations on I sensitivity 1n

XPD could be substantially Improved.

As a further example of structural determinations using XPD, we briefly consider
-80

H i l l *I>4 (410)- Such surfaces are of considerable Interest as controlled models

of what may be the active sites on metal catalysts. As one illustration from this

work, the (21t) surface is found via LEED examination to reconstruct under oxygen

exposure to the geometry shown In Fig. 53. It consists of a regular series of

5-atom terraces of (111) orientation and 2-atom step faces of (100) orientation.

The most likely high-symmetry adsorption sites for atomic oxygen are also shown as

A-C, and these can be further designated as A • 4-fold top, B • 4-fold bottom, and

C * 3-fold. However, there is no prior evidence to suggest which of these sites

will be occupied first, or whether a mixture of occupied sites may arise. Prior

ctiemisorptfon studies on the separate low-Index (111) and (100) faces do suggest

however that (100) atoms should be much more reactive than (111) atoms, and 1t Is

also expected that atoms on or near step faces may exhibit higher reactivity as

well.

[t is thus of considerable interest to see whether oxygen adsorbed on this

stepped surface exhibits any XPD features that are clearly Influenced by the

presence of the steps. A 5 Langmuir exposure to 0^ was found via an analysis of

XPS core-peak Intensities to yfeld a coverage equivalent to ̂-1 atom per. high-

symmetry site along the step face (or about 111 of a monolayer); this exposure

also occurs at a distinct break 1n the curve of coverage vs. exposure for which

the surface can be considered nearly saturated with 0. Full 360* azimuthal scans

of the 01s intensity for this system showed pronounced XPO effects, as illustrated

tn Fig. 54 for 0 - 10*. * = 0" here corresponds to emission in an azimuth

perpendicuiar to dn<j away from the step faces. The reproducibility of features

between the two halves of the scan (which should be mirror symmetric due to the

presence of the steps) is also very good, especially for the most pronounced peaks

between « \ 60° and t £ 140*. Similar reprodudbUHy was found for data obtained

AIIMOTHAI ANGLE d>

Fig, 52, The effect of changing from s- to p- polarization on azimgthal
XPO. Theoretical curves for the azimuthal dependence of S2p intensity
from c(2x2)S on Ni(OQl) at 8 *• 10* are shown for the two polarizations
and • range of '-fold-coordinate z values from 0.0A to 2.0A. (P. J .
Orders and C. 5. Fadley. unpublished results, plus new experimental and
theoretical results in ref. 100.)

Fig. 53. Three views of a stepped Cu(21t) surface as i t is found to
reconstruct under oxygen exposure. Included are the three possible
high-symmetry coordination s*t#s expected for oxygen bonding on ar
near the step faces: A • »-fold top, B • 4-fold bottom, and C =• 3-fold
(From Thompson, ref. (80).)
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80from (211) and (410) surfaces at different exposures,"" In general, a mirror

average of these two halves will give the best representation of the true XPO

peaks, and that also is shown In Fig. 54. A full set of such mirror-averaged

experimental data for six 6 values between 7* and 23* Is shown as dashed curves in

fig. 55, and it is clear that the diffraction features are very sensitive to polar

angle as well. The anisotropies are as high as 311 for (211) and 40X for (410).

The most reliable data range 1s for 10* < e < 20°, as below this the count rates

are much lower due to the Instrument response function and possible residual

roughness effects, and above 1t, the anisotropies are too low due to the large

scattering angles required.

In order to next ask what the experimental data 1n Fig. 55 can tell us

concerning the adsorption geometry, a series of SSC calculations was performed for

various physically reasonable vertical positions z of oxygen In the different

sites A, B and C of Fig. S3. Comparison of these theoretical curves with

experiment showed that the B » 4-fold bottom site clearly gave the best fit to

experiment, with A = 4-fold top being reasonably good as well, and C • 3-fold

being very poor. Choosing the optimum z value for each site type proceeded via

comparisons like F1g. 56 for the 4-fold bottom site at 6 - 17": it Is clear here

that a z distance of 0.4-0.6 A above the centers of the Cu atoms in the step face

gives the best fit to experiment. Overall use of all six 8 values yields O.fiiO.2

A as the best estimate, and the final theoretical curves for this value are

summarized in Fig. 55. Although not all features are correctly predicted,

especially as to relative Intensity, the overall agreement In the structure-rich

region for « > 90" is very good, especially for the region 10° < 6 ̂  20°expected to

be most reliable. The search and optimlration procedure used thus strongly

suggests a predominant 4-fold bottom adsorption site for this 0 exposure on

Cu(211). A minority admixture of 4-fold top adsorption also Is possible.

Having tentatively solved this structure it Is also of Interest to see whether

any of the XPD features are capable of simple physical interpretation. In fact,

the strong peaks seen near 41 - 135° for 7° <, 6 <_ 20* are all found to be due to

forward scattering or Ot|i order diffraction from the two nearest-neighbor Cu atoms

just above a B-site oxygen on the (100) step face (cf. Fig. 53). (The symmetry of

the surface also dictates that similar peaks would arise In A-site emission as

well, but they are found to be slightly shifted in position relative to

experiment.) Also, the general dip in intensity seen at 4 £ 100°-12O° is found to

be due to enhanced inelastic scattering for emission through the step face at

angles nearly parallel to It. The excellent agreement between experiment and

theory for these simply explicable features thus further reinforces the 4-fold

site assignment.
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Fig. 54. Azimuthal XPD data for 01s emission from a 51 exposure of Oj
on a stepped Cu(211) surface. Themirror syttnetry of the surface across
a plane perpendicular to the steps is reflected in the excellent agree-
ment between the two halves of the full 360* scan. The average of these
two halves has been used for subsequent structural analysis.
(Thompson, ref. (80).)

Fig. 55. Comparison of experiment and SSC theory for the data of Fig. 54,
with experiment being shown here as dashed curves. The theoretical curves
are for oxygen in all sites of type B in Fig. 53 and at a distance of 0.6A
above the first layer of Cu atoms on the step face; this geometry Is
found to optimize agreement with experiment.
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It has thus been possible using this type of XPD analysis to tentatively suggest

adsorption geometries far several exposures of 0 on Cu(211) and (410) . More

Importantly, this work Indicates that XPD may be able to provide unique structural

Information for this complex, yet chemically very important, class of surfaces

about which rather little is known. Determination of adsorbate bonding geometries

from LEED for such surfaces Is a very difficult matter, for example, due to the

much larger unit cells and relatively weaker substrate effects Involved101.

As a final and very recent example of the use of XPO In a surface-structural

study, Kono and co-workers102 Investigated the {*3V3)R3O" Ag overlayer on

Si(Hl). They see strong XPD features 1n ailmuthal scans of Ag3d Intensity, and

have made use of kinematical theory to propose a new structure for this overlayer.

(See below.)

F. XPD Measurements Using Synchrotron Radiation

We have already noted In the last section that the use of polarized synchrotron

radiation may permit enhancing the sensitivity of XPO to adsorbate site type and

vertical position, and preliminary experiments of this type have recently been

performed . A further Interesting question 1s whether 1t would be advantageous

to be able to tune the radiation energy so as to have photoelectron energies

either below or above those fixed by the usual XPS sources of hv - 1.2-1.5 keV.

Going to lower kinetic energies of say 200-500 eV would have the advantage of

yielding scattering factors less strongly forward peaked, and therefore possibly

more substrate sensitivity in ajimuthal scans. Also, a useful degree of

anisotrapy might persist up to higher f) values, thus avoiding the need for

extremely small-angle gracing emission with U s attendant low intensity and

possible surface roughness problems. Possible problems at lower energies,

however, are the need for a more complicated theoretical model Involving multiple

scattering (MS) effects. Very complex MS calculations are, for example, dearly

necessary 1n the very low energy (VJ0-1OO eV) adsorbate core-level photoelectron

diffraction studies pioneered by Smith, Woodruff, Norman and co-workers'03.

A partial answer to these questions has been obtained 1n recent measurements by

Orders et al. 1 0 0 They obtained Sis ailmuthal scans from the well-deftned c(?x2)S

overlayer on N1(00l), tuning the x-ray radiation so as to sweep the photoelectron

energy from 230 eV to 900 eV. Some of this experimental data for e > 10* is shown

as solid curves in Fig. 57, and 1t Is clear that the XPD effects are very

sensitive to photoelectron kinetic energy. This directly suggests the alternate

possibility of fixing e at some convenient value and making * scans for various hv

vatues to build up a data set for structural determinations. Also shown in Fig.

57 ire SSC curves for the known adsorbate geometry and the agreement between

theory and experiment for ̂ lj_three_en_erg_1esj_s_extremely good: all peaks are

Since the writing of this review, two additional aspectsofXPD hale

^ r ' W V ^ t" f nMr'"^bor '<"* ?!T a
t" f nMr-'"^bor '<"«*

be
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F1g. Sfi. Illustration of the sensitivity of the theoretical curves of
F1g. 55 to the choice of i for the 4-fold bottom site. Calculations
for different z values are compared to experiment for a e • 17* emission
angle.
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to the s u r f a c e ) . (From Orders e t a l . . r e f ( I 0 O ) ) P
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correctly predicted as to position, and generally also as to relative Intensity,
although a few deviations as to the latter are seen, especially at the lowest
energy of 230 eV. Thus, the SSC model definitely seems useful down to a few
hundred eV 1n energy, making this region a potentially very fruitful one for
future XPD studies. A more detailed account of this study Is In preparation1

On the opposite end of the energy scale, would higher photoelectron energies of
say 10,000 eV be of any advantage? Scattering factors would be more sharply
forward peaked (cf. Fig. 35) and a single-scattering approach probably more likely
to be highly accurate. However, on the negative side, the total scattering cross
sections would be lower and effects thus smaller, and angles even closer to
grazing would be needed to see significant substrate scattering. Also, the
smaller deBroglie wavelengths would lead to very fine features in the XPD patterns

perhaps difficult to resolve.
80

A recent theoretical study by Thompson and Fadley used SSC calculations to
compare typical XPD effects at 1000 eV with those at 10,000 eV. The cases chosen
for study were polar-scan Intramolecular scattering 1n a vertically-oriented CO
molecule with differing degrees of wagging vibration, and grazing emission
azimuthai scans from c(2x2)0 on Cu(001) at two z positions: In-plane at z - 0.0 A
and above plane at z « 1.0 A. Some of these results are sunrnarized 1n Figs. 58
and 59. In Ffg. 58. the sharper intramolecular peak fn a polar scan for 10,000 eV
and no vibration (8 * 0s) could permit more precisely determining the molecular
orientation relative to a surface, but adding In a reasonable amount of vibration

i to comparable FWHH's for both energies, and an even
for 10,000 eV. The negative effect of the lowered total

(6rms = 10°) quickly leads to comparable FWHM's for both energies, and an even
lower anisotropy AI/I

max
scattering cross section at 10,000 eV 1s also seen 1n the larger relative
importance of the unscattered waves. In F1g. 59, the overall anisotropy max

in an 01s azimuthal scan is shown as a function of the polar angle at which the

scan is made. The two energies and two adsorbate vertical positions are shown

separately. These curves make it clear that for either In-plane or above-plane

adsorption, the degree of anisotropy falls off much more rapidly with Q for

10,000 eV electrons, and that angles <5-10° would be necessary to see significant

effects. For e £ 10°, almost no anisotropy Is seen at 10,000 eV. This is a

direct result of the additional peaking In the scattering factors at higher

energy. The effects of increasing energy on the detailed form of the azimuthal
80XPD patterns is also considered elsewhere 1n detail . Overall, however, It can

be concluded that increasing kinetic energy markedly from the present XPD regime

of 10 eV does not seem to provide any significant advantages for XPD work, even

though going to lower energies does seem promising in several respects.
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v 1 b r « 1 o M i effects on Cls polar dependence in crfssion from CO
1 o S ^ S ™ 7 m SSn" »" SCf t 6 t ' ° > f 0 r tw0 «'««ron kinetic energies:
1.000 eV and 10,000 eV. Only the root-mean-squared angular displacement
due to vibration ts varied from 0* to J0«. (From Thompson, ref (80) )
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tends to decrease the anisotropy. {Frcm Thompson, ref . (30 ) . )
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G. Diffraction in core-level Auger emission
Inasmuch a? Auger emission inevitably accompanies x-ray photoelectron excita-

tion, and also can be produced very easily by other forms of bombardment, for
example by electrons. It 1s of interest to ask whether similar kinds of Auger
diffraction effects may arise In emission from a single crystal. For simplicity,
we will concentrate on Auger energies In the 500-1500 eV XPS range and on transi-
tions of the core-core-core type that are minimally Influenced by chemical effects
or valence-level complexities. (In fact, prior studies of the angular distribu-
tions of very low energy {^150 eV) core-valence-valence Auger electrons have
proven to be rather difficult to Interpret, even with the use of multfple-
scattering theory 7 3 l 1 O b.)

Fig. 28 due to Owari et al.6* already contains some polar-scan substrate Auger
data of this type for the Ge L,H* ,H, e transition, which In this case has a
kinetic energy of 1147 eV not very different from the Ge3d photoelectron peak at
1467 eV (the deBroglie wavelengths would have a ratio of 1.13, rather close to
unity). Comparison of the observed XPO curves (a) and (b) for these two transi-
tions reveals that they are very close in structure. Fig. 60 shows similar
aiimuthai-scan data due to Orders et al. for adsorbate core-core-core Auger
emission from c(2x2)Se on N1(001). Tne Auger transition here 1s the same as that
studied for Ge (L3H4 jH^ 5 ) and 1t has an energy of 1311 eV extremely close to the
Se3p photoelectron peak at 1322 «V; the de Broglie wavelengths here are thus
essentially Identical. The five curves shown for different polar angles of
emission are essentially Identical for the Auger and photoelectron peaks. It thus
seems clear that in the M 0 3 eV energy regime and for core-core-core transitions,
the predominant source of such Auqer anisotropies Is final-state scattering and
diffraction of exactly the same nature as that discussed in detail here for XPO.
By implication, one would also thus expect a Single-Scattering theory to provide a
reasonably good description of such Auger phenomena.

Because of the much different natures of the basic emission processes for
photoelectrons and Auger electrons. It might at first sight seem difficult to
understand why their overall diffraction effects should be essentially Identical
for emission at the same kinetic energy. This, however, is easily explained
qualitatively 1n terms of the forward-peaked nature of the electron-atom
scattering at these energies. That is, even though the basic Auger emission
intensity will be essentially isotropic for a core-core-core transition, 1n
contrast to the polarization-associated directionality of the photoelectron
emission (cf. Fig. 34), in either case, It Is only for initial emission rather
close to the final observation direction £ that the scattering can be significant
enough to produce measurable diffraction effects. Thus, for most current XPS

A2IMUTHAL ANCLE <f>

Fig, 60. Comparison of experimentally-observed d i f f ract ion effects
in aztmuthal scans of Se3p photoelectron- and SeLjr^ sM4 5 Auger- emission
from c(Zx2)Se on Ni(001).
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experimental geometries, the variation of the primary emission intensity over the

solid angle that is effective in producing the diffraction effects will be rather

small; overall then, the XPD patterns should look very much like their

isotropicaily-excited Auger counterparts, as is observed experimentally. However,

for very special polarization geometries in XPS such as the p case shown In Fig.

51, one would expect the anisotropic character of the primary emission to be more

important, and this should lead to inherent differences between photoelectron- and

Auger- diffraction effects.

In any case, it 1s of considerable Interest that Auger electrons exhibit effects

completely analogous to those of XPD, and this suggests that future cross

comparisons of the two types of data could be very useful in structure studies.

The same sort of SSC model should also be valuable for Interpreting Auger data,

perhaps modified so as to assume Isotropic Initial emission simply by removing

the ?-ft and £-P. factors in Eq. (28).

H. Concluding remarks and comparison to other techniques

Overall then, XPD appears to have considerable potential as a surface structural
tool, especially with expected Improvements in angular resolution and Intensity,
as well as with the use of polarized, energy-tunable, synchrotron radiation for
excitation. The fact that a very simple single scattering theory appears to
describe these effects very well is also an advantage. Intra- and Inter-
molecular scattering effects can provide very direct and simply Interpretable
information on adsorbate structures, and similarly simple through-bond scattering
has also been observed for adsorption on stepped surfaces. A*imuthal-scan data
can also be analyzed by comparison to single-scattering theory so as to derive
geometries with accuracies that can be as high as ±0.1 A, although for adsorbates
situated well above the substrate surface (̂ 1.0 A ) , further improvements will be
needed to achieve high positional accuracy. Analogous Auger diffraction effects
at comparable energies of -v.500-1500 eV may also be useful for structural studies.

A brief comparison to some other currently used surface structural techniques 1s
also worthwhile here. LEED ' is certainly the most used method to date, but
the accumulation of accurate I-V data is a difficult task (certainly of the same
order as an XPD experiment) and the final analysis roust then proceed via very
complex multiple-scattering calculations. Also, rather long-range order over a
region of ^100 A in diameter is needed to do LEED, whereas XPD should require only
very short range order, or, for certain effects, no long-range order at all beyond
that in the substrate. Reflection high-energy electron diffraction (RHEEO) with
energies of VIO eV and grazing incidence angles of ^5° is also a close relative
of both LEED (in general experimental geometry) and XPD (in using rather high

Angle-Resolved X-ray Photoelectron Spectroscopy 365

energies). However, to date only preliminary attempts have been made at deriving

quantitative structural information from RHEED , even though It Is very

generally useful In a qualitative sense.

Angle-resolved UPS of valence levels has been shown to provide very useful

structural Information as well7'9, but this must often rely on a rather complex

theoretical analysis of the valence states involved. This analysis may also have

to Include the detailed matrix elements Involved In the photoemission process,

although In certain cases, symmetry-based selection rules can be used to semi-

quantitatively derive structural information. Angle-resolved UPS of core levels

(often referred to as "PhD" for photoelectron diffraction) attempts to do the same

thing as XPD, but at much lower energies where a more complex multiple-scattering

theory must be used j here again long-range order Is not necessary, tn general,

synchrotron radiation Is necessary to fully exploit either form of ARUPS.

Two other diffraction-based techniques requiring synchrotron radiation are

normal photoelectron diffraction (NPD) 1 1' 1 0 6 (and the closely-related off-normal

photoelectron diffraction107), as well as surface EXAFS or SEXAFS98'108. Neither

of these require long-range adsorbate order. Both Involve scans of photon energy,

but NPO Is experimentally more difficult in requiring that a certain core photo-

electron peak Intensity be monitored accurately throughout this scan; thus the

monochromator flux and electron analyzer acceptance must be measured carefully at

each hv, and Auger peaks also may cause Interferences at certain hv values. By

contrast, detection can be much simplified 1n SEXAFS. NPD seems to require

multiple-scattering calculations for comparison to experiment 1n order to derive

adsorbate structures. Prior suggestions of the possibility of Fourier trans-

forming NPO data to more easily derive distance Information11'106 do not seem to

be fully quantitatively Justifiable or useful83. By contrast, Fourier transforma-

tions of SEXAFS data are routinely used, with accuracies of -^0.05 A appearing to

be possible. Thus, although each of these electron-based techniques has certain

unique aspects as far as information context, 1t 1s also eleae that each has

certain limitations and/or practical problems of execution.

The use of intramolecular scattering in XPD has already been compared to deriv-
ing analogous bond-orientation information from electron stimulated desorption
(ESDIAD) and core-level absorption edge structure measurements91 In Section 5.c.

Finally, other surface structural techniques involving, for example, different
types of ion scattering and x-ray scattering have been reviewed recently by
Eisenberger and Feldman109. it is again clear that each of these techniques has
its advantages and disadvantages.

Overall, XPD thus appears to provide various types of structural information
that should well complement these other methods and be of general utility in
Surface science.
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6. VALENCE-LEVEL EMISSION FROH SINGLE CRYSTALS.

Angle-Resolved X-ray Photoel«tron Spectroscopy 367

A. Introduction

As the last major subject, we turn to angle-resolved XPS spectra from the

valence levels of single-crystals. It was first noted by Baird et ai. that

such angle-resolved valence spectra for Au exhibited significant changes with

emission directfon, and some of these earliest experimental results are shown 1n

Fig. 61. For electron emission along the three low-index directions [001], [101],

and [111], the relative Intensities of the two main 5d-band components vary

considerably, and there are also noticeable changes In the fine structure within

these components. Such angular sensitivity has subsequently been observed in a

number of systems encompassing both transition metals and semiconductors,

including Ag" 1 , C u " 2 , Pt 1 1 3. SI 1 1*. HoS 2.
1 1 5 GaSe 1 1 5, and U 1 1 6. It is thus

clear that there may be no simple connection of a given single-crystal valence

band spectrum with something as straightforward as the non-directional total

density of electronic states, even though angle-Integrated or polycrystalline XPS

studies have previously been shown to be capable of deriving density-of-states

Information . However, the angular dependence of such spectra may provide much

more detailed kinds of Information concerning the electronic states, and It is

toward this end that two rather simple limiting theoretical models have been

developed for Interpreting such effects. Although much more general treatments of

the photoemission process have been presented by several authors117"119, these

have not been applied to XPS 1n a quantitative way, and in fact, the higher energy

of excitation (vis a vis UPS) makes certain simplifications readily possible.

These two simplified models are Introduced briefly below, and their likely

limitations and domains of applicability are discussed. Comparisons of theory

with illustrative experimental spectra are then given.

B. Simple theoretical models
(1) Introduction. A detailed treatment of angle-resolved XPS valence emission
would require accurate wave functions for both the initial state and the final
state, which involves a photoelectron at M O 3 eV. Matrix elements between these
two would then have to be evaluated. Although very accurate and complete methods
for doing this have been discussed 1"" 1 1 9. It Is convenient and adequate In
discussing AftXPS to use as a starting point the simple one-electron, three-step
model of photoemission. This model predicts the kinetic energy distribution just
outside the surface to be given by:

Lkin'
N(Ef-Vj hv -

Occ.
Bands

\

where Ef is the final energy of the excitation as measured inside the crystal, E

Is the initial energy from which excitation occurs, »ff is a final-state

one-electron function corresponding to wave vector t and energy E , ̂ j Is the

Initial-state one-electron function, S-? Is the relevant operator for the radia-

tion, F{E) Is the Fermi function (̂  1.0 for E < E F e m i and £ 0 for E>E F e n n f) and T

1s an escape function that could allow for inelastic scattering effects and

Internal reflection at the potential barrier VQ. Energy conservation is implied

In setting Ef • E^hv. In XPS, the energies and mean free paths are high enough

to assume that emission Involves pure bulk states and to set T - 1.0 for all but

grazing angles of emission (cf. Figs. 5 and 14). The sum is over all occupied

bands and the Integral over all Initial wave vectors ?1 inside the reduced

Brillouin zones The Initial-state band-structure can thus be denoted E 1 ) ^ ). Thet
relevant one electron functions are assumed to be Bloch functions due to the full

translational periodicity assumed for the crystal, so that the evaluation of the

J-9 matrix directly results in a wave-vector conservation relation implied by the

delta function:

Here F Is the final-state wave vector expressed in an extended zone scheme, k is

the inftial-state wave vector expressed in a reduced-zone scheme, g is a unique

bulk reciprocal lattice vector connecting the two, and ? h v is the wave vector

associated with the radiation. In general, jt^j • 2»/(radiation wavelength),

t. can be neglected with respect to reduced-zone dimensions in experiments at uv

energies, but it canno*. be In typical XPS measurements, as will be illustrated

below for a specific example. Transitions satisfying Eq. (33) are termed direct

transitions or wave-vector conserving transitions. Eqs. (32) and (33) thus

implicitly assume long-range order, neglect surface effects except as a potential

barrier which may produce refraction at lower takeoff angles, and do not include

any consideration of vibrational effects (which can be considered to be the

introduction of a type of positional disorder).

At very high energies of excitation such as those in XPS, a further approxi-

mation that seems reasonable is to assume a free-electron final state inside the

crystal with momentum
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The observed photoelectron just outside the surface would then have a momentum

f • *JEf (36)
and energy

Ekin
(37)

with lf being most simply related to tf by refraction at the surface barrier Vo>

as discussed previously in Sec. 3.C. An angle-resolved measurement of E ^ and the

direction of emission thus determines f . and. if VQ is known, It can then be used

to derive $ inside the crystal.

A further point first made by Shevchik120 Is that vibrationai effects can

effectively weaken the wave-vector conservation requirement In XPS and Introduce a

degree of averaging over the entire Brillouin zone such that all I points can be

excited for all emission directions ff-Htf. Such phonon-induced non-direct

transitions thus can be described In terms of Eq. (32) simply by removing the

delta function so that the integral on lX now can have non-zero contributions for

all possible t*1 values. Let us call this zone-averaged non-direct transition

component of emission N N D T(E k| n) and the direct-transition component as given by

Eq. (32) without modification N Q T(E | t 1 n). Since a direct transition can be viewed

as a diffraction process, the observed strength of N D T 1s furthermore reduced by

vibrational effects according to a bulk temperature-dependent Debye-Waller factor

U(T) as given by Eq. (27): the relevant fit 1s here the reciprocal lattice vector

g. Then finally the total spectrum can be written as:

from which it 1s clear that the Oebye-Waller factor represents the fraction of
transitions that are direct. Shevchik pointed out that the g vectors Involved in
XPS are sufficiently large that Debye-Watler factors of •U).05-0.10 are not
uncommon at room temperature, and thus that direct transitions might be very
difficult to observe. Experiments with temperature variation also clearly may
involve changes in the relative importances of the two component N ^ and \QJ-
With this general background, we now discuss the two limiting models.

(11) The direct-transition model. This model emphasizes the component N ^ of Eq.

(38) (as calculated from Eq. (32)), and was first proposed by Baird, Wagner, and

Fadley for Interpreting angle-resolved XPS spectra"". Rigorous wave-vector

conservation according to Eq. {33) is required for a transition to be allowed.

The matrix elements <*jf|I-?|*fi> in Eq. (32) are also assumed to be constant for

all allowed transitions, so that each transition 1s equally weighted In summing

and integrating over the band structure E ^ t , ) . The free-electron dispersion

relation of Eq. (35) Is also assumed, so that with Eq. (37) and perhaps an

allowance for refraction at the Surface, the observed energy and wave vector can

finally be calculated. As noted previously in XPS, such refraction corrections

will only be Important for very low take-off angles < 10°, but in applying this

same model at lower energies of 140-160 eV they have been shown to become more

important121'12Z.

To Illustrate the nature of t conservation for a typical XPS transition, Fig. 62

shows a scale drawing In T space of a possible direct transition in U involving

photoelectron emission nearly along the [010] direction. The Brillouin zone

radius is approximately 2*/a, where a is the W lattice constant. MgKa radiation

is assumed for excitation, leading to k values via Eq. (35) that range from

9.18(2ir/a) for emission from the bottom of the 5d bands to 9.20(2*/*) for emission

from the Fermi energy. Thus, the magnitude of t 1n XPS Is very nearly constant

over the full spectrum as judged against the Brillouin zone dimension within which

£ 1s eventually to be located, although this is not true In UPS. The finite

solid angle cone of observation of the electron analyzer further distributes the

observed t values over a disc-like region in t-space: in Fig. 62, this Is taken

for illustration to be a cone of 1.5* half angle, t ^ will in this case be

0.32(2ir/a) and thus clearly non-negligible with respect to BriUouin zone dimen-

sions. Thus, its effect on wave vector conservation must be included. The effect

of t h v can be allowed for by shifting all points on the It disc of the

observation cone by - E ^ as shown in F1g. 62. For an assumed angle of 48" between

x-ray incidence and electron exit (a characteristic of the spectrometer geometry),

this yields the right-hand shaded disc. This disc can then be projected back via

one or more g vectors to yield t points within the zone from which emission can

occur. The emission geometry here has been arbitrarily chosen so that the £ set

is centered along the x axis or [010] direction, and is shown as the left-hand

shaded disc. Thus, the large value of t in XPS produces some degree of averaging

in ? via the finite disc sizes involved; in UPS by contrast very little averaging

is produced by this effect. Also, this finite size in XPS may make it necessary

to use different g vectors for different regions of the disc. Thus, this model

finally predicts that an angle-resolved N D T spectrum will be proportional to the



370 Charles S. fadley

DIRECT TRANSITIONS IN XPS OF TUNGSTEN

Fig. 62. Scale drawing in t-space of the d i rect t ransi t ions that would be
allowed for e lectron emission very nearly along the 1010] d i rect ion from
a U single c r y s t a l . An angle a of 48* between photon incidence and e lec-
tron ex i t is assumed, together with an analyzer acceptance of =1 .5* .
HgKa Is used for exc i ta t ion . The emission angle has been chosen so
that I t * - khv - k"1 * g l i es exactly along the 1010) d i r e c t i o n . The
angular sh i f t between E f and f f - JJnu is 1.46*. as indicated. Those P
values from which emission could occur w i l l l i e on the shaded disc inside
of the Br i l lou in zone at l e f t ; the center of this disc l i e s - 5 / 8 of the
way from r to H along the 10101 d i rect ion .
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density of electronic states as computed over the allowed X. region or disc, »

quantity much di f ferent from the total density of states.

This d i rect - t ransi t ion model was f i r s t shown to successfully describe normal

emission angle-resolved UPS spectra from Cu at the lower energies of

40 < hv < ZOO eV by Wagner et a l . , and i t has subsequently also been used to

map band structures of metals " and semiconductors in both normal- '

and o f f -normal 1 2 1 > 1 2 2 ' 1 Z 6 emission (where refraction may become important). Its

u t i l i t y in describing XPS spectra we discuss in the next section, but i t Is

important to note that a Debye-Waller factor of too small magnitude would make

direct- t ransi t ion effects very d i f f i c u l t to see. In fact , for the example of Au

in Fig. 61 at room temperature, W • 0.04, so that direct transit ion effects wuld

certainly be very weak at that temperature; cooling Au to 4°K would by contrast

y ie ld approximately 6St direct transitions in Eq. (38).

( i 1 i ) The plane-wave matrix-element model. The second approach was f i r s t

discussed in connection with IPS by HcFeely et a l . Although Eq. (31) Is again

used as a start ing point , i t 1s here assumed that t conservation is somehow not an

important selection ru le , or equivalently that a l l V values 1n the zone can

contribute to emission in a given t direct ion. The most l ikely source of this

f u l l t averaging is vibrational effects, as pointed out by Shevchik _, but i t

was also or ig ina l ly suggested that f ina l -s tate complexities due to electron

scattering might cause such averaging as well . In this l im i t of complete zone

averaging, only the matrix elements of Eq. (32) remain as weighting factors of a l l

of the occupied i n i t i a l states to produce variations In spectra with direction.

These matrix elements are further assumed to be calculable by using plane-wave or

free-electron f ina l states of the form <frff(?) * exp( i ! t f* r ) , and tight-binding or

LCAO I n i t i a l states. The matrix elements then can be shown to have the form of

linear combinations of Fourier transforms of atomic orbi ta ls. There is also a

further s impl i f icat ion in that the angular shape of the orbital in real space

(for example, p or d , -,) is preserved in the Fourier transform in IE space

(for example, a px orb i ta l shows preferred emission along i x , and a d ,
x -y

orbi tal along ±x ,±y). Thus, information concerning the atomic-orbital makeup of a

given set of levels is in principle derivable by analyzing the direct ional i ty of
emission.

This plane-wave matrix-element model would not be expected to be useful at low

energies where direct transitions are generally more important, and moreover the

f inal states are expected to be much more complex than plane waves. In fact , the

use of such matrix elements in Eq. (32) in an attempt to improve upon
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direct-transition model calculations for Cu at MO-20O eV was found to markedly

decrease agreement with experiment

C. Comparisons of experiment and theory

Fig. 61 shows results of some of the earliest XPS studies of this type *nd

compares XPS-spectra for Au with emission along [001], [101], and [111] with

theoretical curves generated by both the direct-transition (DT) and plane-wave

matrix-element (HE) models6'110'11'. Although the DT model predicts more change

than is seen experimentally, both models qualitatively agree with the spectral

variations seen experimentally. However, as already pointed out, the Debye-Waiier

factor for this case is only 0.04, so that the DT model Is not appropriate for

this particular case and Its agreement with experiment must be viewed as

fortuitous. However, Sayers and McFeely and Goldberg et al. have subse-

quently made more accurate matrix-element calculations relevant to zone-averaged

tight-binding matrix-elements and they conclude that much of the ME agreement in

Fig. 61 is fortuitious as well. Ley et al. 1 1 5 have however, been able to use this

model in describing changes in angle-resolved XPS spectra from MoS,,, GaSej. and

SnSe,. Thus, it remains to fully resolve the degree to which the plane-wave

matrix-element model can be used in XPS for systems where full zone averaging 1s

expected.

A final important question is thus whether direct transitions can be observed at

all in XPS, but this has been unambiguously resolved In the affirmative with

recent studies by Hussain and co-workers10' . The tungsten system chosen for

study has an especially high Debye-Waller factor at room temperature: W * 0.55 at

300K. Thus -v-SSI of the transitions at this temperature ought to be direct, and

angle scans might be expected to produce spectral variations predictable by the

direct-transition model. Also, raising the temperature would be expected

according to Eq. (38) to reduce the effect of direct transitions, leading to more

importance of zone-averaged matrix elements via Nfjrj-r 1 thus, any significant change

in spectra with temperature would.be suggestive of direct transitions.

Fig. 63 shows a room-temperature azimuthal scan of W valence spectra at a polar

angle of 8 - 63.4° with respect to the (001)-ortented crystal surface; the

azimuthal steps were 5". The solid-curve experimental spectra show marked changes

with angle, particularly as to the relative intensities of the components labelled

1-3. Component 1 at -i4.8 eV below Ef in particular is very strong at * - 0° and

45°, and very weak at $ £ 15°. The dashed curves in the figure are based on the

direct-transition model and make use of Eq. (38) with N N 0 T taken to be the total

density of states for U as a reasonable first approximation to this quantity that

10 8 6 4 2
Binding Energy (eV I

Fig. 63. Tungsten XPS valence-band spectr-a at T « 295*K for a 5*-step
azimuthal scan from $ = 0* to 45* ini a polar angle of 63.4*. Experi-
mental curves (sol id l ines) are compared to theoretical curves (dashed
l ines) as calculated using Eq. (38), with INnT(E) assumed to be propor-
tional to the total density of states. {From, Hussain et a ! . , ref . (116).)
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is in any case not expected to change rapidly with direction. Even though this

theory thus totally neglects matrix element effects in both N Q T and N N Q T, It

correctly predicts *1L of the trends in relative intensity change found

experimentally, including for example, the marked drop in importance of the 4.B eV

peak at • £ 15°. As a more quantitative Indicator of the peak intensity changes

with <(>, Fig. 64 shows the ratio of the 4.8 eV peak to that at 2.3 eV for the

azimuthal scan of Fig. 63 and another at 8*33°, Here again all of the

experimental features are predicted by the direct-transition model, even if

somewhat more dramatically than is actually observed. Some of the small

discrepancies remaining are no doubt due to the neglect of matrix elements in the

model. Similar agreement is found also for peak intensity ratios from polar scans

of spectra116.

A further important observation made in this work is that the photon wave

vector clearly influences the wave vector conservation in the manner expected.

Fig. 65 overlays a pair of 2"-step symmetry-related polar scans around the [102]

and [201] directions, and these would be supeHmposable with the [102] spectrum

over that at [201] 1_f t ^ were not significant. Including the effect of t ^ (as

shown in the figure insets] produces a 4.0* shift in matching the two scans. This

shift, together with a 0.6" refraction correction, yields an overall value of 4-6°

in very good agreement with the 6.0* empirical shift needed to make the spectra

optimally agree with one another. Without such a shift, the agreement is very

poor, for example, the [102] and [201] spectra are very different.

The pronounced temperature dependence of U valence spectra also supports the

presence of direct transitions in W near room temperature , as is shown 1n Fig.

66. Here, spectra obtained at two azimuths that are 6° apart for 8 - 33° are

shown as a function of temperature. At 29$ K with a Oebye-Waller factor of 0.55,

the two spectra are very different, particularly as regards the 4.8 eV component,

but they become essentially identical at 1000K where the Debye-Waller factor is

down to 0.14. The marked difference at 295K suggests direct transitions, as

zone-averaged matrix elements by themselves would not be expected to alter

intensities that rapidly with I. Conversely, the near identity of the spectra at

1000K is thus attributed to the slow variation of the now dominant zone-averaged

matrix elements with direction.

Such temperature-dependent data can also be used to decompose spectra into their
N0T and NNDT components116, as Eq. (38) indicates that measurements of Nt0(. at any

two temperatures, together with calculated W values at those temperatures, can be

used to solve for N D T and NN£)T. This 1s found to yield self-consistent

decompositions into components for various spectra and various pairs of tempera-

tures, as shown in Fig. 67. The direct-transition components so isolated
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Fig. 64. Azimuthal dependence at T - 295*K of the relat ive intensity of
the W valence-band peak at - 4.3 tV (cf . Fig. 63). The intensity of this
peak Is measured with respect to that at - 2.3 eV, and results are shown
for polar angles of both 63.4* and 33*. Both experimental arid direct-
transition theoretical curves are shown. (From Hjssain et a l . . ref. (116).
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io a 6 4 2
Binding Energy (eV)

Fig. 65. Effect of photon wave vector L^ on wave vector conservation 1n
H valence-band emission at T= Z95*K. Ashift of 6.0* is needed in order
to match spectra obtained at • « 0* and various 8 values near the synynetry-
equivalent 12011 and [1021 directions; most of this shift is due to k"h ,
as explained in the insets, (From Hussain et a l . . ref. (116).)
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IOO'X

W[0OI) , T d e p .
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Fig. 66. Temperature dependence of U valence-band spectra for a - 33*
? ^ S ! ? ! TZ J"0 «,1r?uth* separated by 6*. The temperatures and

i ? I *• O e b * e - l l ' a 1 1 e r Actors are also given, slong with the
t I"? ^ e n s ) J y o f t h e ? e a k a t ' 4 ' 8 ev < " wasured in X of that

at - Z.3 ev ) . (From Hussain et a l . , ref . (116) )
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f i g . 67. Use of temperature-dependent W valence spectra to decompass
metsured Intensit ies Into their d i rec t - t rans i t ion and non-direct t ransi t ion
components with the use of Eq. (38). Dif ferent pairs of temperatures
yie ld essential ly the same resul ts. (From Hussain et a l . , ref. (116) )
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furthermore 3 g - e very well with pure d i rect - t ransi t ion calculations of NnT only.

This method thus could be very useful In future band^apping studio Us,ng XPS.

As a further e.a.ple, Huss.in et a l . 1 0 have carried out the f i r s t swept-hv

angle-resolved XPS study of valence spectra, again on tungsten to emphasize d!rect

t ransi t ion involvement. These measurements were done in normal emission from W

(Oil) with monochromatized synchrotron radiation in the range UO0-tZ50 BV. Some

of the results are shown In Fig. 68 together with direct transition calculations

of the same type as those in Fig. 63. The agreement with experiment is thus

excel lent, especially with regard to the relat ive intensity change of the peak at

M.8 ev, thereby providing more support for the appl icabi l i ty of the simple

di rect - t ransi t ion model.

As a f ina l point concerning the di rect- t ransi t ion model, one can ask why i t

works as well as i t does and why, for example, complexities in the f inal state

wave function do not cause signif icant deviations from i t 1 1 1 ' 1 2 8 . Such'final-

state complexities can be considered most simply as the mixing in of other plane-

wave components «p(1(K f•$•)•?) to an i n i t i a l exp(i)f f-?) excitation via d i f f rac-

t ion events associated with the reciprocal l a t t i ce vectors g ' . Here, g1 is not^the

same as the g involved in the primary t conservation, but may be another bulk g

vector or a vector associated with the reciprocal l a t t i ce of the surface- That

such g1 mining events may be very weak in XPS is reasonable in view of the

forward-peaked nature of the electron-atom scattering factors (cf. discussion of

Sec. 5.B) that must be involved in producing such diffracted waves. An additional

effect of possible importance is a smearing in t f due to the inelastic scattering

that ef fect ively l imits the wave function to a region of order Ae in size along

i ts propagation d i rect ion 1 1 9 . Thus, the uncertainty principle dictates

AkfA -x. 1/2 or ak T. l/2Ae as a reasonable estimate of such smearing. That i s ,

a t f disc such as that in Fig. 62 w i l l come to have an added thickness Ak along

t f . However, for the specific example of W with a mean free path in XPS of

•vl3 A, flkf -v. 0.02(2n/a), which is not very large compared to the Br i l lou in zone

size as represented by (2ir/a). Direct calculations also verify that this much

smearing along the propagation direction does not signif icant ly al ter the

predicted XPS spectra,116 even though such i k f effects appear to be important for

understanding UPS spectra in the 40-200 eV region122 . Thus neither of these two

fina)-state complexities appears to be highly signi f icant in describing XPS

valence spectra.

0. Concluding remarks

In conclusion, although i t may at f i r s t sight appear to be d i f f i c u l t to see

direct- t ransi t ion effects in the XPS spectra of many system due to Oebye-Waller
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F1g. 6B. Comparison of direct-transition theory to the f i rst XPS
valence-band experiments making use of tunable Synchrotron radiation.
Emission was normal to a U(011) surface; the geometry is shown as an
Inset. (From Hussain et a l . . ref. (10).)
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attenuation, the Inherent simplicity of the theoretical model which describes such

effects at high energies of emission makes such measurements very appealing for

band-structure studies. In fact, with the possible use of cryogenic cooling to

increase W (see table of representative values for different elements In ref. 116)

and multi-temperature measurements to permit isolating the direct-transition

component. I t should be possible to expand the range of systems that could be

studied In this way. Using synchrotron radiation at lower energies of

•V. 200-400 eV would also reduce [g| and thus Increase U while at the same time

probably retaining the desired theoretical simplicity. Also, decreasing the

angular acceptance of the analyzer would be very beneficial In reducing the size

of the disc over which IE is averaged, thereby providing more precise band mapping

Information.

To provide some indication as to how much Increased angular resolution might

affect such spectra. Fig. 69 shows recent direct-transition theoretical curves by
129

Hussain and Fadley for several very close-lying emission directions above a W

(001) surface at two different angular apertures: il.5° and ±3.0° (at about which

all prior XPS experiments have been carried out). It is clear that the ±1.5°

curves are much more sensitive than the ±3,0* curves to snail changes in emission

direction. The 13.0" curves are expected to show a greater degree of zone

averaging, and this 1s borne out by the fact that at least some non-zero

direct-transition intensity Is predicted over the entire valence band region from

0-7 eV for all of the angles shown. By contrast, the si.5° curves exhibit greater

differences, sharper features, and regions of zero predicted intensity (e.g., at

^3 eV for 6 • 56" and 57°). Furthermore, an analysis of these calculations shows

that the ±1.5 curves for certain angles directly reflect that the t' disc is

centered very near a high-symmetry Brillouin lone point. For example, for 8 *

534, the disc center is near N and the 3-peaked structure reflects the 3 bands

there , whereas for 6 « 56s, 57e, the disc 1s near H where only a single

low-lying band lies below the Fermi level130. The positions of the major peaks

noted at these angles also correlate very well with band positions. Thus, for the

first time, it 1s possible to predict that high-angular-resolution XPS can provide

detailed po1nt-by-po1nt mapping of band structures. Recent experiments on U In

our laboratory at a ±1.5* resolution131 also confirm this enhanced sensitivity to

angle, and the results are also consistent with direct-transition theory.

Finally, it would certainly be of interest from a theoretical point of view to

further explore the calculation of the relevant A"-? matrix elements Involved in

such studies, as a fully accurate treatment of either direct transitions or

zone-averaged non-direct transitions requires accounting for them and it is at

present unclear as to whether a simple model can be reliably used to include them.
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Fig. 69. The ef fect of increased angular resolution on the d i rec t -
transit ion component of W valence-band emission. Pure d i rec t - t rans i t ion
theoretical curves are compared for a i3 .0* analyzer acceptance (dashed
curves} and for a ; l . S * acceptance (sol id curves). * is fixed at 0*
and 8 is scanned in 1^-steps from 53' to 58*. For C = 53* and 57*.
th« discs of allowed ki points are very close to the N and H points
in the Br i l lou in zone, respectively, as Indicated (cf. Fig. 62).
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As a f ina l comparison to the closely-related use of angle-resolved UPS to study

valence l eve l s 7 * ' , I t is clear that this technique has contributed very much to

our understanding of both bulk- and surface- electronic structure. In general, i t

can be carried out at higher resolutions than ARXPS (•U).?-0.3 eV in UPS compared

to •^O.S-1.0 eV In XPS), and both phonon effects and t smearing due to the f i n i t e

analyzer acceptance core are much less as problems due to the much smaller

energies Involved. However, a detailed analysis of ARUPS data may require

knowledge of both the i n i t i a l - and f i n a l - state band structures, as well as a

proper Inclusion of both matrix elements and mult iple-scattering effects. In

ARXPS, by contrast, a very simple theory seems to describe the data very we l l , at

least as far as the direct t ransi t ion component is concerned. Thus, i t seems that

ARXPS w i l l serve as a very useful complement to ARUPS, especially in bulk band

structure studies.
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