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2 } C. S. FADLEY

I. INTRODUCTION

X-ray photoelectron spectroscopy has by now become a widely-used
technique for studying the properties of atoms, molecules, solids, and surfaces.
The extent of development between the first experiments of this type by
Robinson and Rawlinson in 1914! and the present state of the art is indeed
great, with most of this growth occurring within the last 10-20 years under
the stimulation of pioneering studies begun in the early 1950s,2- 3 particularly
those carried out at Uppsala University.3 From the first observations that
core photoelectron peak intensities could be used for quanﬁtative analysis
by Steinhardt and co-workers? and that core electron binding energies
exhibited chemically-induced shifts by Siegbahn and co-workers,2 the number
of distinct physical and chemical effects noted has expanded considerably.
Thus, together with numerous developments in interpretive theory, this

“expansion has provided a rich panoply of information that can be derived by

analysing different aspects of an x-ray photoelectron spectrum. To be sure, a
greater understanding of the theoretical models underlying these phenomena
has not always led to results as directly interpretable in simple chemical or
physical terms as was initially imagined, but the overall scope of information
derivable is nonetheless large enough to be useful in a broad range of
disciplines. :

The number of publications involving x-ray photoelectron spectroscopy
(which is commonly referred to by one of the two acronyms XPS or ESCA=
electron spectroscopy for chemical analysis) is thus by now quite large, and
includes several prior reviews3 4720 and conference proceedings,!l, 12 as
well as other chapters in this series on: specific problems or areas of appli-
cation.13. 14 Thus, no comprehensive review of the literature will be attempted
here, but rather only a concise discussion of various basic experimental and
theoretical concepts, together with selected examples exhibiting different
effects. In certain more newly developed areas, or for subjects in which con-
fusion seems to exist in the literature, a somewhat more detailed treatment
will be made. The instrumentation and experimental data discussed will be
primarily restricted to that involving exciting radiation produced in a
standard type of x-ray tube, thus providing an operational definition of XPS.
Thus, photon energies of 2 100 eV will be considered, with principal emphasis
on the most common 1-2-1-5 keV range. The more recently initiated photo-
emission studies utilizing synchrotron radiation!s will thus not be included.
The theoretical models discussed may, on the other hand, often apply directly
to ;photoelectron emission experiments performed at lower photon energies
as, for example, in conventional ultraviolet photoelectron spectroscopy
(UPS) for which hv is typically in the 540 eV range or in synchrotron studies.

Alternatively, the models utilized in XPS may represent some particular -
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limit that cannot be used at lower energies. Thus, at several points, com-
parisons between low- energy- and h1gh-energy-photoem1ss1on experlments
will be made.

The fundamental experiment in photoelectron spectroscopy involves
exposing the specimen to be studied to a flux of nearly monoenergetic
radiation with mean energy 4», and then observing the resultant emission of
photoelectrons, whose kinetic energies will be described most simply by the
photoelectric equation:

hv=EpV(k)+ Exin . . [¢))

in which Ep¥(k) is the binding energy or ionization potential of the kth level
as referred to the vacuum level and Exin is the photoelectron kinetic energy.
(A more exact definition of binding energy, including a discussion of reference
levels, is presented in Section I1B.3.) In general, both Auger electrons and
secondary electrons (usually resulting from inelastic scattering processes) will
also be emitted from the specimen, but it is generally possible to distinguish
these electrons from true photoelectrons by methods to be discussed later in
this ‘section. There are three fundamental properties characterizing each
emitted photoelectron: its Kinetic energy, its directions of emission with
respect to the specimen and the exciting radiation, and, for certain rather
specialized experimental situations, the orientation of its spin. These three
properties thus give rise to three basic types of measurements that are possible
on the emitted electron flux. '

(1) The number distribution of photoelectrons with kinetic energy. This
measurement produces an electron spectrum or energy distribution curve
(EDC) and, of course, requires some sort of electron energy analyser or
spectrometer, of which several types are currently being utilized. In the
dispersive spectrometers most commonly used in XPS, electron spectra are
usually measured at fixed angles of electron emission (or over a small range of
emission angles) relative to both the photon source and the specimen.

(2) The distribution of photoelectron intensity with angle of emission. Such
angular-resolved measurements can be made relative to the photon propaga-
tion direction or to axes fixed with respect to the specimen. Generally, these
measurements require kinetic energy distribution determinations at each of
several angles of emission.

(3) The spin polarization or spin distribution of the photoelectron intensity.
These measurements require a specimen that has somehow been magnetically
polarized, usually by an external field, so that more photoelectrons may be
emitted with one of the two possible spin orientations than with the other.
Then the relative numbers of spin-up and spin-down photoelectrons are

measured.16 Such spin polarization measurements have so far only been
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4 . C. S. FADLEY

made with ultraviolet radiation for excitation, and they will not be discussed
further here.

The additional time and experimental complexity required for angula:
distribution or spin polarization measurements have resulted in the fact that
most XPS studies up to the present time have involved only kinetic energy
distributions with a fixed geometry of the photon source, specimen, and
spectrometer. However, measurements of both types (2) and (3) seem fruitful
from several points of view, and angular-resolved XPS studies in particular
have grown in importance in recent years.1?

As an illustration of certain typical features observed in fixed-angle XPS
spectra, Fig. 1 shows data obtained from an aluminum specimen exposed
to monochromatized x-rays of 1487 eV energy. In Fig. 1(a), a broad-scan
spectrum of 1000 eV width is displayed, and various prominent photoelectron
peaks are labelled according to their level of origin from Ols to valence.
The oxygen KLL Auger structure is also partially visible at the low-kinetic-
energy end of the spectrum. The oxygen peaks arise from oxygen atoms
present in a surface oxide layer; the Cls peak is due to an outermost surface
layet of contaminants containing carbon. As is usually the case, the photo-
electron peaks are considerably narrower and simpler in structure than the
Auger peaks. Each electron peak exhibits to one degree or another an approxi-
mately constant background on its low-kinetic-energy side that is due to
inelastic scattering; that is, electrons arising via the primary photoemission
or Auger process that produces the sharp “no-loss” peak have been in-
elastically scattered in escaping from the specimen so as to appear in an
“inelastic tail” or energy-loss spectrum.!8 Depending upon the types of
excitation possible within the specimen, the inelastic tails may exhibit pro-
nounced structure also, as is evident in the multiple peaks formed below the
Al2s and Al2p no-loss features (which are due to the excitation of collective

valence electron oscillations or plasmons!? in aluminium metal), as well as -

the single broad peak in the Ols inelastic tail (which is due to one-electron
excitations from the occupied to the unoccupied valence levels of aluminum
oxide). The inelastic tail below Cls is considerably weaker due to the relatively
thin layer of carbon-containing species present (approximately two atomic
layers); thus, for this sample, Cls photoelectrons could escape with a relatively
low probability of being inelastically scattered.

In Fig. 1(b), an expansion of the low-kinetic-energy region of the same
aluminum spectrum is shown, and several other features are more clearly
discernible. The plasmon loss structure is well resolved, and peaks associated
with the excitation of up to four plasmons are seen. A magnified view of the
rather low-intensity valence photoelectron region also shows complex spectral
structure associated primarily with the overlapping metal- and oxide-valence
levels. In general, XPS valence photoelectron intensities are approximately
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Fig. 1. Typical XPS spectra obtained from an oxidized aluminium specimen with a
carbonaceous contaminant overlayer. Monochromatized AlKe« radiation was used for
excitation. (a) Overall spectrum with all major no-loss features labelled. (b) Expanded-scale
spectrum of the Al2s, Al2p, and valence regions. Chemically-shifted oxide- and metal-core
peaks are indicated, as well as inelastic loss peaks due to bulk plasmon creation.

an order of magnitude lower than those of the most intense core levels in a
given specimen, but they are nonetheless high enough to be accurately

measured and studied by using longer data acquisition times to improve

statistics. An additional and chemically very significant feature in Fig. 1(b)
is the splitting of the Al2s and Al2p photoelectron peaks into two components,
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6 ' C. S. FADLEY

one associated with oxide and one associated with metal. This splitting or
chemical shift is caused by the change in the aluminum chemical environment
between oxide and metal,

In analysing XPS spectra, it is important to be able to distinguish as well as
possible intensity resulting from Auger processes and inelastic scattering
events. An Auger peak can be identified by: (1) comparing the observed peak
energy with other experimental or theoretical Auger energies expected to be
associated with the atom or atoms present, and (2) changing the photon
energy by some amount A(hv) and then noting whether the peak shifts in
kinetic energy by A(hv) according to Eq. (1) (and thus is a photoelectron peak)
or remains fixed in kinetic energy (and thus has an Auger origin). Inelastic
loss structure is often not as easily discernible in complex photoelectron
spectra as for the examples shown in Fig. 1, but can be identified by : (1) look-
ing for nearly identical features at kinetic energies below different no-loss
peaks, as all high-energy electrons will be capable of the same excitations in
inelastic scattering (although perhaps with probabilities that show a weak
dependency on kinetic energy), and (2) comparing observed structure with
independently-determined energy-loss spectra for the specimen material.18

A further very important point in connection with XPS studies of solid
specimens is that the probability of inelastic scattering during escape from
the sample is high- enough that the mean depth of emission of no-loss
electrons may be as small as a few atomic layefs, and is never much larger
than approximately 10 atomic layers.2% 21 Thus, any analysis based on these
no-loss peaks is inherently providing information about a very thin layer
near the specimen surface, and this is, for example, the reason why Ols
and Cls peaks due to thin surface overlayers are readily apparent in Fig. 1.
This surface sensitivity of XPS (or any form of electron spectroscopy) can
be exploited for studying various aspects of surface physics and chemistry, 22
but, on the other hand, must also be viewed as a potential source of error in
trying to derive the true bulk properties of a given specimen.

In the following sections, various aspects of x-ray photoelectron spectro-
scopy are treated in more detail. In Section II, the instrumentation and
experimental procedures required are reviewed. In Section III, the theoretical
" description of the photoemission process is discussed in detail so as to provide
an accurate background for the consideration of various specific effects or
areas of application ; the use of XPS for the study of valence levels in molecules
and solids is also considered. Section IV discusses chemical shifts of core-
electron binding energies and various models used for interpreting them.
Several effects primarily related to complexities in the final state of photo-
emission (namely relaxation phenomena, multiplet splittings, various many-
electron interactions, and vibrational broadenings) are considered in Section
V. In Section VI, various aspects of angular distribution measurements on
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solids are considered. Finally, Section VII summarizes the present state of the
technique and points out certain likely areas for future development.

II. EXPERIMENTAL CONSIDERATIONS

The basic components necessary for performing an XPS experiment
consist of a radiation source for excitation, the specimen to be studied, an
¢lectron energy analyser, and some form of detection and control system.
Each of these four distinct aspects of the experimental system is considered
below. There are by now several commercial sources for complete XPS
spectrometer systems23-30 which represent various design approaches to each
of these components.

A. Radiation Sources

The standard x-ray tube consists of a heated-filament cathode from which
electrons are accelerated toward a suitable solid anode (usually water-cooled)
over a potential of the order of 5-20 kV. Holes formed in the inner levels of
the anode atoms by electron bombardment are then radiatively filled by
transitions from higher-lying levels, with the resultant emission of x-rays.
A thin, x-ray-transmitting window separates the excitation region from the
specimen in most tubes. In general, more than one relatively sharp x-ray line
will be emitted by any anode material, and the energy widths associated with
various lines can also vary considerably from line to line or from element to
element.31 An additional source of radiation from such a tube is a continuous
background of bremsstrahlung.3! The choice of an anode material and operat-
ing conditions is thus made so as to achieve the closest possible approximation
to a single, intense, monochromatic x-ray line. Various design geometries for
such x-ray tubes are discussed in the literature,3 4. 31-3¢ with one obvious
choice being whether to hold the anode or cathode at ground potential.

The anode materials most commonly utilized in XPS studies are Mg and
Al, and, to a much lesser degree, Na and Si. Each of the members of this

. sequential series of second-row atoms gives rise to an x-ray spectrum that is

dominated by a very intense, unresolved, Koj-Kao doublet resulting from
transitions pf the type 2p,—1s and 2p;—>1s, respectively. The first demons-
trations that such low-Z anodes could be utilized in XPS studies were by
Henke.22 These were followed approximately five years later by higher
resolution applications by Siegbahn and co-workers.? The mean energies of
the x-rays produced in such sources are: NaKao;, 2—1041-0 eV,35 MgKay, o—
—1253-6eV,37 AlKay, 2—1486-6 V38 and SiKoy, 9—1739-5eV.3% At these
x-ray energies, aluminium or beryllium windows of 10-30 pm thickness are
sufficiently transmitting for use in separating the tube and specimen region.
‘Additional x-ray lines are also produced in such tubes, as indicated in Fig. 2
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8 C. S. FADLEY

for a magnesium anode3? (note the logarithmic scale). These consist of
satellites arising from 2p—-1s transitions in atoms that are doubly-ionized (KL
in Fig. 2), triply-ionized (KL2), etc., and are denoted variously as Ka', Kas,
Kay, ..., Kais. Kagz and Keg are by far the most intense, and, in Mg and Al, they

occur at about 10 eV above the K«y, 2 peak and with intensities of approxi- -

mately 8% and 4% of Ky, s, respectively.. Photoelectron spectra obtained
with non-monochromatized sources of this type thus always exhibit a

characteristic double peak at kinetic energies ~10eV above the strong
s

'O E | T h T | T l T T ' =T ’
E K - KL  Ki® KLI3 (kL?)
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i Mgk ]
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Fig. 2. The K x-ray emission spectrum of Mg metal as emitted by a non-monochromatized
x-ray source. The peaks indicated o, 2, .. ., B correspond to various transitions into the
K=1s subshell. The dashed line is an average background and the solid line is the net
spectrum. Note the logarithmic intensity scale. The notation K corresponds to a single
initial 15 hole, KL to initial holes in both 1s and 2s or 2p, KL? to a single initial hole in 1s
and two initial holes in 2s, 2p, etc. (From Krause and Ferreira, ref. 37.)

Kay, 2 peaks. The Ka', Kas, ..., Kaiq satellites are <19, of Kay, 2 in magni-
tude, and so, for most applications, can be neglected. An additional band of
K@ x-rays arises at energies approximately 45-50 eV above K«p, 2 and is
the result of valence—ls transitions; the KB intensity is approximately
1% of Kay, 2 for Mg and AL37 Thus, to a first approximation, the x-ray
spectrum consists only of the very intense K«p, 2 x-ray and most work has
been based solely on an analysis of K«; o-produced photoelectron peaks.
However, in any study involving weak photoelectron peaks, or peaks
generated by Kai, 2 which overlap with satellite-generated peaks due to other
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electronic levels, the non-monochromatic character of the x-ray source must
be taken into account. For such non-monochromatized x-ray sources, the
primary limiter of instrumental resolution is thus the natural linewidth of the
Kay, 2 line. As judged by the full width at half maximum intensity (FWHM),
this resolution limit is approximately 0-4eV for NaKe, 5,35 0-7 eV for
MgKay, 2,35 0-8 eV for AlKaj, 2,38 and 1-0-1-2eV for SiKuy, 2.3 This
width decreases with decreasing atomic number for two reasons:: the
2py—2p; spin-orbit splitting decreases and the Is hole lifetime increases.
Materials of lower atomic number are thus favoured for width, but Mg and
Al are generally utilized because of their lower chemical reactivity and vapor
pressure in comparison to Na, and thus their easier fabrication and use as
anodes. Although neon is expected to yield a Ky, 2 line at 848-6 eV of
only ~0-2-0-3 eV width, no attempts at constructing such a source for use in
XPS have as yet been successful. The use of Ka;, 2 lines from elements below
neon in atomic number is generally not possible because the valence 2p levels
involved are broadened by bonding effects, introducing a corresponding
broadening in the x-ray line. However, the K«y, 2 x-rays of F in highly ionic
compounds have been used recently in XPS.40

The monochromatization of such Kej, s x-rays by Bragg reflection
from a suitable single crystal has also been utilized to achieve narrower
excitation sources, as well as to eliminate satellite lines and bremsstrahlung
radiation.3. 23, 25, 41, 42 Although the intensity loss in such reflections is
considerable, photoelectron peaks as narrow as 0-4 eV have been observed
with monochromatized AlK« excitation;25- 41, 42 this width is to be com-
pared to the 20-9eV typically found without monochromatization. To
compensate for the loss in intensity due to monochromatization, various
procedures have been utilized, including the use of very high-intensity
x-ray tubes involving rotating anodes,! monochromator systems with
more than one crystal,25: 41 multichannel detection systems,25- 4l and
dispersion-compensating x-ray- and electron-optics.3: 25 In dispersion com-

‘pensation, all photon energies within the Kay, 2 linewidth are spatially

dispersed by Bragg reflection and utilized for photoelectron excitation, but
their line-broadening influence is nullified by the action of the dlsperswe
electron energy analyzer; the commercial Hewlett-Packard system based
upon this mode of operation yields optimum photoelectron peak widths with
AlKay, 2 of ~0-5eV FWHM.25

An additional type of ultra-soft x-ray transition that has been utilized
successfully in XPS studies is the M{ transition (4p;—3d;) in the sequential
elements Y to Mo. The use of such x-rays in XPS was first suggested by
Krause,3 whe pointed out that they yield sufficiently intense and' mono-
chromatic sources in the very interesting energy range of 100 <Shr<200eV,
even though various satellite x-rays are present. The most narrow and thus
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10 C. S. FADLEY

most used lines of this type are those for Y (Av=132-3 eV, FWHM=0-5 ¢V)
and Zr (hv=151-4eV, FWHM=0-8 e¢V), and they have been successfully
applied to studies of both valence levels and outer core levels.34-36 The ultra-
soft character of these x-rays and their resultant decreased ability to penetrate
through matter, as well as the significant sensitivity of their linewidths to
surface chemical alterations of the anode surface, lead to several special
features of tube design. Thin polymeric windows must be used. Relatively
high excitation voltages as compared to Av of ~4-6 kV are also beneficial to
maximize the intensity originating in the metallic anode interior (as distinct
from its oxidized exterior).3® And, in the highest resolution designs, a con-
tinuous deposition of fresh anode material is provided during operation.34> 38

A final rather new development in x-ray sources by Hovland43 that deserves
mention here leads to what has been termed scanning XPS. A thin layer of
specimen material is directly deposited on one side of a thin Al foil (~6 pm
thick). A high-resolution scanning electron beam is directed at the other side
of this foil, so that, at any given time, AlK« x-rays are produced over only a
very small spot with dimensions comparable to the beam diameter. These
x-rays readily pass through the thin foil and specimen, exciting photo-
electrons from a corresponding spot near the specimen surface. Lateral
spatial resolutions of as low as 20 um have so far been achieved, and a
number of potential applications for such scanning XPS measurements
exist.43 The only significant limitation is that it must be possible to prepare
sufficiently thin specimens (~1000-10,000 A) that x-ray attenuation in
penetrating to the surface is not appreciable. -

The x-ray sources discussed up to this point thus permit high-resolution
measurements to be carried out in the two approximate photon-energy ranges
100200 eV and 1000-2000 eV, with a relatively little explored region from
~200-1000 eV separating them. Another source of radiation in the photon
energy region from 100 to 2000 eV of principal interest here is the:so-called
synchrotron radiation that is emitted in copious quantities by centripetally-
accelerated electrons moving with highly relativistic velocities.13. 44 This
continuous spectrum of radiation is sufficiently intense to permit selection
of a narrow range on the order of tenths of eV or lower with a suitable
monochromator (usually a grating) while still maintaining fluxes adequate
for photoemission studies. A number of excellent photoemission studies have
by now been performed using such radiation,® although these have so far
been restricted to photon energies between approximately 10 and 350 eV,
principally because of the difficulty of achieving adequate monochromatiza-
tion without severe intensity loss for soft x-rays of 2350 eV. Such radiation
has the advantages of being both continuously variable in energy, as well as
linearly polarized to a high degree;4* thus, the exploration of phenomena
dependent upon photon energy and/or polarization are much more easily
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studied than with more standard ultraviolet or soft x-ray sources. By contrast

the soft x-ray tubes discussed previously emit radiation that is randomly
polarized to a very good approximation.

B. Specimen Preparation

1. Introduction. X-ray photoelectron spectra have been obtained from
specimens present as gases, solids, or liquids. The preparation and handling
of any specimen requires considering two important factors: (1) In order
to avoid excessive inelastic scattering during photoelectron traversal through
the energy analyzer, pressures between the specimen and the detector must

be maintained at <10~4 torr. This limit is easily estimated by considering a

typical path length during analysis of 100 cm, and requiring that the total
number of atoms/molecules encountered along this path be no greater than
the analogous number encountered along the mean no-loss distance of
emission from a typical solid specimen of ~20 A. (2) As the emission of
photoelectrons, Auger electrons, and secondary electrons from any specimen
constitutes a net loss of negative charge, it is also necessary to minimize or in
some other way correct for the possible occurrence of a significant positive
potential build-up in the emitting region. One way in which this is accom-

- plished to some degree in any system is by the flux of similar electrons emitted

toward the specimen by various portions of the specimen chamber and holder
which are also in general exposed to exciting x-rays and/or electrons, although
this can in fact lead to the opposite problem: a negative potential build-up.45
The charging potential ¥, produced by any net imbalance between charge
input and output may vary throughout the specimen volume and in effect
cause a range of energy level shifts from the values corresponding to the
limiting situation in which no charging occurs. Thus, if r is the spatial
coordinate of the emission point within the specimen, and EpV(k)° and Ejqn®
are the binding energy and kinetic energy expected for emission from level
k in the absence of charging, the photoelectric equation [Eq. (1)] can be
rewritten as
hv=Ebv(k, l') +Ek1n(r)

"= EpV(k)O+ Exin(r) + Vo(r) )

Thus, if Ve(r) is significant with respect to the typical instrumental resolution
of ~0-1eV (which it indeed can be in certain cases4 45), the measured
binding energies EpV(k, r) will in general be different from EyY(k)?, and peak
broadening also may occur. To minimize or correct for such effects, studies
of peak position versus x-ray flux can be made,*5: 46 and a variable external
source of electrons can be provided.25 For gaseous specimens, the pressure
can also be varied.4 For solids, it is also customary to connect the specimen

~ electrically to the specimen chamber as well as possible. Also, the presence
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of a certain reference atom (for example, gold or carbon) on the surface of
the specimen can be used to correct for charging,4? although this procedure
is often not completely unambiguous. A method recently developed by
Grunthaner® involves floating a solid specimen at a variable negative
potential and noting that potential at which an external source of mono-
energetic electrons just begins to reach the surface; although not widely used
as yet, this method seems to provide a very direct way of measuring surface
potential distributions and thus correcting for them.

2. Gaseous Specimens. The basic requirement for gas-phase studies is a
chamber to contain the gas with an x-ray-transparent window separating it

from the x-ray source and a small opening or slit to permit photoelectron.’

exit into the energy analyzer.%: 33. 47. 49-51 Typjcal gas pressures required
in the chamber are from 102 to 1 torr, and therefore some form of differential
pumping is generally necessary between the exit slit and thé analyzer in order
to minimize gas-phase inelastic scattering effects,? as discussed previously.
Typical specimen volumes are of the order of 1 cm3. The first gas-phase XPS
studies were performed by Krause and Carlson,? followed shortly thereafter
by the more extended investigations of Siegbahn et al.4 The gas in the chamber
can be provided by a room-temperature gas-phase sotirce, or can be the result
of heating liquid-4 or solid-33 phase reservoirs. With such devices, metals and
other vaporizable solids can be studied by photoelectron spectroscopy in the
gas phase.33. 50 In certain studies, rather significant changes in peak positions
and relative intensities due to the combined effects of charging and kinetic
energy-dependent inelastic scattering have been noted, but, in general, these
are relatively small, especially at lower pressures.

For gas-phase spectra, the vacuum level is the naturally-occurring reference
level, so that Egs (1) and (2) are directly related to measurable quantities.

3. Solid Specimens. There are various methods of preparing solid specimens
suitable for study by XPS. Typical specimen areas are ~ 1 cm? or smaller,
and, because inelastic scattering effects limit the no-loss emission to a mean
depth of only 10-80 A below the surface (as discussed in more detail in
Section IILE), this corresponds to an active specimen volume of only
approximately 10-¢ cm3. Thus, -total masses of only 1-10 ug are involved,
and amounts of material on the order of 10-? g can be detected under certain
circumstances. Any change of the chemical composition in the first few atomic
layers near the surface can thus also have a significant influence on results,

Machineable solids can simply be cut, cleaved, and/or polished into shapes
suitable for mounting in the specimen position. For materials that can be
prepared as fine powders at room temperature, specimens can also be prepared
by pressing the powder into a uniform pellet (perhaps supported by an
imbedded conducting-wire mesh) or by dusting the powder onto an adhesive
backing such as that provided by double-sided tape (although this procedure
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has the rather undesirable characteristics of limiting temperature excursions
and providing a steady source of surface-contaminating carbonaceous
volatiles). In order to minimize atmospheric contamination or alteration of
specimens, final preparation in an inert-atmosphere glove box or bag,
perhaps attached to the specimen chamber, can be useful. Elements and
certain compounds can also be heated irn situ and vapor-deposited on a
supporting substrate to form specimens. Alternatively, dissolved materials
can be deposited from solution on a substrate, either by evaporating off the
solvent or by selectively electroplating out various components.52 Materials
that normally exist as liquids or gases can also be condensed onto suitably
cooled substrates for study in the solid state.? A broad range of specimen
temperatures has by now been investigated, ranging from near that of liquid
helium (4 K)%3 to several thousand degrees Kelvin.4

The extreme surface sensitivity of XPS also leads in many applications to
the requirement that the specimen region be held at pressures of <109 torr
in order to permit adequate control of surface composition. For example, for
Os at 10-9 torr and 25 °C, the gas-phase collision rate with a surface will be
such that, if each molecule striking the surface remains there (corresponding
to a sticking coefficient of 1-0), a full atomic layer will be deposited in
approximately 50 min.>® This minimum monolayer coverage time varies
inversely with pressure, so that pressures of the order of 10-10 torr are neces-
sary to insure the maintenance of a highly reactive surface in a clean state
over the period of time of several hours usually required for a series of XPS
measurements: In preparing such surfaces, in situ cleaning by vapor deposition,
cleaving, scraping, or inert-gas ion bombardment is thus often used.55

For the case of solid specimens, an electrical connection is made to the
spectrometer in an attempt to minimize charging effects and maintain a well-
defined and fixed potential during photoemission. For the simplest possible
case of a metallic specimen in a metallic spectrometer, the energy levels and
kinetic energies which result are as shown in Fig. 3. Thermodynamic equi-
librium between specimen and spectrometer requires that their electron
chemical potentials or Fermi levels be equal as shown. In a metal at absolute
zero, the Fermi level Ex has the interpretation of being the highest occupied
level, as indicated in the figure; this interpretation of Er is also very nearly
true for metals at normal experimental temperatures. For semiconductors
and insulators, however, it is not so simple to locate the Fermi level, which
lies somewhere between the filled valence bands and the empty conduction
bands. The work function ¢s for a solid is defined to be the energy separation
between the vacuum level and the Fermi level. When connected as shown in
Fig. 3, the respective vacuum levels for specimen and spectrometer need not
be equal, however, so that in passing from the surface of the specimen into the
spectrometer, an electron will feel an accelerating or retarding potential

Ry RN
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Fig. 3. Energy level diagram for a metallic specimen in electrical equlibrium with an
electron spectrometer. The closely spaced levels near the Fermi level Ex represent the filled
portions of the valence bands in specimen and spectrometer. The deeper levels are core
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equal to ¢s—dspect, Where ¢s is the specimen work function and ¢spect is
the spectrometer work function. Thus, an initial kinetic energy Exin" at the
surface of the specimen becomes Eyin inside the spectrometer, and

Ekin=Ekinl +¢s —'¢spect (3)

From Fig. 3 it is thus clear that binding energies in a metallic solid can be
measured quite easily relative to the identical Fermi levels of specxmen and
spectrometer. The pertinent equation is

hv=Ep¥(k)+ Exin + $spect @

where the superscript F indicates a Fermi level reference. Provided that it is
also possible to determine the specimen work function ¢s from some other
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measurement, vacuum-referenced binding energies can then be obtained from
* EoV(k)=EoF(k) +¢s )

In fact, photoelectron spectra can be used to derive vacuum-referenced

* binding energies by measuring the position of the zero-kinetic-energy cut-off

of the usually very intense secondary electron peak. Such a cut-off is shown in
Fig. 4 in XPS data obtained for metallic Au by Baer.5¢ This procedure for
determining work functions has been used extensively in UPS studies,57

but only in a more limited way in XPS56. 58 due to the greater range of
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Fig. 4. Full XPS spectral scan for a polycrystalline Au specimen, showing both the cut-
off of the secondary electron peak at zero kinetic energy and the high-energy cut-off for
emission from levels at the metal Fermi level. The measurable distance A£ thus equals
hv—¢s, provided that suitable specimen biasing has been utilized. For this case, kv was
1253-6 eV and ¢s was 5-1 eV. (From Baer, ref. 56.)

o

energies involved. In the simplest situation, both specimen and spectrometer
are metallic and the energy diagram of Fig. 3 applies. All electrons emitted
from the specimen are thus accelerated or decelerated by the same work
function difference or contact potential ¢s— dspect before analysis. With no
voltage bias between specimen and spectrometer, the zero-energy cut-off
corresponds to electrons propagating in final states exactly at the spectrometer
vacuum level. For the implicit decelerating sign of ¢s — ¢spect sShown in Fig. 3,
electrons propagating in final states at the specimen vacuum level are thus not
observed. However, if the specimen is biased negatively with respect to the
spectrometer by an amount greater than ¢s—déspect, then the low-energy
cut-off does represent electrons at the specimen vacuum level or what can be
defined as the true zero of kinetic energy. For the opposite accelerating sign of

IS e p s e

i
2
Ve
[
1
i
e
1

R Dtal ik it e

83



16 C. S. FADLEY

$s— Pspect, the true zero is observable and negative biasing is necessary only to
insure that the cut-off is easily distinguishable against other sources of low-
energy electrons.®6. 58 The low-energy cut-off thus establishes the zero of
kinetic energy, and a distance hv above this on the measured spectral scale
corresponds to the point at which excitation from states at the specimen
vacuum level would occur. On the same scale, the high-kinetic-energy cut-off
observable for metal specimens (also shown in Fig. 4) is caused by excitation
from occupied states at the Fermi level, and the difference between these two
positions is thus the specimen work function. That is, if the measured
difference in kinetic energy between the two cut-offs is denoted by AE, then

ds=hv—AE (6)

In more complex situations where semiconducting or insulating specimens are
involved, initial states at Er are not occupied so as to yield the same type of
high-energy cut-off, although the low-energy cut-off can still be determined.
The location of E¥ in spectra can in this case be determined by using a
reference metal specimen under the same biasing conditions, and assuming

that electronic equilibrium is fully established between specimen, reference, .

and spectrometer. Possible charging effects make the latter assumption
uncertain in many cases, however.

Whether it is determined from photoemission measurements or not, in
general some additional information concerning ¢s is necessary to determine

EwV(K) for a solid specimen. Inasmuch as ¢ is also very sensitive to changes in’

surface composition, it is thus often Eq. (4) that is used in analyzing data for
metals and other solid specimens. From this discussion, it is clear that
Fermi-referenced binding energies are operationally very convenient for
solid specimens, although they may not always be the most directly com-
parable to the results of theoretical calculations, in which the vacuum level
often emerges as the natural reference.

4. Liquid Specimens. The requirement that pressures in the analyzer region
be maintained at reasonably low levels of <104 torr means that measure-
ments on common liquids with relatively high vapor pressures can be per-
formed only with difficulty. However, Siegbahn and co-workers4l: 59 have
developed techniques for carrying out such studies; these involve a con-
tinuously-replenished liquid source in the form of either a free jet or a thin
film carried on a translating wire, together with a high-speed differential
pumping system between specimen chamber and analyzer. With such an
apparatus, it has been possible to study relatively non-volatile liquids such as
formamide (HOCNH3), as well as solutions of the ionic solid KI dissolved
‘in formamide. Certain liquid metals and other very low vapor pressure

materials can, on the other hand, be studied with relatively little special

equipment.50
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C. Electron Energy Analysis

1. Brief Overview. The various specific types of energy analyzers utilized
in electron spectroscopy are discussed in detail in the literature,190, 61, 62
as well as in a special chapter in this series.®3 Thus, only certain salient
features relevant to x-ray photoelectron studies will be reviewed here. In
general, there are several criteria that an analyzer should satisfy: (1) A
resolution capability of AFExin/Exin®0-01%;. This corresponds to 0:1 eV for
1000 eV electrons. Most XPS spectrometers presently operate in the 0-01—

. 0-109; range. (2) The highest possible efficiency (sensitivity, intensity). That

is, the highest possible fraction of electrons leaving the sample should be
energy-analyzed and detected at the same time. (3) Unrestricted physical
access to the sample and detector regions. This permits a wide variety of
excitation sources, specimen geometries, and detector systems to be used.

Energy
analyzer

Multichannel
detector

' ,L--GE kin 4-‘

‘Retardation '
section

\—A.B,E kin
X-rays "\NJT

sample

Fig. 5. Schematic illustration of an XPS spectrometer system indicating the primary
components of radiation source, sample, electron energy analyser, and detector. For the
specific example shown here, the energy analysis is accomplished by a pre-retardation section
followed by a hemispherical electrostatic analyzer. A multichannel detector is also shown
for generality.

(4) Ultra-high-vacuum capability for work on solid samples if surface
composition is to be precisely controlled. (5) Ease of construction. Onedesign
philosophy often used for increasing the ease of construction is to insert a
retardation section before the analyzer as shown schematically in Fig. 5,
so0 that the energy of a given electron can be reduced from its initial value of
Eyin to the final value at which it is analyzed of Eo. For a given absolute
resolution of AFEy;y, the relative resolution required from the analyzer is thus
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reduced from AEyin/Exin to AExin/Eo, thereby permitting looser toleranceson
many mechanical and electrical components. The net effects of such retarda-
tions on intensity may or may not be deleterious, however, and are discussed
in more detail in the next section. (6) Relative insensitivity to external environ-
ment, particularly as regards. the shielding of extraneous magnetic fields.
The vast majority of spectrometers currently in use are based on interaction
with electrostatic fields and for these, u-metal shielding is generally used to
exclude extraneous magnetic fields. Only for the relatively few magnetic
spectrometers in use are Helmholtz-coil systems required for magnetic field
cancellation.3: 4 Quantitative estimates of the degrees to which extraneous
magnetic fields must be excluded for a given resolution have been calculated
previously.®4 (7) If angular distribution studies are intended, well-defined,
and perhaps also variable, angles of electron exit and x-ray incidence. This
requirement genérally acts counter to that for high efficiency, as it implies
detecting only electrons emitted in a relatively small element of solid angle,
thus reducing the total number that can be analyzed and detected.

With these constraints, there are several possible analyzer configura-
-tions,®1, 62 but the three that have been most used in XPS are all of the
_ spatially dispersive type, and consist of the hemispherical electrostatic
(schematically shown in cross-section in Fig. 5),3: 61, 65 the cylindrical mirror
electrostatic (CMA),51, 66-68 and the double-focussing magnetic with a
1/+/r field form.3- 64. 69 In all of these analyzers, electrons are dispersed on
the basis of kinetic energy along a radial or axial coordinate. For reasons of
both ease of construction and magnetic shielding, the two electrostatic
analyzers are much more common than the double—focussing magnetic,
although a number of important early studies were performed on such
instruments,3- 33 and a fully-optimized spectrometer based upon the lj+/r
field form is presently under construction.64 7 In addition to these dispersive
analyzers, limited use has also been made in XPS of non-dispersive analyzers
based upon the retarding grid principle.”2-73 Such analyzers are usually of
relatively limited resolution (~1%), however, so that their use has been
restricted to the obtaining of chemical composition information similar to
that derived from Auger spéctra. Such low-resolution Auger and XPS
spectra can, in fact, be generated by using the spherical grids of a low-energy
electron diffraction (LEED) system as a retarding grid analyzer. A further
type of commercial analyzer developed specifically for XPS studies by the
DuPont Corporation2? is a hybrid with both dispersive and non-dispersive
characteristics. Its first stage consists of an electrostatic deflection section
that selects a band of energies in a dispersive mode; two subsequent retarding
grid sections act as low-pass and high-pass filters with the net result that only
a narrow band of energies is detected after the high-pass filter. A final type
of XPS spectrometer with certain unique features is that formerly produced by
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the Hewlett Packard Company,‘25 which makes use of dispersion-compensating
x-ray- and electron-optics.3: 7 In this system, an x-ray monochromator is
matched to a retarding-lens/hemispherical-electrostatic-analyzer unit in such
a way as to maximize intensity and minimize linewidths without the use of
any slits in the x-ray optics; the detailed performance of this spectrometer has
been analyzed recently.?4

2. Spectrometer Efficiency and Retardation. The resolution and efficiency
of any. spectrometer are of critical importance. These properties are highly
dependent upon one another, since for operation at lower resolution (higher
'AFExin/Exin), a higher fraction of electrons can usually be energy-analyzed
and detected. For operation at a given resolution, the overall efficiency E of
a dispersiv_e analyzer can be written as proportional to the following producté4

EoxcBAQ-8Eyin (7a)

in which B is the brightness or intensity of the electron source for the energy
analyzer in electrons per unit area and per unit solid angle, 4 is the area of the
source, € is the solid angle over which electrons from the source are accepted

" into the energy analyzer and detected, and 8Ewn is the range of electron
-energies or spectral width which can be analyzed at one time (as, for example,

by a multi-channel detector). B, 4, and Q in general depend on Eiin for a

given spectrometer. 8Eyin will thus be proportional to N, the number of

distinct energy channels simultaneously detected. If B and A vary over the

' area of the source, then a more correct statement of this efficiency involves an

integration over the surface as
EOC(j BQ-dA)- 8Exin (7b)

The effective electron source as seen by the analyzer is often defined by an
aperture in front of the photoemitting sample, and, depending upon the
system, B, 4, and Q may refer to this aperture or to the true specimen surface.
If a multichannel detector is utilized, 8Eyin may in principle be as large as
109; of Exin,25: 64 whereas the resolution AEy;, will be 20:01% of Exin.
In this case, the detector would correspond to <1000 channels. The notation
used in this discussion is indicated in the schematic drawing of Fig. 5, where
subscript zeros have been used on all quantities after a hypothetical retarding
section. Such a retarding section may or may not be present, according to the
specific system under consideration.

Helmer and Weichert? first pointed out that, for the general class of
dispersive analyzers used in XPS, it is possible to retard before analysis, and,
for a given absolute resolution AFEy;n, to gain in overall efficiency in a system
with single-channel detection (for which 8Eyin~AEkin and N=1), and this
result has proven useful in several specific spectrometer designs.23 25. 27, 28, 30
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Their analysis (which has also been extended to apply to systems with multi-
channel detection by Hagstrom and Fadley®) compares the operation of a
given dispersive analyzer with and without retardation for a fixed resolution
AExin, and with a primary electron source of fixed brightness B (cf. Fig. 5).
It also requires that the source area 4¢ and solid angle Q¢ utilized at the
analyzer entrance (and thus perhaps after the retardation section) be adjusted
to the maximum values consistent with a resolution of AEyip in either mode of
operation gnd that the primary source (for example, a first entrance aperture)
be capable of supplying electrons over sufficient area and solid angle to fill or
illuminate both 4¢ and Q¢ with electrons. There are then two factors to be
considered: (1) The loss of brightness with retardation. This loss of brightness
has been derived for a few geometries involving a source and a non-absorbing
retardation (or acceleration) section. If 8 is defined to be the angle between
the electron emission direction and a planar source surface, these geometries
include a source emitting with a sin 8 intensity distribution into an arbitrary
point-to-point imaging lens system,’6¢ and a source with either a sin 8 77
or an isotropic’ intensity distribution emitting into a uniform retarding
field perpendicular to its surface. These derivations, “which often (but not
always) make use of the Abbe sine law?. 76 or its paraxial-ray approxi-
mation the Langrange-Helmholtz relation,3. 76 result in a simple brightness

variation of the form:
Ey
Bo=B 8
o ( Em) o @®)

in which Bo and E, are the brightness and kinetic energy after retardation.
The cases for which this relationship has been shown to hold thus represent
limits that are relatively easily achieved experimentally. Without retardation,
the efliciency of a spectrometer conforming to this brightness law and posses-
sing only a single channel of detection will be

ExcBAQ ©)
whereas with retardation it will be
v  E'acBoAoQo (10)
or, from Eq. (8),
E
E'ocB( 0 )AOQO an
Ekin

(2) The gain in efficiency associated with the increase of Ao and Qq relative to
A and Q permitted by the decrease in relative resolution from (AExin/Exn) to
(AEyin/Eo). As a specific example, consider the hemispherical electrostatic
analyzer, which is shown in Fig. 5. Its resolution is controlled by the radial
source width s, the axial (out-of-plane) source height 4, the radial detector
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width d, the radial angle of emission «r, the axial (out-of-plane) angle of
emission o, and the optic circle radius Ry, accordmg to 3. 61 -

AEw h d )
Ekinn IR .0 125 < Ro>2+ iR +0 61ar2+smaller terms in ar, oz®, etc.’ (12)
The system is thus first-order focussing i inhand ar, and second-order focussing
in o, AlSo, sh=A (or Ao with retardation) and ooy ocQ (or Qg with retarda-
tion). Optimizing the selection of each of the four parameters s, &, d and o
by the reasonable procedure of requiring an approximately equal contribution

from each term to AEyin/Exin®® thus means that

Exin’ Eyin kin

AEx; AEyin \? AFEyin\?
| soC kin hoc( kn) , ar0C< kln) ) (13)

and a; can conservatively be assumed to be held constant Thus, without

retardation,
AEkin 3 AEklﬂ b
Aoc , Qoc 14
( Exin ) ( Exin ) (1)

" whereas with retardation

AEyin \? AFEkin\? ' -
A - , Q 15

The ratio of efficiencies with and without retardation is then after cancel-
lations

E =Ekln (16)

E Eg _
Thus, a tenfold retardation yields a tenfold loss in B, but a one hundredfold
increase in the useable AQ product, so that a net tenfold gain in efficiency
results. Similar considerations apply to the other dispersive analyzers used in
XPS,? provided that an appropriate retardation section is utilized. The
applicatibn of such an analysis to a spectrometer in which a maximum degree
of multichannel detection is incorporated is, by contrast, found to yield an
approximately constant overall efficiency with retardation.®

D. Detection and Control

With very few exceptions, the detectors presently used in x-ray photo-
electron spectroscopy are based on continuous-dynode electron mutipliers
of the ‘“channeltron™ type.62. 8. 79, These consist of fine-bore lead-doped
glass tubes treated by hydrogen reduction at high temperature to leave the
surface coated with a semiconducting material possessing a high secondary-
electron emissive power.52 Tube inner diameters vary from 1 mm down
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to 10 pum. A high voltage of a few kV is applied between the ends of such a

tube, and multiplications of 106-108 are achieved by repeated wall collisions

as electrons travel down the inside of the tube. These multipliers are available
in various configurations, often involving tube curvature to minimize ion-
induced after-pulsing. Stacks of parallel tubes in the so-called “channel-
plate” geometry are also available for use in multichannel detection schemes.
Parallel-plate multipliers based upon the same principle have also been
attempted.80 _

The efficiency gains concomitant with multichannel detection have led to
the use of such a system in one commercial spectrometer,2® in which the
multiplied electron pulses from a channel plate are accelerated into a
phosphorescent screen, behind which (and external to vacuum) is situated a
vidicon camera for translating the optical signal into countable electronic
pulses. Other forms of multichannel detection system based upon channel-
plate/resistive strip combinations have also been used8! to a limited degree,
and solid-state image sensors of a different type appear to offer good possi-
bilities for future applications of this nature.62

As the appropriate voltages or currents in the analyzer are swept so as to
generate electron counts at different kinetic energies, there are various ways
of storing and outputting the data. Most simply, a ratemeter can be directly
coupled to a plotter or printer during a single continuous sweep. Generally,
however, it is desirable to make repeated scans over a given spectral region to
average out instrument drifts and certdin types of noise; this results in the
closest possible approximation to a spectrum with statistically-limited noise.
Such repeated scanning requires some form of multiscalar memory, which is
often expanded to involve on-line computer control.33 The use of a more or
less dedicated computer has additional advantages in that it can be used to
control various functions of the spectrometer in a more automated way, as
well as to carry out different types of data analysis such as background sub-
traction and curve fitting, and commercial systems usually offer this option.

E. Data Analysis

The aim of spectral analyses in XPS is to determine the locations, intensities,
and, in certain cases, also the shapes of the various peaks observed, many of
which are not clearly resolved from one another. Several complexities must be
allowed for in doing this: (1) All peaks will exhibit inelastic tails toward low
kinetic energy and these tails may in turn exhibit structure (see, for example,
Fig. 1). As a rough approximation that is useful for many solid materials, a
major portion of the inelastic tail can be assumed to have a linear or constant
form, with extra features perhaps superimposed on it. Valence spectra from
solids have been corrected for inelastic scattering by using a close-lying core
level to derive the form of the inelastic tail,33: 82 as well as by the more
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approximate procedure of assuming an asymptotically-constant tail at low

kinetic energy whose value at any energy is proportional to the integrated

no-loss peak intensity at higher kinetic energies.83 (2) All peaks ride on a
background of secondary electrons from higher-kinetic-energy peaks. This
background also can often be approximated as linear or constant. (3)‘The
basic peak shapes observed in XPS are a convolution of several variable

. factors: the exciting x-ray lineshape, contributions from weaker x-rays such

as satellites in non-monochromatized sources, the analyzer lineshape, possible
non-uniform specimen charging, a Lorentzian hole-state lifetime contribution,
Doppler broadening in gases,* and various final-state effects involving many-
electron excitations84 and vibrational excitations4! 8 (as discussed further

"in Section V). Thus, no universal peak shape of, for example, Gaussian,

Lorentzian, or Voigt-function form can be used, and most analyses have
involved a somewhat trial-and-error fit for each specific problem. One rather
general least-squares program for carrying out such fits permits choosing
several basic peak shapes of Gaussian or Lorentzian form, to which are
smoothly added an asymptotically-constant inelastic tail of variable height.33
The effects of satellite x-rays can also automatically be included in the basic
peak shape chosen, and a variable linear background is also present. Examplc.es
of spectral analyses for atomic 4d core levels using this program are show.nm
Fig. 6.8 Lorentzian shapes have been used for Xe and Yb, and Gaussians
for Fu, and the overall fits to these spectra are very good.

Beyond spectral analyses involving fits of certain functional forms to the
data, Wertheim87 88 and Grunthaner8? have also developed techniques for
deconvoluting XPS spectra so as to mathematically remove instrumental
linewidth contributions. The form of the instrumental linewidth has, in turn,
been derived from the shape of the high-energy cut-off at the Fermi energy
for a metallic specimen (cf. Fig. 4). This is possible because, to a good approxi-
mation, the density of occupied states ends in a vertical step function at Ew.
The term “deconvolution” is also often incorrectly used to describe the results

of peak-fitting procedures.

III. THE PHOTOEMISSION PROCESS

In this section, various aspects of the basic photoemission process are
discussed in detail, with the primary aim of providing a unified theoretical
framework for the subsequent discussion of various experimental observa-
tions. In discussing photoelectric cross-sections for atoms, molecules, and
‘solids, applications to the interpretation of experimental results are also
presented here.

"A. Wave Functions, Total Energies, and Binding Energies
" In any photoelectron emission experiment, the basic excitation process
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.Fig. 6. 4d core photoelectron spectra from gaseous Xe, Eu, and Yb produced by excitation
with non-monochromatized MgKe x-rays (cf. Fig. 2). The spectra have been resolved into
components by least-squares fits of peak shapes including the a3, 4satellitesand an asymptoti-
cally-constant inelastic tail. Lorentzian shapes were used for Xe and Yb, Gaussian for Eu.
(From Fadley, ref. 33 (where the curve fitting program is described) and Fadley and
Shirley, ref. 86.)
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involves absorption of a photon of energy Av according to

Initial state Final state

Fiotd(N), Etotl(N) =+ Wio/(N, K), B!V, K) — (17)

Here Wiot#(N) is the initial-state N-electron wave function corresponding to
a total energy Eiot!(V), and Wioi/(N, K) is the Kth final-state N-electron wave
function (including the photoelectron) corresponding to a total energy of
Eiot?(N, K). The relevant energy conservation equation is

Eiot'(N) +hv=Eiot/(N, K) (18)

In the simplest situation, the index K thus labels the one-electron orbital &
from which emission occurs (as discussed below), but in general it should
describe all modes of excitation possible within the final state, including
electronic, vibrational, and translational. In all forms of higher-energy
photoelectron spectroscopy, it is customary to assume that the photoelectron
is sufficiently weakly coupled to the (N— 1)-electron ion left behind so as to
permit separating the final state of the excitation process to yield
_ Initial state e
Wiot(N), Etot(N) ——

Final state ion Photoelectron

Yot/ (N —1, K), Eot/(N—1, K)+¢7(1)x/(1), Exin 19

in which Wiot/(N—1, K) and Eiot/(N—1, K) refer to the Kth (N— 1)-electfon
ionic state that can be formed, Ewin is the kinetic energy of the Kth photo-
electron peak, ¢7(1) is the spatial part of a one-electron orbital describing the
photoelectron and x/(1) is the spin part of the photoelectron orbital (y=« or
B). The form of ¢7(1) thus depends on kinetic energy. (For simplicity here,
any change in kinetic energy due to work function differences between
specimen and analyzer is neglected.) Wiot/(N—1, K) and ¢7(1) can, if desired,
be combined in a suitable sum of products to yield the correct overall anti-
symmetry with respect to electronic coordinates necessary in the final state.
This can be written with an antisymmetrizing operator 4 as:%0. 9

ot/ (N, K)=A@ (1), ¥io! (N~ 1, K)) (20)

The energy conservation equation which then results is that most useful in
analyzing XPS spectra:

Ewoil(N)+hv=Eiot/(N—1, K)+ Exin (1)

The binding energy corresponding to leaving the ion in a state describable by
Wiot/(N—1, K) is thus given by

EpV(K)=Eiot/(N— .1 » K)— Eiot'(N) (22)

in which the vacuum-level reference is implicit.
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One inherent source of linewidth in any binding energy measurement is
thus energy broadening due to lifetime effects in either the initial or final
state. If the relevant lifetime is denoted by r, uncertainty principle arguments
thus lead to a broadening that is Lorentzian in shape, with a FWHM in eV

given by ~#/7=6-58x10716 /7(s)., The initial state lifetime is usually .

very long, and so contributes negligible broadening. However, final-state
lifetimes are estimated to be as short as 1018 s in certain cases, so that such
effects can play a major role in limiting XPS resolution, particularly for inner
subshell excitation. _ ’

In general, for a system containing N electrons with spatial coordinates

I, re, ..., Iy and spin coordinates o1, o9, ..., o and P nuclei with spatial

coordinates Ry, Ra, ..., Rp, any of the total wave functions considered will
depend upon all of these coordinates

‘Ftot(N)=‘Ftot(l'1, o1, I, 02, ..., TN, ON, Rl, RZa “eey RP) (23)

Nuclear spin coordinates can be neglected on the resolution scale of electron
spectroscopy. In the non-relativistic limit that usually serves as the starting
point for calculations on such systems, the relevant Hamiltonian in electro-
static units is

. a2 XN N F Zze2
Hipt=—>—3 V2= ) Y — Z —
. 2m =) i=1 I=1 ril i=1 j>i I}

Electron Electron-. Electron~
kinetic nuclear electron
attraction repulsion

P lemez # P v

+ 24)
lzl mgl I'im 2 =1 M

Nuclear— Nuclear

nuclear kinetic

repulsion

Here, m is the electronic mass, Z; is the charge of the /th nucleus, ry;= |r, Rzl
ry= |ri—rj| Fim= |R1—Rm| and M; is the mass of the /th nucleus. To this
must be added relativistic effects, usually via a perturbation approach;92-94
the additional term in the Hamiltonian most often considered is spin—orbit
splitting, which for atomic orbitals has the form:93, 95, 96

. N A
) .Flso= Z f(ri)li'-g:i (25)
i=1

in which &(r;) is an appropriate function of the radial coordinate r;,% fi is
the one-electron operator for orbital angular momentum, and §; is the one-
electron operator for spin angular momentum. The total wave function then
must satisfy a time-independent Schroedinger equation of the form

Hiot ¥ 10t(N) = Etot(N)¥10t(N)
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For such an overall Hamiltonian, the Born—-Oppenheimer approximation?s
permits separating the total wave function into a product of an electronic part
¥ and a nuclear part ¥pye as

v, o8)¥ouc(Ry, Re, ..., Rp)  (26)

In this approximation, the electronic wave function W(N) depends only
parametrically on Ry, Rg, ..., Ry via the nuclear—nuclear Coulombic repulsion
potential, and is the solution to a Schroedinger equation in which the
Hamiltonian is that of Eq. (24) with the nuclear kinetic energy term subtracted
off: '

‘Ftot(l'l, feey Rp)=‘F(l'1, o1 e, 09, ...,

(Flm Z )‘F(N)EH(N)‘F(N)=E(N)‘I’(N) @)

(Hiot here can include spin-orbit effects via Eq. (25) if desired). The total
energy of the system can then be written as the sum of the electronic energy

- E and the nuclear energy Enye, as

FEiot=E+ Enye (28)

with Enyue arising from various forms of internal nuclear motion such as
vibrations, rotations, and translations (center-of-mass motions). If the various
modes of nuclear motion are furthermore independent, the energy becomes

Eiwot=E+ E¢in+ Erot+ Etrans+ ... (29)

The overall quantum numbers K describing any initial or final state thus must
include a complete specification of all of these modes of motion.

For example, in the limit of a diatomic molecule with a very nearly
harmonic oscillator form for the curve of electronic energy, E, versus
internuclear separation,

Evin=tvgin(v+1) (30)

in which wyip is the classical vibration frequency and v=0, 1, 2, ..., is the
vibrational quantum number. Such vibrational excitations in the final state
ion give rise to the pronounced vibrational bands well known in UPS studies
of gas-phase molecules,?? and have also recently been noted in XPS studies
of both gases! and solids 85 (see Section V.E). Rotational excitations are
sufficiently low in energy as to be so far unresolvable in XPS studies of
molecules.

- Translational motion of the center of mass of an atom or molecule can
influence energies in two ways: (1) The conservation of linear momentum in
the excitation process requires that

phv+0=pf+pr (31)

T T AT s ST
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where pp, is the photon momentum and has a magnitude of Av/c, the .

momentum associated with Et is taken for simplicity to be zero, p’ is the
photoelectron momentum, and pr is the recoil momentum of the atom or
molecule, treated as a center-of-mass translation. If v is the magnitude of the
photoelectron velocity, for Exin=>500 eV, v/c=0-044 and for Eyx;n=1500 ¢V,
v/c=0-076. Thus; the photoelectrons typically encountered in XPS can be
considered to a good approximation to be non-relativistic. In this approxi-
mation, it is a simple matter to show that |ps.| ~v/2¢|p/| for the example of
photoelectrons originating from valence electronic levels (for which Eyin = hv).
Therefore, in general |ps,| < |p/| and p/~py, indicating that the ion recoils
in a direction opposite to that of photoelectron emission. By conserving both
energy and momentum, it can be shown that for a given Av and Exin, the
recoil energy Er=p.?/2M increases with decreasing atomic or molecular
mass M.3 For excitation of valence shell photoelectrons with A1K« radiation
(hv=1487 €V), Siegbahn et al.3 have calculated the following recoil energies
for different atoms: H—0-9¢V, Li—0-1eV, Na—0-04eV, K—0-02 ¢V,
and Rb—0-01 eV. It is thus clear that only for the lightest atoms H, He, and
Li does.the recoil energy have a significant magnitude in comparison with
the present 0-4-1-0 eV instrumental linewidths in XPS spectra. For almost

all cases, Er can thus be neglected. (2) A more generally applicable limit on

resolution in gas-phase studies is set by the Doppler broadening associated

with the thermal translational motion of the emitting molcules. For center-

of-mass motion of a molecule of total molecular weight M with a velocity
V, the electron kinetic energy appropriate for use in Eq. (1) is

By =3m|v—V|2 (32)

Thus, the measured kinetic energy Fyin=23mv? will differ from that of Eq. (32)
by varying amounts, according to the thermal distribution of velocities. If

the mean measured kinetic energy in a peak is denoted by Eyin, then it can -

be shown using simple kinetic theory that the Doppler width AFy (in eV) is
given by 98

AEg=0-723 x 10~ ( 33)

T Egin \*
)
in which Exig is in €V, T is the absolute temperature in °K and M is the
molecular weight. At room temperature and a typical XPS energy of 1000 eV,
AFq is thus <0-10 eV for molecules with M >10. In general, such Doppler
broadening is thus not a significant factor in comparison to typical XPS
resolutions of ~0-4-1-0 eV, although they can be important in limiting

gas-phase UPS resolution.

In many instances, it is adequate to neglect nuclear motion entirely, and use
Eqs (17) and (19) with the quantities ¥'4(N), E{(N), VAN), Ef(N), ¥/(N—1, K),
and Ef(N—1, K) relating to only electronic motion. Note that this means
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“accurate calculations must in principle be made on both initial state and final -
state. The overall designations for such N-electron or (N —1)-electron states

are obtained from the various irreducible representations of the symmetry
group corresponding to the mean nuclear positions.®> For example, in atoms.
for which spin-orbit coupling is small, Russell-Saunders or L, S coupling can
be utilized, yielding states specified by L, S, and perhaps also M and Mg,
where L is the quantum number for total orbital angular momentum L, S is
the quantum number for total spin angular momentum S, and My and Mg
relate to the z components of orbital- and spin-angular momentum. In the
limit of zero spin—orbit splitting, energies depend only on L and S, yielding
different L, S terms or multiplets with degeneracies of (2L-+1)(2S+1).
Analogous overall quantum numbers apply for molecules,? but they are
seldom used in describing total electronic wave functions in solids. Multiplet
splittings such as those discussed in Section V.C are the result of energy
differences between such many-electron states.

B. The Hartree-Fock Method and Koopmans’ Theorem

In attempting to determine reasonably accurate approximations to N-
electron wave functions, a common starting point is the non-relativistic
Hartree-Fock (HF) self-consistent-field (SCF) method.%5: 9 As the Hartree-
Fock method has been widely used in calculations on atoms, molecules, and
solids at different levels of exactness and also serves as a reference method for
several more accurate and less accurate methods of computing electronic
energy levels, it is outlined here in simplest form. The wave function ¥ for an
N-electron system is approximated as a single Slater determinant ® of N
orthonormal one-electron spin-orbitals. Each one-electron orbital is
composed of a product of a spatial part ¢4(r) (i=1, 2, ..., N) and a spin part
xi(e) which is equal to either « (ms=+1), or 8 (ms= —1%), for which the
orthonormality relations are

¥ (x)s(x) dr={i|pr> =5y
1 for «x or BB
xe*(@)xs(e) do=<xe| XD =8m, ;> m,,=
0 for «B or B« (34)
¥ can then be written as a normalized determinant of the form:

VYaeb= '
$1(Dx1(1)  de(Dxa(1) - pv_1(Dxwv_1(1)  $x(Dxn(l)
$1(2x1(2)  $2(Dx2(2) ... dn_1Dxn-_1(2) N (xn(2)

TN (352)

$1(N)X1(N) $o(N)xa(N) ... dna(N)xn_1(N) $n(N)xn(N)

o e
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or in terms of the antisymmetrizer 4 as

O =A($1x1, PoXz, ..., dNXN) (35b)

where the integers 1,...., N label the space and spin coordinates r; and o
for each orbital. :

The spatial one-electron orbitals are furthermore assumed to have sym-
metries belonging to the set of irreducible representations of the symmetry
group of the equilibrium nuclear geometry, and are in this sense often referred
to as “delocalized”. Thus, for example, in atoms, the orbitals have the form95

bnim (1, 0, $)= Rut(r) Yim (6, $) _ (36)4’

in which Rxi(r) is the radial part and the angular part is given by the spherical
harmonic - ¥im,(6, ¢). In molecules, various symmetry types arise, as, for
example, lo 3wy, 2ay, ...,% and the orbitals are often approximated as linear
combinations of atomic orbitals (LCAQ’s). In solids, the translational
periodicity of the crystal requires that all such delocalized orbitals be of the
Bloch-function type:95. 96,99

$i(r) = u(r) exp (ik-1) = (37)

in which k is the electron wave vector with a quasi-continuous distribution of
‘values and w(r) is a function characteristic of each ¢ that has the same
translational periodicity as the lattice. A free electron moving under the
influence of no forces corresponds to a constant u(r), and yields a plane-
wave (PW) one-electron orbital of the form

H()=C exp (ik-r) (38)

in which C is a normalization constant and the momentum p and energy E
are given by
p=7#k (39)

E=FExin=p%2m=*H#k%2m . (40)

In the often-used spin-restricted Hartree-Fock method, each spatial orbital
¢¢ is also taken to be multiplied by either « and B in the Slater determinant
(that is, to have a maximum occupation number of two). Thus only N/2
unique ¢;’s are involved in describing a system with an even number of
electrons in doubly-occupied orbitals.

If the Hamiltonian of Eq. (27) is used together with the variational principle
to determine the optimum @ for which the total energy E=<{®|H|®> is a
minimum, the Hartree-Fock equations are obtained. These N equations can
be used to determine a self-consistent set of orbitals ¢, as well as to calculate
the total energy E of the state described by ®. In atomic units (1 a.u.=1
Hartree=27-21 eV, 1 Bohr=a0=0-529 A), the Hartree-Fock equations in
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diagonal form are

= 5 2 gms| 3 5¢*(2>i¢<2>dr]¢¢<1>
[_%Vl - r_u] (1) + j; J] o ] 2

S 1=1

e El i—elect
Kinetic Ele:i:f:c-’l;:’cllear ecg::l:;;;cicmn
repulsion
N 1 41)
~Smmy 2 [J@*(z)r—qsz(z) drz] BD=eh(D), =12, N
si s. =1 12

Electron-electron
exchange

~ where the e;’s are termed energy eigenvalues, one-electron energies, or orbital
- energies. The origins of the individual terms are labelled. The exchange

interaction is only possible between spin-orbitals with parallt'el spins (t.hat is,
«e or BB), and the Kronecker delta 8m _,, m , allows for this. It is convenient to
re-express Eq. (41) more simply in terms of the F ock operator F(1) as:

.

F(1)¢1(1)E{—%V12— > r%+ § [Ji—8m,, m,jKI]} $(1)=eipu(1) (42)
' i=1

by defining the Coulomb and exchange operators J; and Kj such that

i) =[4*2) rim $1(Dpi(1) drz (43)

Rib()=[4*Q@) rim $@ds(1) dra 44)

Thus, the matrix elements of these operators are the two-electron Coulomb
integrals Ji; and exchange integrals Ky:

1
Ty= D]y (1) = ([ D8*@) — $ilD$y@) drdre (45)

1 :
Kuy=<su(D)] Jp|$e(1)> = [[é*(1)ds* (D) $u(2gs(1) dridrz  (46)

From these definitions, it is clear that Jiy=Jy, K11=K,-i., and Jii=Ki?. Once
the Hartree—Fock equations have been solved to the desired self-consistency,

the orbitals energies e; can be obtained from
N
e=e+ Y, (Jiyy—Bm,, m, Kis) : 47
j=1
where ¢ is the expectation value of the one-electron operator for kinetic

energy and electron-nuclear attraction

=D~V — 3 21y @)
=1 T .
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By comparison, the total energy of the state approximated by @ is given by

. N N N P P77
E=C@|A|®)= ¥ &+ 3 ¥ (Jg=dmpmKn)+ 3 -

i=1 i=1 j>i I=1 m>1 Ttm

(49)

Note that the first two summations over electronic indices are not simply the
sum of all of the one-electron energies for the N electrons in the system, as
the sum of the Coulomb and exchange terms in the total energy is made with
i<j to avoid counting these terms twice. This means that measured binding

energies (which will be shown shortly to be very close to the e’s in value)

- cannot be directly used to determine total energies and hence such quantities
as reaction energies. '

Mannl% has compiled very useful tables of accurate Hartree-Fock
calculations for all atoms in the periodic table. These include one-electron
energies, Slater F¥ and G* integrals for calculating Jiy and Kj;, radial
expectation values, and wave-function tabulations. Herman and Skillman®3
and Carlson et al.101 have also calculated energies, radial expectation values,
and local one-electron potentials for all atoms, using a Hartree-Fock Slater
approximation with relativistic corrections. :

In utilizing the Hartree-Fock method for computing binding energies, the
most accurate procedure is to compute the difference between Ef(N—1, K)
and EYN) corresponding to the Hartree-Fock wave functions ¥/(N—1, K)
and ¥¥N), respectively. In the one-electron-orbital picture provided by this
method, the final-state wave function can be characterized as having a hole
in the kth subshell, and, for a closed-shell system with all ¢;’s doubly occupied,
the overall index K can be replaced simply by k. As the photoemission process
by which this hole is formed occurs on a time scale very short compared to
that of nuclear motion (~10-16s compared to ~10713s), the nuclear
positions in ¥#(N—1, K) can be assumed to be identical to those in ¥i{(N),
and the nuclear-nuclear repulsion sum in Eq. (49) will thus cancel in an
energy difference. However, the ion left behind by the exiting photoelectron
may not possess a nuclear geometry consistent with the ionic ground-state
vibrational motion, an effect which leads to the possibility of exciting various
final vibrational states. If the excitation is also fast in comparison to the
motions of the (N—1) passive electrons in ¥/(N—1, K) (a less rigorously
justifiable limit termed the “sudden approximation”), it is also possible to
show that various final electronic states can be reached. (See Sections IIL.D.1,

V.D.2, and V.E for more detailed discussions.) For now, only the electronic
ground state of the ion corresponding to the minimum binding energy will
be considered. In this usually dominant final state, it is expected that the
passive electrons will not have the same spatial distribution as those in
‘F_i(N) due to relaxation or rearrangement around the & hole. Although the
overall change in the spatial form of the passive orbitals due to relaxation
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around an inner hole is not large (for example, the mean radius of an atomic
orbital changes by only ~ 1-10%),192 the resulting change in energy can have
an appreciable effect on calculated binding energies. Such relaxation effects
can have significant consequences in interpreting binding energy data such as,
for example, chemical shifts, and they are discussed in more detail in Sections
IV and V.B. Hole-state calculations in which initial and final states are treated
with equal accuracy in the Hartree-Fock sense ‘have been performed by
various authors for atoms,193-105 small molecules,106~10% and inorganic
clusters.110 If binding energies determined in this way are corrected for
relativistic effects where necessary, very good agreement with experimental
core electron binding energies has been obtained. For example, an agreement
of approximately 0-2% is found between theoretical and experimental ls
binding energies of Ne (Ep¥(15s)=870 eV) and Ar (EpV(15)=3205 eV).103
Relativistic effects generally increase core electron binding energies, as well

as leading to spin-orbit splittings, and their magnitudes depend on the ratio

of the characteristic orbital velocity to the velocity of light.?3: 94 The atomic
Hartree-Fock Slater calculations of Herman and Skillman®® and Carlson
and Pullen® provide a direct tabulation of such corrections for all atoms as
determined by perturbation theory. For example, the correction for Cls
is only about 0-2 eV out of 290 eV (~0-08 %), whereas for the deeper core
level Arls, it is about 22 eV out of 3180 eV (~0-69%).

An additional type of correction which should in principle be made to any
type of Hartree-Fock calculation is that dealing with electron—electron
correlation. In connection with hole-state Hartree-Fock binding energy
calculations, the intuitive expectation for such corrections might be that
because the initial-state SCF calculation does not include favorable corre-
lation between a given core electron and the other (N —1) electrons, the
calculated E¢ value would be too large and thus that the binding energy
Ep¥(K)=Ef(N—1, K)—E{N) would be too small. However, in comparing
relativistically-corrected hole-state calculations on several small atoms and
jons with experimental binding energies, the remaining error due to corre-
lation has been found to change sign from level to level within the same
system.103, 111 Such deviations from simple expectations appear to have
their origins primarily in the different types of correlation possible for final
hole states in different core or valence levels. For example, Ep¥(ls) for Ne
shows a correlation correction 8FE¢orr in the expected direction (that is, so as
to increase Ep) of approximately 0-6 eV out of 870-2eV (~ +0-079%)112
whereas 8Eecorr for Ep¥(2s) acts in the opposite direction by approximately
09 eV out:of 48:3 eV (~ —1-8%).111 For core levels in closed-shell systems
such as Ne, such corrections can be computed approximately from a sum
of electron pair correlation energies (i, j) calculated for the ground state of
the system.11l For example, in computing the ls binding energy in Ne, the
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correction has the form of a sum over pair correlation energies between the
Is electron and all other electrons in the atom. Such correlation energies
are dependent upon both overlap and spin orientation, as the exchange
interaction partially accounts for correlation of electrons with parallel spm
For Nels, this sum is thus:

8Eco"'= €(1S¢, IS,B) -+ 5(].5'&, 2Szx) + G(IS“, 2S‘B) ) .
+ 3e(1se, 2par) 4 3e(Lse, 2pB) (50)

with values of e(lse, 1s8)= +1-09 eV, e(lsa, 25¢)= +0-01 eV, e(lse, 258)=

+0-06 eV, e(lsx, 2pa)= +0-11 eV, e(lsx, 2pB)= +0-15 eV. Note the smaller
magnitudes of «(i, /) for electrons with parallel spins. Also, it is clear that
most of the correlation correction arises from the strongly overlapping 1s
electrons. Equation (50) is only a first approximation, however, and -more
exact calculations involving explicit estimates of all types of correlation in
both Ne and Ne+ with a s hole give better agreement with the experimental
Is binding energy.!12 The experimental value is EpV(ls)=870-2¢V, in
comparison to 8Ecorr=1'9 ¢V, EpV(15)=870-8 eV based on Eq. (50)i1L
and 8Eorr=06 eV, EpV(15)=870-0 eV based on the more accurate calcu-
lation.112 8Ecorr is decreased in the latter calculation primarily because of
correlation terms that are present in Net but not in Ne. The sum of pair
correlation energies (i, /) in Ne+ is larger than that in Ne by about 309,
and other terms not describable as pair interactions are present in Ne+
but not Ne.

Aside from verifying that Hartree-Fock hole-state energy difference
calculations can yield very accurate values for core electron binding energies
in atoms and molecules, such investigations have also led to another important
consideration concerning the final hole state formed by photoelectron
emission. This concerns the correct extent of delocalization of the hole, which
is implicitly assumed to have a symmetry dictated by the entire nuclear
geometry (or to exhibit a maximum degree of delocalization) in the diagonal
Hartree-Fock method discussed here. Hole-state calculations by Bagus and
Schaefer!%? have shown that core-orbital holes will tend to be localized on one
atomic center, as opposed to being distributed over all centers as might be
expected in certain cases from a linear-combination-of-atomic-orbitals
(LCAO) Hartree-Fock calculation including all electrons. In the simple
example of Os, a hole in the log or loy molecular orbitals (which can be
considered to a very good approximation to be made up of a sum or difference
.of 1s atomic orbitals on the two oxygen atoms, respectively) is predicted by
such a calculation to result in a net charge of +4e on each oxygen atom in the
molecule. However, Snyderl98 has pointed out that such a state does not
minimize the total energy associated with the final state Hamiltonian. Thus,
the lowest energy state is found97? to localize the ls core hole entirely on
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either oxygen atom. These pairs of equivalent final states (which no longer
possess one-electron orbitals with the full symmetry of the molecule) yield
the correct values of Ef(N—1, K) for computing binding energies. For Og,
the localized hole-states yield a value of Ey»Y(1s)=542 eV, in comparison with-
an experimental value of 543 eV, and a delocalized hole-state value of 554 V.
Thus; localizing the hole represents a large correction of 12 eV (~2-2%).
More recently, Cederbaum and Domckel18 have shown from a more rigorous
point of view why the use of such localized core-hole states is valid.
Although localization of final-state core holes is thus to be expected in
general, the question of localization becomes more complex in dealing with

““valence electrons in molecules or solids. Molecular orbitals with lone-pair

character or which exhibit a predominance of atomic-orbital make-up from

_' a single atom in an LCAO description are inherently localized, even though
they are describable in terms of the overall symmetry species of the molecule,

and such orbitals would be expected to exhibit hole localization to a great

- degree. Other molecular valence hole states may or may not show localization

that déviates significantly from a description with full-symmetry molecular
orbitals. Similarly, the spatially-compact 4f valence levels in solid rare-earth
elements and compounds are found to yield highly-localized hole states, as is
evidenced by the atomic-like multiplet splittings observed!4 (see Section V.C).
The valence d electrons in solid transition metals and their compounds or the
valence electrons in free-electron-like metals may not always be so simply
described, however. Nonetheless, Ley ez al.113 have concluded that, even for
the highly delocalized valence states of free-electron metals such as Li, Na, Mg,
and Al, the energy associated with final-state relaxation around a valence hole
can be calculated equally well in terms of either a localized- or delocalized-hole-
state description; in this case, however, the delocalized hole state is still best
considered to be an itinerant localized hole propagating through the solid.
Although a localized-orbital description of the initial state can always
be obtained from a Hartree-Fock determinant by means of a suitable unitary
transformation of the various orbitals ¢; without changing the overall
N-electron determinantal wave function or total energy,!!¢ the transforma-
tion is not unique. Payne!l? has also recently presented a new method for
performing molecular Hartree-Fock calculations in which relatively unique
localized-orbital character is built in by constraining each LCAO molecular
orbital to be composed only of atomic orbitals centered on a small set of
nearest-neighbor atoms. Although either of these two procedures for obtain-
ing localized initial-state orbitals can provide chemically intuitive and trans-
ferable bonding orbitals between two or three bonding centers,118. 117 it is

" not clear that they would necessarily lead to a more correct description of

the final state with one electron removed. More theoretical and experimental
work is thus necessary to characterize fully the best one-electron-orbital
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description of the final states of many systems, if indeed such a one-electron
picture is always adequate or necessary.

In order to avoid the difficulties associated with hole-state calculations in
determining binding energies, a very often used approximation is to assume
that Koopmans® Theorem well describes the relationship between initial and
final state total energies. The basis of this theorem is the assumption that the
initial one-electron orbitals ¢; making up the determinant %) are precisely
equal to the final orbitals ¢;" making up ®#(N —1, k) with a single k-subshell
hole. The final state total energy Ef(N —1, k) can then be calculated from the
formula for E¥N) [cf. Eq. (49)] simply by eliminating those terms dealing
with the electron occupying the kth orbital initially. This procedure leaves
as the Koopmans’ Theorem value for EA(N—1,k) (neglecting nuclear
repulsion):

N N -
Ef(N—1, k)XT= &+ Y Y (Jy—0m,, m,Kip)
L

i#k j>i,j#k

N N
«®+ ) Y, (Jy—3m, m, Ki)

i=1 j>i

N .
- Y (Jix—¥nm_, m,, Kix) ‘ (5D
i=1 ’
The Koopmans® Theorem binding energy of the kth electron is then by the
difference method [cf. Eq. (22)], -

EvY(k)XT=Ef(N—1, k)KT—Ei(N)
= —ex0— Z (Vi —Om,,» m, Kix)

or, making use of Eq. (47) for the orb1ta1 energy eg,
EpV(k)ET= — ¢ (52)

Thus, the binding energy of the kth electron is in this approximation equal
to the negative of the orbital energy ¢;. For bound-state orbitals e is negative,
so that the binding energy has the appropriate positive sign. This result is
Koopmans® Theorem, as is indicated by the superscript KT. In reality, the
relaxation of the (N — 1) passive orbitals about the k hole iri the ionic ground
state will tend to lower Ef(N—1, k)XT, and thus, as long as relativistic and
correlation corrections are not too large, binding energies estimated with
Koopmans’ Theorem should be greater than the true values. If the error due
to such electronic relaxation is denoted by 8FEreiax> 0, then a binding energy
can be written as (neglecting relativistic and correlation effects):

EpV(k) = EuV(k)XT— 8Eretax
= €p— 3Erelax (53)
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It should be noted, however, that Koopmans’ Theorem as it is derived here
applies only to closed-shell systems (that is, systems that are adequately
represented by a single Slater determinant with doubly-occupied one-electron
orbitals), or to solids which contain many electrons in highly delocalized
valence orbitals with quasi-continuous energy eigenvalues. For any other case,
there will in general be several possible couplings of spin- and orbital-
angular momenta in the open shell or shells, and each distinct coupling
will give rise to a different initial or final state energy. These states in atoms
might, for example, be described in terms of L, S coupling, and would
in general be represented by a linear combination of Slater determinants.118
Although each of these determinants would have the same gross electronic
configuration (for example, 3d5), various possible combinations of ms= +%
and m; would be possible within the open shells. Provided that final-state
relaxation is neglected, Slater!l® has pointed out that a binding energy
EwV(k)EKT computed as the difference between the average total energy for

- all states within the final configuration and the agverage total energy for all

states within the initial configuration is equal to the one-eléctron energy ex
computed from an initial-state Hartree-Fock calculation utilizing Coulomb
and exchange potentials averaged .over all states possible within the initial
configuration. This we can write as

EpV(k)ET=Ef(k)KT—Fi= — ¢ (54)

and it represents a generalization of Koopmans’ Theorem to open-shell
systems. The various final states discussed here are the cause of the multiplet
splittings to be considered in Section V.C,

Although the orbital energies ex in Koopmans Theorem as stated here
refer to fully delocalized orbitals, Payne!l? has recently pointed out that
near-Hartree—Fock calculations in which different atomic-orbital basis sets
are chosen for different molecular orbitals to yield effectively localized final
results also yield a set of one-electron energies that can be interpreted via
Koopmans’ Theorem. As these one-electron energies are not the same as
those for fully delocalized orbitals, it is thus of interest to determine whether
any such localization effects are clearly discernible in experimental valence
binding energies. '

The most direct way of calculating 8Ere1ax is of course to carry out SCF
Hartree-Fock calculations on both the initial and final states and to compare
EyV(k) as calculated by a total energy difference method with EpV(k)XT= — ep.
Such calculations have been performed by various authors on both atoms
and molecules.3. 104-109 As representative examples of the magnitudes of
these effects, for the neon atom, EpV(15)=868-6 eV and E,V(Ls)XT=891-7eV,
giving 3Erenax~23 eV (~2:6%), and EpxV(25)=49-3 eV and EpV(25)KT=
52-5€eV, giving 8Ereax~3eV (~6-0%). Effects of similar magnitude are
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found in the s levels of molecules containing first-row atoms.106. 109 Ajso,
in certain cases, the presence of a localized hole may cause considerable

valence electron polarization relative to the initial state.106.107, 110 Thus

8Fre1ax lies in the range of 1-10 9 of the binding energy involved, with greater
relative values for more weakly bound electrons. Several procedures have
also been advanced for estimating §Ere1ax10%+ 119-121 and these are discussed
in more detail in Section V.B. It has also been pointed out by Manne and
Aberg? that a Koopmans’ Theorem binding energy represents an average
binding energy as measured over all states K associated with emission from
the kth orbital, including those describable as both ‘“‘one-electron” and
“multi-electron” in character. This analysis is discussed in more detail in
Section ITI.D.1. Implicit in the use of Koopmans’ Theorem is the idea of a
predominantly one-electron transition in which the (N— 1) passive electrons
are little altered.

To summarize, the use of Hartree—Fock theory and Koopmans’ Theorem
permits writing any binding energy approximately as

E bv(k) = — ex— 8Erelax + OErelat + SEcorr (55)

in which 8Erelax, 8Erelat, and 8FEqorr are corrections for relaxation, relativisitic
effects, and correlation effects, respectively.

C. More Accurate Wave Functions via Configuration Interaction

In explaining certain many-electron phenomena observed in XPS spectra
it is absolutely essential to go beyond the single-configuration Hartree~Fock
approximation, and the most common procedure for doing this is by the
configuration interaction (CI) method.!?2 In this method, an arbitrary
N-electron wave function ¥(N) is represented as a linear combination of
Slater determinants ®;(N) corresponding to different N-electron con-
figurations:

¥Y(N)= Zl CiPs(N) (56)

The coefficients Cj, and perhaps also the set of one-electron orbitals ¢;
used to make up the ®;’s, are optimized by seeking a minimum in total
energy to yield a more accurate approximation for ¥'(N). In the limit of an
infinite number of configurations, thé exact wawe function is obtained by
such a procedure. In practice, the dominant C;’s are usually those multiply-
ing determinants with the same configurations as those describing the
Hartree-Fock wave function for the system.

For example, for Ne, a highly accurate CI calculation by Barr involving
1071 distinct configurations of spatial orbitals!?3 yields the following absolute
values for the coefficients multiplying the various members of a few more
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important ‘configurations: ®;=1522522p%=Hartree-Fock configuration—
0-984; Qo= 1s522512p6351—0-005; ©3=1522522p53p—0-009; ©4= 1522522p44p?
—0-007-0-030; and ®5= 1522522p*3p4p—0-007-0-022. Approximately 70

. distinct configurations have coefficients larger than 0-010 in magnitude, but

only that for ®; is larger than 0-030. .

Manson?! has discussed the influence of configuration interaction on the
calculation of photoelectron peak intensities (see the more detailed discussion
in the next section), and in particular has noted that it may be important to
allow for CI effects in both initial and final states. Specific effects of configura-

- tion interaction in XPS spectra are also discussed in Sections V.C and V.D,

as well as in the chapter by Martin and Shirley!4 in this series.

D. Transition Probabilities and Photoelectric Cross-sections

1. General Considerations and the Sudden Approximation. In order to
predict the intensities with which various photoelectron peaks will occur, it is
necessary to calculate their associated transition probabilities or photoelectric
cross-sections. The photoelectric cross-section o is defined as the transition
probability per unit time for exciting a single atom, single molecule, or solid
specimien from a state Y4(N) to a state ¥/(N) with a unit incident photon
flux of 1cm-2s-1. If the direction of electron emission relative to the
directions of photon propagation and polarization is specified in Y#(N), as
well as perhaps its direction of emission with respect to axes fixed in the
specimen, such a cross-section is termed differential, and is denoted by
do/dQ. The differential solid angle dQ is that into which electron emission
occurs, and it is indicated in Fig. 7. From do/dQ for a given system, the total
cross-section for electron excitation into any direction is given by .

do
o=f 5 (57)

Such differential or total cross-sections can be calculated by means of time-
dependent perturbation theory, utilizing several basic assumptions that are
discussed in detail elsewhere124-131 and reviewed briefly below.

In a semi-classical treatment of the effect of electromagnetic radiation on an
N-electron system, the perturbation A’ due to the radiation can be approxi-
mated in a weak-field limit as:181 - )

A'=—" (5-A+A-p) (59)
2mce

in which p= — iV and A=A(r, ¢) is the vector potential corresponding to the

field. For an electromagnetic wave traveling in a uniform medium, it is.

possible to choose A such that V-A=0 and thus j-A=0, so that in all
applications to XPS it is appropriate to consider only the A-p term in Eq.
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(58). (In UPS studies of solids, it has, however, been pointed out that the
change in properties near a surface can result in a “surface photoeffect” due
to the p-A term.132) The electromagnetic wave is further assumed to be a
traveling plane wave of the form:

A(r, t)=eAq exp [i(kny T —27v1)] (59)

where e is a unit vector in the direction of polarization (e is parallel to the
electric field E), A¢ is an amplitude factor, ks, is the wave vector of pro-
pagation, Ikhv| =2ax/A, and A is the wavelength of the radiation. Within this
approximation the transition probability per unit time for a transition from
Yi(N) to WH(N) can be shown to be proportional to the following squared
matrix-element124, 131

N 9
| M|z~ | x| 3 A(l'i)'ﬁillw(N»l

. :
=#242 (60)

N
CYIN)| Y exp (ikn-ri)e- Vi [ FUN))
i=1

in which the time dependence of A has been integrated out and the integration

remaining in the matrix element is over the space and spin coordinates of all .

N electrons. The intensity or photon flux of the incident radiation is pro-
portional to A¢2. If the final state ¥/(N) corresponds to electron emission
with a wave vector k/ (or momentum pf=#k') oriented within a solid angle
dQ (cf. Fig. 7), the differential cross-section can then be shown-to be:124

deo 1
aa ¢ (7)

in which C is a combination of fundamental constants, and A¢? is eliminated
in the normalization to unit photon flux. In dealing with atoms and molecules,
it is often necessary to sum further over various experimentally-indistinguish-
able symmetry-degenerate final states, and to average over various symmetry-
degenerate initial states to determine a correct cross-section. If the degeneracy
of the initial state is g; and if each such initial state is equally populated, this

yields
de C/1
w5 () 3

Also, if unpolarized radiation is utilized for excitation, a summation or
integration over the various possible orientations of e is necessary in deriving

do/dQ, yielding finally a summation ) in Eq. (62). Furthermore, for a
ifie

- randomly oriented set of atoms or molecules as appropriate to studies of

gaseous- or polycrystalline-specimens, do/d€Q2 must also be averaged over all

CYAN)| i exp (iKnyxi)e-Vi | PHN)) : (62)
i=1

HAN)| T, exp (kny e VTN | (61)
i=1 ) -
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possible orientations of the target system with respect to each possible
relative geometry of the radiation and the emitted electron.

A final point of general concern is the influence of nuclear motion, speci-
fically vibration, on such cross-sections. If the Born~Oppenheimer approxi-
mation [Eq. (26)] is valid and the influence of the perturbing radiation on

dQ

Photoelectron

>
-sfzhkf
Radiation

Polarized-

33 Target atom/molecule

Unpolarized-

Fig. 7. General geometry for defining the differential cross-section do/dQ, showing both
polarized and unpolarized incident radiation. The polarization vector e is parallel to the
electric field E of the radiation. In order for the dipole approximation to be valid,
the radiation wave length A should be much larger than typical target dimensions (that
is, the opposite of what is shown here).

the nuclear coordinates is neglected, the differential cross-section [Eq. (62)]
becomes:

de C/[1 N _ e
a0 g h‘u) 2 | D] 3, exp (Bhns-rie- Ve[ TN
: |CEnd(P) [ vk (P |2 (63)

in which the squared overlap between the initial and final vibrational wave
functions is simply a Franck-Condon factor. Vibrational effects in XPS

spectra are discussed in Section V.E. Only the electronic aspects of matrix -

elements and cross-sections are considered further here.
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In proceeding further, it is assumed that the photor} wavglength A ﬁs Iz)lucot;
larger than the typical dimensions of the system, which will genera y be f
the order of a few A. This is a reasonably good, although borderhr}e, apprO).(;
mation for MgKe or AlKa« x-rays with /\z. 10 A: Tl.ns assumptlg; .perml ]
treating exp (ikn, Ti) as unity in the integration, yielding for Eq. (62): .

de C/1
d—sz‘;(ﬁ) 2

and is termed “neglect of retardation” or ‘“the dipolfa approximfitlon . 15;
further convenience that thus arises is being able to write the matrix elemen
in Eq. (64) in any of the three forms:124

: 2 .
e (¥I()| % V| FUNY) (64
i=1 .

N 7 N T,
CPIN)| 3, V[ FNy = CPD| 2 AT

m(hv) y y
- CPANY| Y v | FUN))
i=1

L | Vb [F)D (65)
14 i=1 .

The equality of these three forms can be proven ‘Py means of cor;;;nu?a:llc;r;
relations for the exact wave functions correspondl‘r‘lg to any H,a;ml (‘)‘I’(liI.a o
the form of Eq. (24); the first form is denoted ‘mogw.ntum or1 ;pc; e
velocity”, the second “dipole-length”, and the thlrd. dipole-acce grai) 1othé
In the last form, V=V(rs, T2, - ry) is the potential re'presente by the
electron—electron repulsion and electron-nuclear attraction terms 1n
Ha:ll“ttlll;trzn;?: .several levels of accuracy that can be used for the evalua}tlo? ;)rfl‘
matrix elements such as those in Eq. (64). The most often used a;;lproxml.asion
begins by assuming a strongly “one-electron” chgracter for. thg p o(tioelztsf on
process, and represents the initial state as an .antl.symmetrlze produc of e
“active” kth orbital ¢x(1) from which emission is as51‘1‘med ‘to ,?ccl:urtr a <
(N —1)-electron remainder ¥ r(N — 1) representing the “passive” electrons:

wi(N) = Ae(D)xi(1), TrW—1)
VIn the weak-coupling limit, the final state is further given very accurately by
PrN) = A(¢)x(1), TN -1)) (67)

where for brevity the index K (or most simgly k) on tt}e ionic wave fur(lictlon

Y/(N—1) has been suppressed, and f specifies the klr}etlc energgf aln fairll)y

additional quantum numbers necessary for the cc.)ntl-nuum orbita q.S_d O;
. If it is further assumed that the primary k — f excitation event is rapi

(66)
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“sudden” with respect to the relaxation times of the passive-electron prob-
ability distribution, the evaluation of N-electron matrix elements for a
general one-electron transition operator ¢ depending only on spatial coordi-
natés (such as any of those in Eq. 65)) yields:90, 131

N
AN | ; 3| FUND> = <D |2 | $u(DD>CEAN— D [ FR(N—1)>  (68)

The use of this expression is often termed the ‘“sudden approximation”,

~ and it has proven to be very successful for predicting the intensities of various

types of many-electron fine structure observed in XPS spectra (see, for
example, Sections V.C, and V.D). Transition probabilities and cross-sections
are thus in this limit proportional to

[<$7(1) 2] $x(D)> |2 [ CEAN = 1) [ Fr(N—1)> |2 (69)

‘and involve a one-electron matrix element and an (N— 1)-electron overlap
integral between the ionic wave function and the passive-electron remainder.
¥r(N—1). It should be noted that ¥r(N—1) is thus not a valid ionic wave
function, but rather a non-unique “best” representation of the initial-state
passive electrons. In order for the overlap integral to be non-zero, symmetry
requirements further dictate that both ¥/(¥N—1) and ¥r(N— 1) must corre-
spond to the same overall irreducible representation; this is the origin of the
so-called “monopole selection rule”, which is discussed in more detail in
Section V.D.2,

Tt is necessary also to consider criteria for determining whether the sudden
approximation can be used or not.133.134 If the excitation from a given
subshell k gives rise to a set of final state energies Ef(N—1, K); K=1,2, ...,
then the simplest criterion for the validity of the sudden approximation is
that133

t

[EA(N—-1, K)—EAN—-1, K)]'/fi<] (70)

where +’ is the time required for the £'— f photoelectron to leave the system,
and K and K’ can range over any pair of final energies with significant
intensity in the set. As an indication of the orders of magnitude occurring in
this inequality, for a typical x-ray photoelectron of Eyxin=1000 eV, v/c~0-06
or va2 x 10? cm/s. For a typical atomic diameter of 2 A, the escape time can
thus be roughly estimated as 7'~ (2 x 10-8)/2 x 109)~ 10-17 s, Thus, 7'/A~ 1/65
eV-1 and for final state separations much larger than 10 eV, the sudden
approximation would appear to be violated. However, calculations by
Abergl3 and by Carlson, Krause, and co-workers35 using the sudden
approximation have given reasonable agreement with experiment for several
systems for which this inequality was not: fully satisfied. On the other hand,
Gadzuk and Sunjic!34 have considered in more detail the question of transit
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times and relaxation times in XPS, and have concluded that even the typical
excitation energies in XPS of ~1-5 keV may not be sufficient to reach fully
the sudden limit. This question thus requires further study. '

An alternative, and in certain respects more general, description of the
initial and final states in the transition matrix element is to use single-
determinant Hartree-Fock wave functions. If these are calculated accurately
for both states, thus including relaxation effects, the relevant wave functions
are

WHN)=A($1x1, $aX2s .., PuXks --., SNXN) (71)
WIN)=A($1'X1, $2'Xz, .oy DX, ..., IN'XN) (1)

and the transition matrix element becomes!36, 137
N
AN | _Zl (PN =Y D {pun'(1)[t|$al(1)>DFi(m | ) 73)

where the double sum on m and # is over all occupied orbitals and D7i(m |n)
is an (N—1) x (N—1) passive-electron overlap determinant. Df(m |n) is thus
equal to the signed minor formed by removing the mth row and sath column
from the Nx N determinant Dft whose elements are overlaps between
initial- and final-state one-electron orbitals.- That is, the pg element is
(Dﬁ)pq=(¢p’xp|¢qxq>. Many of the N2 matrix elements contributing to
Eq. (73) are zero or near-zero for three reasons: (1) one-electron matrix-
element selection rules associated with (¢m’(1)|? |¢n(l)>; (2) monopole
selection rules arising from the one-electron overlaps {($,'xp |¢qxq>, since ¢p’
and ¢, must have the same spatial symmetry and the spin functions x» and
xq must be equal for the overlap to be non-zero; and (3) the near ortho-
normality of the passive-orbital sets éi, ..., ¢x_1, Pry1,....,¢n and &1,
cees BE1'y PEal’s -oer @', SO that ($p'|$p>~1-0 and {¢p'|ds>~0 for p#gq.
Additional matrix elements corresponding to transitions other than k — f
that cannot be ruled out on these bases have furthermore been shown by
Aberg!33 to be negligible for a high-excitation-energy limit, which leaves
finally a first-order result analogous to the sudden-approximation expression

N
CYIN)| Y 1 [WHN)> =<$7(1) [t | (1)) DTi(f | k) (74)
i=1
Various methods for calculating such overlap determinants for atoms

have been investigated by Mehta et a/.,192 and it has been concluded that the
use of a diagonal-element product is accurate to within ~1-29%:

¢ (75)

N N
CEAN) | _; 1 |'FHN)> =<4/(1) ?]¢k(1)>._lz_¢k<¢1'
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Proceeding one step further to an unrelaxed, “frozen orbital”, or “Koopmans’
Theorem” final state in which ¢;'=¢; for j#k finally leads to the simplest
approximation for such matrix elements:

N
CEAN) | .Zl B[ TN =<$(D) 2| (1)) (76)

The majority of matrix element and cross-section calculations to date have
used this last form.

At the level of sudden approximation calculations utilizing Eq. (68) or
(74), two experimentally useful spectral sum rules have been pointed out.
The first states that the weighted-average binding energy over all final ionic
states W/(N—1, K) associated with a given primary k — f excitation _is
simply equal to the Koopmans’ Theorem binding energy of —ex. That is,
if I is the intensity of a transition to ¥'#(N —1, K) corresponding to a binding

.energy Eu(K), then

—ex= ;IKEb(K)/;IK= ; [<¥HN—1, K) [ FR(N-1)>|2En(K) (77)

This was first pointed out in connection with XPS by Manne and Aberg,?°
and has also been derived in a somewhat different context by Lundquist.!38
The significance of this sum rule is illustrated in Fig. 8, and it requires that,

Adiabatic
peak

EY (k)

€onr’
relax

-€,
s
l“ Shake—up —ul

—---— Shake—off 4’{

2 7 7=
Total Area
o ay (frozen-orbital)

+———— Binding Energy

Kinetic Energy ———»

Fig. 8. Schematic illustration of a photoelectron spectrum involving shake-up and shake-
off satellites. The weighted average of all binding energies yields the Koopmans’ Theorem
binding energy — ex [sum rule (77)}, and the sum of all intensities is proportional toa
frozen-orbital cross section oy [sum rule (78)]. The adiabatic peak corresponds to formation
of the ground state of the ion [Ev(k)1= En(K=1)].

T B R T L T T T T L IR

Py

a5SanaToa

=,

T R I R T SRR A A R AT Az

SERICEANENERT Y




46 : C. S. FADLEY

in order for relaxation to occur in forming the lowest-binding-energy
“primary” or “adiabatic” final state corresponding to the ionic ground state,
excited ionic states .corresponding to binding energies higher than —eg
must also arise. The peaks due to these states have been variously called
“shake-up”, ‘‘shake-off”’, ‘“‘many-electron transitions”, ‘“configuration-
interaction satellites”, or ““correlation peaks”, and more specific illustrations
are given in Section V.D. The high-intensity lowest-binding-energy peak has
often been associated with a “one-electron transition”, although this name
is unduly restrictive in view of the inherently many-electron nature of the
photoemission process. Thus, the intimate relationship between relaxation
and correlation is demonstrated, although it still is possible to determine
uniquely a relaxation energy with initial- and final-state Hartree-Fock wave
functions that are often assumed to be uncorrelated in the sense that Eeorr
is measured relative to them. The second sudden-approximation sum rule
deals with intensities, and it states that the sum of all intensities associated
with the states ¥7(N— 1, K) is given by

Tot= Y, Ix=
K

=C|<H D) |2|de(1)>]2 ‘ ‘ (78)

where C is a constant for a given photon energy. One experimental con-
sequence of this sum rule is that matrix elements and cross-sections calculated
with unrelaxed final-state orbitals and thus using Eq. (76) apply only to
absolute intensities summed over all states ¥/(N—1, K), as was first pointed
out by Fadley.18? Thus, absolute photoelectron intensities for the usually-
dominant ionic-ground-state peaks may be below those predicted by un-
relaxed or frozen-orbital cross-sections, as has been noted experimentally
by Wuilleumier and Krause;139 by contrast, x-ray absorption coefficients,
which inherently sum over all final states for a given k — f excitation, are
well predicted by unrelaxed cross-sections.13?

At a higher level of accuracy than any of the approximations discussed up
to this point, configuration-interaction wave functions can also be used in
the calculation of matrix elements and cross-sections.!: 127 In particular,
Manson9! has discussed in a general way the effects that this can have,
pointing out several mechanisms by which calculated intensities can
be significantly modified by the inclusion of CI in the initial-state wave
function and the final-state wave function. For computational convenience,
it is customary (although not essential) to use the same set of orthonormal
one-electron orbitals ¢y, ¢, ..., éur (M > N) in making up the configurations
of both initial and final states. This apparent lack of allowance for relaxation
in the final state can be more than compensated by using a large number of
configurations with mixing coefficients C;* and C;f that are optimized for
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both states: )
Pi(N)= Y, C#D#(N) (79)
j .

FAN)= 3, Cnf O/ (N) (80)

The exact expressions for matrix elements determined with such wave
functions are rather complex, particularly if more than one continuum orbital
is included, corresponding to an allowance for continuum CI (also referred
to as interchannel coupling or close coupling).?! Although such continuum
effects may be important in certain special cases (see Section V.D.5), several
many-electron phenomena noted in XPS spectra can be well explained in
terms of only initial-state CI and final-state-ion CI. In visualizing these effects,
it is thus useful to take a sudden approximation point of view, in which a
single primary k — f transition is considered and the individual con-
figurations ®;4(N) and @, (N) are thus written as antisymmetrized products
with forms analogous to Eqs (66) and (67):

P(N) = A(Bx(Dxr(1), @AN—1)) 9

o/ (N)=A(F(Dx/(1), O (N 1)) 82)

In these equations, the (N—1)-electron factors can if desired be indexed
identically, so that, for the fixed one-electron basis set, @;4(N— 1) =@, (N —1)
if j=m and thus also <®;4(N—1) |<I>mf(N —1)>=28;m. Matrix elements in this
limit are then given by repeated application of Eq. (68) as

N .
CEW)| _Zl 1 FUNY> = <H(D) |2 ]I X (G*C] (83)

Thus, the mixing of various configurations into either the initial or final states
can affect the observed intensity of a given final state appreciably, as it is only
if a certain configuration has a non-zero coefficient in both states that it will
contribute a non-zero (C;f)*Cj;¢ product. For the useful limiting case in
which a single configuration j=1 dominates the initial state, then Cf¢~1-0,
Csi~0 for j#1, and the square of the matrix element (83) for transitions to.a
given ﬁnal state is simply

CEIN) | % | PUN)Y 20c|C1f|2 (84)
i=1

(If relaxation is permitted in the final-state one-electron orbitals, then overlap
integrals of the form {®n/(N—1)|®N—1)>=S;» must be computed,!4
and Eqgs (83) and (84) become more complex. However, in general Sym = 8jm.)
Such CI effects are important in understanding the simplest forms of multiplet
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splittings (Section V.C), many-electron effects in multiplét splittings (Section
V.C), and the intensities of various many-electron satellites (Section V.D).

The inherent requirement of relaxed final-state orbitals in sudden approxi-
mation calculations using single-determinant Hartree-Fock wave functions
has led to a certain amount of confusion when comparing this model with
the results of CI calculations. Manson,®! for example, has pointed out that
the use of relaxed final-state orbitals in such single-determinant calculations
yields matrix elements of no higher accuracy than those resulting from the
inclusion of only a limited form of initial-state configuration interaction.
Thus, there are several types of effects that can only be adequately discussed
in terms of a more complete CI treatment.

In the next three sections, matrix element and cross-section calculations
for atoms, molecules, and solids are discussed at the often-used level of
unrelaxed final-state orbitals that results in Eq. (76).

2. Atoms. For a closed-shell atom in the limit of no final-state passive-
electron relaxation and a non-relativistic Hamiltonian, each emission event is
characterized by a well-defined transition from spin-orbital ¢xXx=bnimXm,
to spin-orbital ¢/xf=@gfifm xmf, where Ef is the photoelectron kinetic
energy hv— EpV(nl). The usual dipole selection rules then require that

Al=l—l=+1 (85)

Amy=mf—m;=0, +1 (86)
Ams=msf—ms=0 :

Photoemission is thus divided into two “channels” for If=/+1 and If=/—1,
with the /4+1 channel usually being much more important at XPS energies.

The most commonly encountered experimental situation is a collection of
atoms whose orientations are random with respect to one another that is
exposed to a flux of unpolarized radiation with an angle « between the
propagation directions of the radiation and photoelectron (cf. Fig. 7).
For this situation, the total photoelectric cross-section for all events involving
emission from a given »/ subshell can be calculated by summing transition
probabilities for. all possible one-electron events according to Eq. (63). A
general derivationl24, 126, 127, 140 then shows that the total subshell cross
section oy is, in the dipole-length form,14! given by

dragag?

3

in which ag Is the fine structure constant, g is the Bohr radius, and the
Ri+1(Ef). are radial matrix elements common to all one-electron dipole
matrix elements between ¢nim, and ¢gfifm f. ($uim, and ¢efifm f both have

omi(EN) = () IRA™(EN) + (1 + DR (E)] @®7)

|
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the general form of Eq. (36).) These radial integrals are given by
Ri(EN)= | Rui(r)rRef, 1s:a(Nr2dr= [ Pu(r)rPgf, 1ua(r) dr  (88)
0 0

where Pry(r)/r= Ru(r) is the radial part of the ¢nim, orbital and Pgf, 1z1(r)/r=
RE7, 141(r) is the radial part of the continuum photoelectron orbital ¢zfifm,f
The differential photoelectric cross-section for a given subshell is furthermore
given by the expression 124. 127, 140

q .
o (EN)= o [1=3Bu(E)Po(cos )]

dQ

= [1-+ 3au( )G sin? o 1)] (89)

where fni(EY) is termed the asymmetry parameter, « is the angle between
photon propagation direction and electron emission direction, and Pz(cos «)=
1(3 cos2 «—1). Bui(EY) can in turn be calculated from the radial integral
Ry11(Ef) and certain continuum-orbital phase shifts 6;+1(Ef) that represents
the shift in the sinusoidally oscillating character of Rz, 111(r) at large radii
relative to the continuum wave functions for a hydrogen atom at energy
Ef, The equation for B (EY) is

{{(I-=DRi_12(EN+({+ DI+ 2R 2(E) -

—6l(I+ 1) Ry 1(EN)R1_1(EY) cos [81,1(EN) — 8i_1(EN]}
QI+ DIR_L2EN+ (I + DR 12(ED]

and the term in cos [8;,1— 8;_1] represents an interference between outgoing
I+1 and /—1 waves. Such phase shifts are illustrated for C2p emission into
s and d waves at different 4v in Figs 9(d) and 9(e).

The allowed range for Bn; is —1 <8< +2. A positive value of 8 indicates
that photoelectrons are preferentially emitted at angles perpendicular to the
photon direction («=90°), whereas a negative value indicates preferential

(90)

.Bnl(Ef) =

emission either parallel or anti-parallel to this direction («=0° or 180°). -

A value of 8=0 yields an isotropic distribution. For s-electron emission,
/=0, and only transitions to =1 waves are possible. 8 is always +2 for this
case, yielding a differential photoelectric cross-section of the forin:

dUns(Ef )_Uns(Ef) .5

= in2
) ym in2e ©n

with maximum intensity at «=90° and zero intensity at «=0° and 180°.
For the other limiting case of 8=—1,
doni(E) oni(E)

« cos2 %)
7o) 4 % ©2
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Fig. 9. Radial functions P(r)=r - R(r) for (a) the occupied orbitals of atomic carbon and
(b)~(e) the continuum photoelectron orbitals resulting from C2p excitation at different
photon energies as indicated. Continuum wave functions for both allowed emission channels
are shown (/+ 1—d wave, /— 15 wave). Note the non-sinusoidal character near the nucleus,
and the decrease in the electron deBroglie wavelength Ae with increasing kinetic energy. The
definition of the phase shift 8;— 82+ is also indicated for Av=200-0 ¢V and 14866 eV.
In (a), the range of typical bond lengths between carbon and low-to-medium Z atoms is
also shown for comparison. (S. M. Goldberg and C. S. Fadley, unpublished results.)
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the 'photoelectron intensity is zero at #=90°, and has its maximum value at
6#=0° and 180°. No matter what the value of g is, the form of Eq. (89)

dictates that the distribution should be cylindrically symmetric about the

photon propagation direction.
Equation (89) is also equivalent to

dU'nl(Ef)
dQ

where 4 and B are constants given by - A=(onifdn)(1 —Bn/2) and
B=(onif4w)-3Bni/4. From an empirical determination of 4 and B, B can thus
be calculated from Br;=4B/(34+2B). A comparison between the function
predicted by Eq. (93) and experimental results made by Krause42 is shown in
Fig. 10. The parameters 4 and B have in this case been empirically adjusted
to give the best fit to data obtained for photoemission from Kr3s, Kr3p,
and Kr3d levels with MgKa x-rays. The data are reasonably well described
by Eq. (93), although a slight systematic deviation is apparent; this has been
associated with effects due to the breakdown of the dipole approximation

= A+ B sin« (93)

120 -
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Fig. 10. Experimental angular distributions of 35 (= M), 3p (= Ma, 3), and 3d (= My, 5)
photoelectrons excited from gaseous Kr with MgKa x-rays. The curves represent least-
squares fits to the data points of a relationship of the form of Eq. (93), in which A and B
were treated as empirical constants, (From Krause, ref. 142.)
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(neglect of retardation).142 Note that the 3s data are consistent with Eq. (91)
as expected. Also, a decrease in 8 with i increasing orbital angular momentum
is observed, although g is clearly positive for all three cases presented in
Fig. 10. Wuilleumier and Krausel3? have also presented a similar analysis
for Ne2p emission that extends up to XPS excitation energies.

Total atomic subshell cross-sections for photon energies relevant to
XPS have been calculated in various studies.126, 143-151 These calculations
have made use of both the non-relativistic theory outlined above, as well
as relativistic methods based upon the Dirac equation.l44. 145,151 Ip
the non-relativistic calculations, the method introduced by Cooper and
Manson!26, 146, 147 hag been most utilized: cross-sections are calculated
from matrix elements between initial-state orbitals determined in a Hartree—
Fock-Slater approximation (as those generated by Herman and Skillman
for all atoms)?3 and final-state orbitals determined from a one-electron
radial Schroedinger equation with a central potential V(r) representing the
interaction with the nucleus and (N —1) electrons in the ion (again of the
form determined by Herman and Skillman). More recently, Scofield15! has
- used a relativistic analogue of this procedure to calculate MgKo and AlKa
total subshell cross sections axi, ;=144 for all elements in the periodic table;
spin—orbit effects split each subshell into two j components with occupancy
2j+1. The use of such a cross-section tabulation in analyzing XPS spectral
intensities is discussed below in Section III.F.3.

"~ In general, it is found that for Av well above threshold, as is the case in
XPS measurements, transitions to //=/+1 are much more probable than
those to [f=[—1.126: 147 Thus, the term (/+ 1)R;;12(Ef) dominates the term
IRy 12(EY) in Eq. (87). Also, oni(Ef) is generally a decreasing function of
E? for hv well above threshold. However, large oscillations and minima in
the cross-section may occur as Av is increased above threshold.126, 146, 147
Such oscillations can be explained in terms of the changing overlap character
of an oscillatory Pni(r) and an oscillatory Pgf, 141(r) with changing E7.126
As Ef is increased, the effective wavelength of the radial oscillations in
Pg1, 111 decreases and the oscillations penetrate more deeply into the region
of non-zero Pri(r) “within” the atom. This effect is illustrated quantitatively
in Fig. 9 for continuum orbitals corresponding to emission from a C2p
subshell at Av=21-2, 40-8, 200, and 1486-6 €V, as calculated by Goldberg
and Fadley using the Manson/Cooper program. For a given Av, the matrix
element R;+1(E’) thus may consist of contributions due to the constructive
overlap of one or more lobes in Pni(r) and Pgf, 1+1. If, as Ef is varied, the
relative signs of the overlapping lobes change, R;11(Ef) may change sign,
and therefore at some kinetic energy intermediate between the sign change, a
zero or minimum in E;11(E7) and oni(Ef) can result. A corollary of this
argument is that atomic orbitals Pi(r) which exhibit no oscillations with r
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should show cross-sections which decrease smoothly with- increasing Ef
and exhibit no zeroes or minima.l26 Examples of such orbitals would be
ls, 2p, 3d, and 4f.

Comparisons of total cross-section calculations with experiment are often
made through the total atomic absorption coefficient for x-rays, which at
lower x-ray energies of <10 eV consists essentially of a sum over the several
subshell cross-sections. Such comparisons yield reasonably good agreement
between experiment and theory (~5-109%) -except near threshold where
hv e EyV(nl).187, 143, 145, 150, 152 Cooper and Manson!4? have also calculated
relative subshell cross-sections in XPS which compare favorably with the
experimental values of Krausel42 shown in Fig. 10.

Asymmetry parameter calculations have also been performed for various
atoms at the Manson/Cooper level, and the values obtained for Bni(Ef)
are also in reasonable agreement with experiment (~ +59%).147 Mansonl53
and Kennedy and Manson!4? have also pointed out that for certain subshells,
theory predicts that B.i(Ef) may exhibit large oscillations with Ef, Finally,
Reilman et al.154 have calculated B values spanning all elements in the periodic
table for the two common XPS x-rays MgK« and AlK«; interpolations in
this table can be made to any atomic subshell. Thus, the use of Scofield’s oy
values151 together with the B tables of Reilman et al.154 permits determining
a reasonably accurate differential cross-section for any situation encountered
in typical XPS experiments (even though it does represent a mixture of
relativistic and non-relativistic calculations). The data of Fig. 10 make it
clear that in order for comparisons of peak intensities in photoelectron spectra
to be meaningful, the angular geometry of the experiment must be known
and allowed for via da/dQ. Neglectmg the effect of the asymmetry parameter
is equivalent to assuming

doe o 04
dQ 4r ©4)
a relationship that is only rigorously true for a “magic-angle” experimental
geometry with Pa(cos &) =0 or a«=54-74°,

A further important point in connection with atomic cross-sections is that,
for systems initially possessing an open shell, the calculations outlined above
will represent a sum of cross-sections leading to the various allowed final
multiplet states (generally describable as L, S terms).125 Provided that these
multiplets are degenerate, no observable effects are suppressed by such a
summation. However, in many cases of both core-level and valence-level
emission, these multiplets are resolvable from one another, so that some
procedure within a one-electron-transition model is needed for predicting
the partitioning of the cross-section into the various multiplets. For emission
from a closed inner subshell, the weight of each multiplet is just its total
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multiplicity,155 so that .
Intensity «c (287 + 1)(2L7 +-1) 95)

For emission from a partially-filled valence subshell, more complex expres-
sions involving fractional parentage coefficients arise; these have been
discussed in detail by Cox and co-workers,1%5 156. and by Bagus, Freeouf,
and Eastman.15? These references include extensive numerical tables. It has

also recently been pointed out by Dill et al.158 that for emission from a given

nl subshell 8, may vary from mutliplet to multiplet, but such effects are
small enough to be neglected in first approximation.

Finally, it should be noted that, although all of the foregoing has assumed
randomly .oriented atoms (as would be characteristic of gas-phase or poly-
crystalline specimens), the situation of an array of atoms with definite
orientation can be important for the case of chemical bonding at a well-
defined single-crystal surface. Gadzuk!®® has considered the theoretical
expressions resulting for .oriented transition-metal atoms on surfaces, and
finds potentially significant effects on the angular dependence of photo-
electron emission from such atoms.

3. Molecules and Molecular-orbital Studies. In general, less is known both
experimentally and theoretically about molecular cross-sections, primarily
due to the greater difficulty of accurately calculating either the initial-state
orbitals or especially the final-state orbitals involved.

For core-level emission to typical XPS energies of a few hundred eV or
more, the use of atomic subshell cross-sections is probably a very good
approximation at the level of a one-electron model of photoemission, because
the initial-state orbital is very little altered by chemical bonding and the
final-state hole is highly localized and atomic-like, thus leading to a con-
tinuum orbital with very nearly atomic properties. (At very low energies of
excitation, it is interesting to note however, that even core levels are predicted
to show cross-section resonances due to molecular geometry.169) Based upon
theoretical calculations by Nefedov et al.,16! changes in the magnitudes of
core-level cross-sections with ionization state are further expected to be very
small (~0-1% per unit charge), although in some cases such effects could be
significant.

In valence-level emission, the determination of cross-sections becomes more
complex. The initial-state orbital ¢ is usually written as a linear combination
of atomic orbitals (LCAO): :

¢r= Y Caabar (96)

AX
in which k represents a symmetry label appropriate for the molecule (e.g.
20g Or 1my in Og), 4, is an atomic orbital (AO) for whieh A designates the
atom and X the symmetry (e.g. 4=oxygen and A=1s in Og), and the C4yx’s
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are expansion coefficients. Such an LCAO description can be made at any of
various levels of accuracy, as is common in quantum-chemical calculations.
The final-state orbital ¢/ presents more of a problem, however, as it must be
computed so as to take account of the full molecular geometry, even though
at high excitation energies and large distances from the center of mass it
will look very much like an atomic continuum orbital of the same kinetic
energy. Yarious approximations have been used for such final states in cross-
section calculations relevant to XPS: (1) A simple plane-wave (PW) of the
form exp (ik-r) has been used in several studies,162. 163 although it seems
doubtful that highly quantitative results can be achieved in this approximation
because the plane-wave is in no way sensitive to the true potential near the
atomic centers and neither is it properly orthogonal to the initial-state
orbital. By analogy with the atomic case, one would expect correct final states

‘to show behavior near the nucleus much like that shown in Fig. 9. (2) Plane-

waves orthgonalized to the occupied core- and valence-orbitals (OPW’s)
have also been utilized, for example, by Rabalais, Ellison, and co-workers,162
but doubts concerning their quantitative accuracy at high energies have also
been raised by Ritchie.164 Also, the use of either PW or OPW approximations
in the atomic case has been shown by Williams and Shirley'65 to be grossly
inadequate. (3) Ritchie!®4 has used an expansion in terms of partial waves of
different / character, noting that the non-spherical symmetry of the molecular
geometry may mix these, introducing complexities not found in the atomic
case. (4) More recently, Dill,'¢0 Dehmer,!6% and Davenport16é have discussed
the use of the multiple-scattering X«'6? method in molecular cross-section

calculations and, at this point, it shows considerable promise of being able

to provide very useful and reasonably accurate numerical results. The
calculation of molecular cross-sections has been reviewed recently by
Dehmer,168 as well as by Huang and Rabalais!3? elsewhere in this series.

An additional factor that must be considered in molcular cross-section and
lineshape analyses is that various final vibrational states may be reached in a
given photoemission event, even in the simple case for which only a single
vibrational mode is initially populated. These vibrational excitations are
responsible for the bands observed in gas-phase UPS spectra,®? for example,
and similar effects have been noted in core-level XPS emission (see Section
V.E). If the Born—Oppenheimer approximation is used, then the electronic
cross-section (differential or total) can be partitioned among the various
vibrational states simply by multiplying by appropriate Franck— Condon
factors, as indicated previously in Eq. (63).

“Whatever initial- and final-state approximations are utilized, it is none-
theless a general consequence of the conservation of parity and angular
momentum that the overall form of the differential photoelectric cross-section
of a randomly oriented collection of Born—Oppenheimer molecules exposed
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to unpolarized radiation will have the same form as that for the atomic
case,140. 168 namely, Eqs (89) or (93). The calculation of o and By proceeds
by a different method from that in atoms, of course. The UPS angular
distributions of a number of small molecules have been measured by Carlson
et al.169, 170 and they are found to follow the predicted form A4+ B sin2«,
with all members of each valence vibrational band showing very nearly
the same distinct 8 value (with a few exceptions perhaps indicative of a partial
breakdown of .the Born—Oppenheimer approximation).

As in atoms; molecular cross-sections for open-shell systems also may
represent emission into several non-degenerate multiplet states. Cox and
Orchard!55 have derived the relative probabilities of reaching different final
electronic states for emission from both filled and unfilled subshells. (A
specialization of their results to filled-subshell emission from atoms yields
Eq. (95).) : :

As a final general point concerning molecular cross-sections, it should be
noted that, although all of the foregoing results assumed random orientation,
the situation of surface chemical bonding on an atomically-ordered substrate
may yield a set of molecules with a definite orientation. Dill!7! has presented
a general theoretical formalism for evaluating such oriented-molecule
differential cross-sections, and Davenport!é¢ has performed numerical
calculations for oriented carbon monoxide based upon the X« method.
Primary emphasis in all such theoretical studies to date has been on ultra-
violet excitation, however.

In analyzing XPS emission from molecular valence levels, much use has
also been made of an approximation first suggested by Gelius.172 Although
originally derived by assuming a plane-wave final state exp (ik-r), a slightly
different procedure will be used here that both leads to the same result and

also automatically includes certain correction terms that are often omitted.

The initial-state molecular orbital (MO) ¢y is assumed to be of LCAO form
[Eq. (96)] with the implicit restriction (not always stated) that the atomic
orbitals ¢4, be reasonable representations of true atomic orbitals, hot just
single-radial-lobe basis functions, for example, of Slater or Gaussian type.
Consider a hypothetical final-state orbital ¢/ corresponding to Ef=hv— EyV(k)

that has somehow been determined with arbitrary accuracy. The matrix -

element for photoemission from the molecular orbital will then be given by

(x| pr>=<$/|r] AX;, Carxbar>

= Y Caule’|r|dar : 97

AX

The photoelectric cross-section will be proportional to the square of this
matrix element. If the atomic orbitals and LCAO coefficients are assumed to
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have been constructed as real, this square will be given by

[<¢/|r|dr>|2= A’ZX % CAr,\'kCA/\k<¢f|r](ﬁA,,\.)((;éfIr|¢AA>
= 5 [Can2 | rlgan
+2 ), ; CankCanil! [t |an- X7 |r|bar> ~ (98)

AN
‘ (Ar>A'X) }

The MO cross-section thus depends on matrix elements between a true
molecular final state ¢/, and good approximations to atomic orbitals ¢4;.
The strongly attractive potential near each atomic center will furthermore
tend to make 4/ in the near-nuclear region look very much like the final-state
orbital for photoemission from an isolated atom at the same kinetic energy.
At XPS energies, the atomic continuum orbitals for all valence AO’s should

- furthermore be very similar in oscillatory behavior, as the kinetic energies

are all very close for a given hv. It can furthér be argued that it is the region
near the nucleus in which most of the non-zero contributions to the matrix
elements {¢f |r|¢,4,\> arise, because as the distance from each nucleus is
increased, ¢/ rapidly becomes an oscillatory function with periods of only
~0-35 A (the de Broglic wavelength A, of the photoelectron). This is
illustrated for C2p emission from atomic carbon in Fig. 9. Thus, it is only
near the nucleus that the initial-state AO’s have sufficiently dense spatial
variations to yield a largely non-cancelling contribution to the matrix element ;
in the diffuse, slowly-varying tails of the valence AO’s between the atoms, the
oscillations in ¢/ will yield an approximate cancellation in the matrix element
integration. (This same argument is made by Gelius!?? using the more
approximate plane-wave final state.) The squares of each of the matrix
elements in Eq. (98) are therefore expected to be approximately proportional
to the corresponding atomic cross-section :

|<¢’f|rl¢’A,\> l zmdaA/\(AO)/dQ
(f|r|par) oc £ (doay 40/dQ)* )
and the final result for the molecular cross-section can be rewritten as
da'k(MO)/dQOC Z l CA/\IC l z(do'A/\(AO)/dQ)
AX

or

+2 Y Y (£)CaarCarr(doa - A0/dQ) (e, 40/dQ)* (100)
a4
UA>4'X)

The cross-terms in Eq. (100) are generally neglected, yielding the most
commonly-used form of this model:

dop™MO/dQac Y | Carr|2(dosy40/dQ) (101)
A
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| Caxk |2 is the net population of atomic orbital AX in moleculariorbital £.
In applications of Eq. (101), the net population is often replaced by the gross
population P4,z defined as

Pae=|Carr|2+ Y. CarxCaraldar|dan (102)
&,

(A" #A4)

although Eq. (100) makes it clear that this is only a very crude way of allow-
ing for overlap affects. Discussions of additional theoretical complexntles
have also appeared in several studies.172-176

The model summarized in Eqgs (101) and (102) has been used with reason-
able success in analyzing valence spectra of both molecules!?2: 173 and solids
in which quasi-molecular units (for example, polyatomic ions) exist.174-176 In
general, empirical relative atomic cross-sections are determined for atoms or
simple molecules, and then used, together with an LCAO calculation for the
system under study, to generate a theoretical spectrum. One such example for
CF, is shown in Fig. 11, and it is clear that it correctly predicts relative
intensities to a very high accuracy.

CF,

4a, 3t, te it
194 4t21

INTENSITY

]

50 40 30 20 10
BINDING ENERGY

Fig. 11. Experimental XPS spectrum for the valence levels of gaseous CF4 (points) in
comparison with a theoretical curve based upon Eqgs (101) and (102). Relative atomic
subshell cross-sections were determined experimentally. MgK« radiation was used for
excitation. (From Gelius, ref. 172.)

X-RAY PHOTOELECTRON SPECTROSCOPY 59

4. Solids and Valence-band Studies. X-ray photoemission from solids has
been very successfully analyzed in terms of a three-step model first utilized
in ultraviolet photoemission studies by Berglund and Spicer.1?? The steps
involved are: (1) a one-electron excitation occurring somewhere below the
solid surface from an initial-state orbital ¢, at energy E to a final-state orbital
¢f with an.energy Ef greater by Av, (2) electron transport via ¢ to the surface,
during which elastic and inelastic scattering events may occur, and (3) passage
of the electron through the surface, at which a small potential barrier may
cause refraction or back-reflection to occur. The electron states involved are
generally assumed to be characteristic of the bulk material. The one-electron
energies E and Ef may be measured with respect to the Fermi energy, the

vacuum level, or some other reference; in any case Ef can be easily connected .

with the measured kinetic energy Exin. An additional zeroth step involving
penetration of the exciting radiation to the depth where excitation occurs
might also be added to this model, but this has no significant consequence
for XPS except at grazing incidence angles for which significant refraction and
reflection begin to occur.1?: 178, 179 Ag x-ray photoelectron escape depths are
only of the order of 10-30 A, the assumption of an initial excitation involving
pure bulk electronic states might be questioned, and one-step theoretical
models in which the surface is explicitly included in the photoemission process
have been presented.18%, 181 However, the bulk photoemission model correctly
predicts most of the features noted in both UPS and XPS measurements on
semiconductors and transition metals,3?. 182 and also permits separating out

the various important physical aspects of photoemission. The presence of-

distinct surface effects on the photoemission process cannot be discounted,
however,132 with one much-discussed example being a surface-state peak
observed in UPS spectra and other measurements on tungsten.l83 Primary
empbhasis here will be placed upon the excitation step in the three-step model,
as it contains those elements of the problem that are most clearly related to
the ground-state electronic structure of the system.

For emission from non-overlapping, highly-localized, core orbitals, the
use of an atomic cross-section (differential or total) is a reasonable approxi-
mation for predicting the excitation strength. For emission from valence
levels involved in only slightly overlapping quasi-molecular units, the methods
discussed in the last section can be used. For emission from highly-over-
lapping band-like valence levels, a distinctly different procedure is necessary,

-as outlined below.

In a crystalline solid, both initial and final orbitals will be Bloch functions
with wave vectors k and k7, respectively, so that ¢x(r) =, (r)=1,(r) exp (ik'r)
and $/(r)=¢/(r)=u,s(r) exp ({k/r), consistent with Eq. (37). Such an
excitation is shown in Fig. 12 on a plot of one-electron potential energy
versus distance from the surface. In traversing the surface barrier, the electron

\
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¢ (7)=exp (K7 )—--—¢ (7)zexp (K 7)

n k
Elun i l'"’("photon) l

Solid | Surface Vacuum
I & (K )2
(2) Ekin-Ekin,i—Vo T 2m
(3) T‘ +_k"photon + 5=TJ

Fig. 12. One-electron model of photoemission in a metallic solid, shown as an energy-
level diagram superimposed on the one-electron potential energy curve near the surface.
The initial and final states inside the solid are assumed to have Bloch-wave character.
Applicable conservation relations on energy and wave vector are also shown.

kinetic energy is reduced from its value inside the surface of Exin’, ; by an
amount equal to the barrier height or inner potential Vo. Vy is generally
measured with respect to the least negative portion of the potential energy
inside the crystal which occurs midway between the strongly attractive atomic
centers. Detection of an electron propagating in a definite direction outside
of the surface implies a free-electron orbital ¢¢/(r)=C exp ((Kf-r) with
-momentum P/=#K/, but it should be noted that Kf need not be precisely
equal to k/. One obvious source of a difference between K7 and k/ is refraction
effects at the surface barrier, which are only expected to conserve the com-
ponent of wave vector parallel to the surface (k,7=K ), but such effects
are rather small in XPS except for grazing-angles of electron emission with
respect to the surface.l? A convenient convention for describing the electron
wave vectors involved in such a transition is to choose the initial k to lie
inside the first or reduced Brillouin zone and the final kf to be expressed in an
extended-zone scheme. Thus, initial states at several different energies may

X-RAY PHOTOELECTRON SPECTROSCOPY 61

possess the same reduced k value, but each final state is associated with a
unique k7 value.

The basic one-electron matrix element associated with the cross-section for.
excitation is most generally written as {¢,/|A-V|4,>. This represents the

_ one-electron analogue of Eq. (60). It is then a simple matter to show!8 that

the translational symmetry properties of Bloch functions [Eq. (37)] imply
that this matrix element can only be non-zero when k and k/ are related by a
reciprocal lattice vector g:

ki=k+g (103)
Transitions satisfying this selection rule are termed “direct”, and have been
found to be very important in the analysis of UPS spectra and other optical
absorption experiments from a variety of materials.5?- 182 At the higher

- energies of excitation involved in XPS, it has been pointed out by Baird

et al.185 that the wave vector kg, associated with the exciting x-ray in XPS
has a magnitude sufficiently large that it must be mcluded in this wave-
vector conservation equation:

kf=k+g+khv (104)

For example, with hv=1486-6¢V, |k/| ~2m/A~19-7 A-1 for valence
emission, |kas|=27/A~0-7 A-1, and typical magnitudes of the reduced
wave vector are ]k[ <2-0 A-1, Transitions violating such selection rules are
termed “non-direct”, and can be induced in various ways, for example, by
interaction with lattice vibrations (phonons), by the introduction of ‘atomic
disorder, or by considering emission from very localized valence levels (for
example, rare-earth 4f) for which the localized initial and final hole states

" suppress the effects of translational symmetry. Shevchik186 has recently made

the important observation that phonon effects may lead to an almost total
obscuring of direct-transition effects in the XPS spectra of most materials
at room temperature. Phonons with a range of wave vectors Kpponon are
created or annihilated during the excitation process in a manner completely

.analogous to thermal diffuse scattering in x-ray diffraction,187 with the net

effect that only a certain fraction of the transitions are simply describable in
terms of Eq. (104) (for which Kpponon<<€k). This fraction is most simply
estimated from the Debye-Waller factor, as discussed in more detail in
Section VI.D.2. Further study of such phonon effects is needed to assess
quantitatively their importance, but they do appear to provide a likely
mechanism whereby all occupied k values can contribute to XPS spectra, even
if electrons are collected along only a finite solid-angle cone with respect to
the axes of a single-crystal in an angle-resolved- experiment (see further
discussion in Section VI.D.2).

- If it is assumed for the moment (as in most prior XPS studies) that derCt
transitions are important, the total rate of excitation of electrons to a given
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energy Ef will be given by a summation over all allowed k — k' transitions
in which energy and wave vector conservation are satisfied. Also, for experi-
ments at non-zero temperature each transition must be weighted by the
probability of occuption of the initial state, as given by the Fermi function:

1
" exp [(E— Er)/kTT+1

This function allows for the thermal excitation of electrons lying within
~kT of the lzermi level. Finally, each transition can be weighted by an avérage
probability T for escape without inelastic scattering or back reflection at the
surface, which will depend on both Ef and kf and can be denoted T(E’, kf).
The average indicated is over various depths of excitation below the surface.
The final result will be proportional to the no-loss photoelectron spectrurﬁ
finally observed, and is thus given by

N(Ekin)=N(Ef+A)=N(E+hv+A)
< Y [I<SE)AV[AE)?

Occupied
bands

x F(EYT(EY, W)S(Ef — E— )3/ —k—g—kn) d3%k  (106)

F(E) (105)

where A is a trivial energy-scale shift that allows for the binding-energy
reference chosen, as well as any work function difference between specimen
and spectrometer. ‘

In evaluating the matrix elements in this equation to permit comparisons\
with XPS spectra, Kono et al.176 have assumed an orthogonalized plane wave
for the final state ¢,f and a tight-binding (or LCAO) initial state ¢,. Similar
analyses have also been carried out more recently by Aleshin and
Kucherenko,!88 and in Section VI.D.2, the application of a simpler form of
this model to the analysis of angle-resolved XPS valence spectra from single
crystals is discussed.

Several basic simplifications of Equation (106) have often been made so as
to obtain a rather direct relationship between observed XPS spectra and the
initial density of electronic states p(E).82 Most of these simplifications cannot
be made in considering UPS spectra, by contrast. The average no-loss escape
function T(EY, kf) will be essentially constant for all of the high-energy
electrons in the XPS valence spectral region, and so can be eliminated. In
UPS however, T(E’, k¥) can vary considerably over the spectrum. The Fermi
function produces only relatively small effects within ~ + &7 of the Fermi
energy, so that in either UPS or XPS carried ouf_at or below room tem-
perature, it is adequate to set it equal to a unit step function. A further
s‘impliﬁcation that can be justified in several ways for XPS but not UPS is
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that the summation and integration in Eq. (106) ultimately yield for a poly-

crystalline specimen a result of the approximate form
N(Exn) o< g(hv)p(E) (107)

i? which z(hv) is a mean photoelectric cross section for the initial states at
energy E and p(E) is the density of occupied initial states at energy E. The
steps in this justification involve first noting the highly free-electron character
of the very high energy final states in XPS (that is ¢ s~ exp (ik/-1)). Because
the free-electron density of states is proportional to (E)?, this results in an
essentially constant total density of final states into which valence emission

can occur.82 Furthermore, the relatively short electron mean free paths in -

XPS have been argued by Feibelman and Eastman!$! to introduce an
uncertainly-principle smearing in the surface-normal component. of kf that
is larger than the mean Ak spacing between final-state bands at a given energy,
and so permits all initial states in a polycrystalline specimen to be equally
involved in direct transitions as far as k-conservation is concerned. Phonon
effects also may lead to a uniform sampling of all initial states, as suggested
by Shevchik.!86 Finally, Baird, Wagner, and Fadley have carried out model
direct-transition calculations for single crystals of Aul85 and Al'# in which
all matrix elements were assumed -to be equal and the only kf smearing
included was associated with a finite spectrometer acceptance aperture;
summing spectra predicted for all mean emission directions with respect to
the crystal axes gave results essentially identical to the density of occupied
states, suggesting again that all initial states are equally sampled. Thus, there
are several reasons to expect XPS spectra from polycrystalline materials to
have a form given approximately by Eq. (107).

XPS has been utilized to study the valence electronic structures of many
solids.82. 190-193 Examples of comparisons between experiment and theory
for. the three principal classes of solids (metal, semiconductor, and insulator)
are shown in Figs 13,191 14,192 and 15.193 Here, total densities of initial states
p(E) are compared directly with experiment, in some cases after a suitable
broadening has been applied to theory to simulate natural and instrumental
linewidth contributions. These comparisons show that all of the main features
noted in the experimental spectra are also seen in the theoretical densities of

states, although peak intensities are not always well predicted, probably due

to non-constant cross-section effects. For example, in Fig. 15, the dotted curve
indicates an empirical estimate by Ley et al1% of the relative cross-section
variation that would be necessary to yield agreement between experiment and
Eq. (107) for diamond. The form of this curve is furthermore consistent with
the increasing C2s character expected toward higher binding energies in the
diamond valence bands, as the C2s atomic cross-section is expected to be
considerably larger than that for C2p.*5! Similar conclusions have also been
N
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reached for diamond in a recent more quantitative calculation of the matrix
elements involved.188 Cross-section .variations over the valence bands thus
clearly can play an important role in the analysis of such XPS data, but it is
very encouraging that observed peak positions in general agree very well
with those in the density of states. Thus, XPS has proven to be a very direct
method for studying the density of states.

In summary, for studies of densities of states in solids, both UPS and XPS
exhibit certain unique characteristics and advantages. Somewhat better
resolution is possible in a UPS measurement, primarily due to the narrower

I 1 1 ! . i 1 .
8 6 4 2 0
BINDING ENERGY (eV)

Fig. 13. XPS valence spectrum for polycrystalline silver excited by monochromatized
AlK« radiation in comparison with a theoretical density of states. Curve g is the raw XPS
data, curve b is the data after a smooth inelastic background correction has been sub-
tracted, and curves ¢ and d represent two different lineshape broadenings of the total theo-
retical density of states according to Eq. (158). These broadenings thus include effects due
to both lifetime and shake-up type excitations in the metal. Note the steep cut-off in the data
near Er=0, which can be used to determine the instrumental resolution function. (From
Barrie and Christensen, ref. 191.)

radiation sources presently available. Also, UPS spectra contain in principle
information on both the initial and final density of states functions, together
-with certain k-dependent aspects of these functions. The interpretation of an
XPS spectrum in terms of the initial density of states appears to be more
direct, however. Also, the effects of inelastic scattering are more easily
corrected for in an XPS spectrum (cf. Section II.E). Finally, the two techniques
are very complementary in the sense that they are controlled by cross-sections
which may have different relative values for different bands, thereby providing
further information on the types of states involved.
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ie. 14. XPS valence spectrum for a silicon single crystal cleaved in vacuum (points),
to;ltghe: with a calculatecll)i((:)tal density of states -(bottqm _curve),; aqd a density of St?te;
broadened by the instrumental resolution function. Excntat.lon was with monoc_hromatlze
AlKa. The spectrum has been corrected for inelastic scattering. The energy lgcatl_ons of state
density primarily due to various high-symmetry points in the reduced Brillouin zone are
also indicated. (From Ley et al., ref. 192.)

E. Inelastic Scattering in Solids

Inelastic scattering acts to diminish the no-loss photoelectron current for
any type of specimen (gas, liquid, or solid). The processes invqlved can be
one-electron excitations, vibrational excitations, or, in certain solids, plasmon
excitations. As it is in measurements on solids that inelastic scattering plays
the most significant role in limiting no-loss emission to a mean defpth of only
a few atomic layers, only such effects will be considered in detail here.

)
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Fig. 15. Valence spectrum for diamond (points) in compari i i
lenc parison with a calculated densit;
of states (sc_)hgl hlstggram). The dotted curve is an empirical estimate of the mean cro;s}:
section variation with energy that would be required to reconcile the spectrum and the
density c:f states accgrdmg to Eq. (107). Also shown in the lower portion of the figure is
the detailed theorgtlc.al band structure along various high-symmetry directions in the
reduced zone. The incident radiation was monochromatized AlK«. The spectrum has been
corrected for inelastic scattering. (From Cavell er al., ref. 193.)

Inelastic scattering in solids is generally discussed in terms of a characteristic
length fpr decay of the no-loss intensity. Specifically, if a monoenergetic flux
No at energy Eyin is generated at a given point, the no-loss flux N remaining
after traveling a distance / is assumed to be given by an exponential decay law

N=Ngexp [—Il/Ae (Exin)] (108)

where Ae is termed the electron attenuation length, mean free path, or
penetration depth. Implicit in this definition is the idea that inelastic scattering
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_ occurs after photoelectron excitation by means of what are often referred to

as “‘extrinsic” loss processes. “Intrinsic” losses can however occur during
excitation®® and are discussed further in Section VLB.

Such attenuation lengths are usually determined by measuring Auger or
photoelectron peak intensities from uniform overlayers with varying thick-
nesses comparable in magnitude to Ae. Powell2® and Lindau and Spicer®!
have recently presented very thorough reviews of attenuation length measure-
ments in the 402000 ¢V range of most interest in XPS, and an on-going
compilation of Ae values is also available through the National Physical
Laboratory, U.K.195 Powell’s summary of experimental values obtained in
various studies is shown in Fig. 16. (Note the log-log scales.) All data points
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Fig. 16. Summary of experimental values for the electron inelastic attenuation length Ae
for various solids. (From Powell, ref. 20.)

lie roughly on a common curve, which has ‘been termed the “universal curve”
of attenuation lengths (although it should be noted that it is universal to
within only a factor of two to five). Extending a plot such as Fig. 16 to lower

energies?! reveals a minimum in Ae at ~30-100 eV and an increase at lower’

energies corresponding to typical UPS experiments. Thus, surface sensitivity
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is a maximum in the 30-100 eV kinetic-energy range. For the log-log plot
of Fig. 16, the higher energy data are fairly well described by a single straight
line that ultimately yields an empirical energy dependence of the form

A o(Exin) oc(Exin)®-52 - (109)

This relationship is useful in rough estimates of A variation from peak to

peak in a given specimen, although between different materials it is certainly

not very reliable. ,

Powell?® and Penn!% have also recently discussed various theoretical
models that can be used to predict attenuation lengths at XPS kinetic
energies in terms of microscopic system electronic properties. Penn divides
the attenuation length up into two parts involving core- and valence-level
excitations according to a reciprocal addition procedure expected if the two
types of losses are independent of one another:

1 1 1 -
- (110)

Ae, total Ae, core Ae, valence

Ae, core is determined from an equation of the form given by Powell:20

N; 4Ey;
Ae, core=2-55x 1073 MEkin/P Z EZ In I: Alki' n] (111)
i Lt i

in which M is the atomic or molecular weight of the solid, Exin is in electron
volts, p is the density in g/cm3, N; is the number of electrons in the ith
subshell at energy E;, and AE; is the mean energy loss involving these electrons
(always greater than E;=EnF(i)). Ae, valence is determined by assuming that
plasmon excitations are the dominant loss proceésses,196 a situation that can
also be shown to yield an overall relationship very similar to Eq. (111),20
and the final results permit estimating XPS A, values for all elements and
compounds, albeit by means of a rather simplified model. In connection with
such estimates, it is expected that ratios of A, values for a given element or
compound will be much more accurately determined than absolute values;
this is a very useful result, as it is such ratios that are involved in quantitative
analyses of homogeneous systems by XPS, as discussed further in the next
section.

As a final comment concerning electron attenuation lengths, it has also
been pointed out by Feibelman!97: 198 that A, may vary in magnitude from
the bulk of a specimen to its surface because of changes in the dominant
mode of extrinsic inelastic scattering (for example, from bulk- to surface-
plasmon excitation). Thus, A, need not be an isotropic constant of the
material, although it does not much deviate from this for a free electron
metal.197
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F. Photoelectron Peak Intensities

1. Introduction. The quantitative interpretation of x-ray photoelectron
peak intensities requires developing a model for predicting their magnitudes
from various properties of the excitation source, specimen, electron analyzer,
and detection system. Detailed discussions of such models have been

presented previously by Krause and Wuilleumieri®® for emission from gases -

and by Fadleyl? for emission from polycrystalline solids. A brief outline of
the essential assumptions involved will be presented here, followed by a
summary of several important special cases for emission from solids in the
next section. : '

In general, the photoelectron peak intensity N produced by subshell &
can be calculated within a three-step-like model by integrating the differential
intensities d NV originating in the various volume elements of the specimen.
Each of these differential intensities can be written as the following product,

‘in which x, y, z denotes position within the specimen:

ANe— X-ray flux y Number of atoms (molecules)
E=l atx,y,z indxdydz

[ Differential cross- Acceptance solid angle of
x | section for k subshell electron analyzer at x, y, z
[ Probability for no-loss
p en Instrumental
X escape rom Specim x detection (112)
with negligible efficienc
direction change y

In most spectrometer systems, a non-monochromatized x-ray source with
a broad flux emission pattern is utilized, and for this case it is reasonable to
set the x-ray flux equal to some constant value Iy over the entire specimen
volume that is active in producing detectable photoelectrons. This assumption
is valid because the exciting radiation is attenuated much more slowly with

distance of travel into the specimen than are the electrons as they escape from -

the specimen. Thus, the region active in producing no-loss electrons is
exposed to an essentially constant flux. Exceptions to this situation are mono-
chromatized x-ray sources for which a focused beam is produced,? as well
as grazing-incidence experiments on solid specimens in which x-ray refraction
at the surface much increases the x-ray attenuation with distance below the
surface.17?- 178, 179 Neither of these special cases will be considered further
here, but refraction effects are discussed in Section VI.C.

The acceptance solid angle Q of the electron analyzer will vary over the
specimen volume, becoming zero for those points from which -emission is
totally prohibited by the electron optics. Q, as well as the effective specimen
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area A over which Q+0, also may vary with electron kinetic energy, as
discussed previously in Sections II.C.1 and II.C.2. '

The probability for no-loss escape from the specimen, which can in the
present context be written as T(Eyun, k¥, x, y, 2), is most simply given by an
expression such as Eq. (108) involving the electron attenuation length,
provided that elastic scattering events that change direction but not energy
are neglected. k7 thus specifies the direction of electron motion along the path
length [ from the excitation point x, y, z. In gases, such an escape probability
must also take into account variations in density (and thus also A¢) along
the electron trajectories. _

The instrumental detection efficiency Dy is defined to be the probability
that a no-loss electron escaping from the specimen in a direction encompassed
by the acceptance solid angle will yield a single final count (or equivalent
current). This efficiency thus allows for all non-idealities in the analysis and
detection system, and it can also depend on Exin.

If the atomic or molecular density in cm—3 is denoted p(x, y, z), the
differential intensity element thus becomes

d
dNi=To* p(x, y, 2) dx dy dz-d—‘;’;-Q(Em, X, 3, 2)

* T(Ekin, kf, X, Vs Z) 'DO(Ekin) (1 13)
. or for a uniform-density, but bounded, specimen:

d
dNg=1Ip pdx dy dz-%c'Q(Ekin, X, ¥, )

exp [—I/Ae(Exin)]- Do(Exin)  (114)

where [ is the path length to escape from the specimen surface into vacuum.

2. Peak Intensities from Solids. With a few simplifying assumptions, Eq.
(114) is readily integrated to obtain useful-expressions for total peak intensity
Ny for the idealized spectrometer shown in Fig. 17.1%. 178 The specimen
surface is assumed to be atomically flat. The specimen is taken to be poly-
crystalline to avoid single-crystal anisotropies in emission2%¢ (see discussion
in Section VI.D.1). An exponential inelastic attenuation law as in Eq.
(108) is assumed, and elastic electron scattering effects are neglected.
For a given kinetic energy, the electron spectrometer is further assumed to
act as though a mean solid angle Qg is applicable over all specimen volume
included in the projection of an effective aperture A9 along the mean electron
emission direction (dotted lines in Fig. 17). Both Q¢ and 4o may be functions
of the kinetic energy Fiin. The mean emission direction is assumed to be
at an angle 9 with respect to the surface. The exciting radiation is incident at
an angle ¢, with respect to the surface, and, due to refraction, the internal
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Fig. 17. 1dealized spectrometer geometry for calculating photoelectron peak intensities
from solid specimens. :

angle ¢’ may be less than ¢;. Such refraction (and reflection) effects only
occur for ¢;51°,178: 17 and will not be included here, although they are
briefly discussed in Section VI.C. The angle « between the mean incidence-
and exit-directions is held fixed at between approximately 45° and 105° in
most current XPS spectrometers.

Within the approximations quoted above (which are very nearly achieved
in a number of practical spectrometer systems), it is possible to derive intensity
expressions for several important cases: 17,178, 201

(a) Semi-infinite specimen, atomically clean surface, peak k with Eyin= Ex:

Ni(0)=1oQo(Ex)Ao(Ex)Do(Ex)p dox/dQ Ae(Ex) (115)

This case corresponds to an optimal measurement on a homogeneous
specimen for which no surface contaminant layer is present. The expression
given permits predicting the absolute peak intensities resulting for a given
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specimen, or, of much more interest in practice, the relative intensities of the

various peaks. If absolute intensities are to be derived, then the incident flux
Iy must be determined, as well as the kinetic energy dependences of effective
solid angle Qg, effective specimen area Ao, and detection efficiency Do. In
relative intensity measurements in which the quantity of interest is Ny/Ng,
for two peaks k and k', I will cancel, although Q¢49D¢ need not due to its

kinetic energy dependence. The density p of the atoms or molecules on which

subshell k£ or k' is located may be known beforehand, or may also be the
desired end result in quantitative analyses using XPS. The differential cross-
section dox/dQ can be calculated by the various methods discussed in
Sections II1.D.2-111.D.4. For core levels, the tabulations of oyi; by Scofield, 15!
combined with the 8,; values given by Reilman e al.,*3¢ provide a suitable
means for estimating doz/dQ with good accuracy within the framework of a
one-electron-transition model. Possible effects of multi-electron processes
on the use of such cross-sections are discussed in Sections III.D.1 and V.D.
Within a given specimen, A¢(Ex) can be estimated from Penn’s treatment,191
or, more simply, its dependence on kinetic energy can be assumed to follow
the empirical square-root dependence of Eq. (109). Note that there is no @
dependence in Ny within this simple model, a prediction that has been
verified experimentally by Henke ;178 this behavior is expected to hold as long
as 0 is not made so small that the edges of the specimen lie within the
aperture 4.7, 222

(b) Specimen of thickness ¢, atomically clean surface, peak k with Eyin= Ex:

N(0)=10Qo(Er)Ao(Ex)Do(Ex)p dor/dQ Ae(Ek)
X [L—exp (—t/Ae(Ex) sin )] (116)
Here, the intensity of a peak originating in a specimen of finite thickness is
predicted to increase with decreasing 8 (again with the proviso that 4 not be
so small that the specimen edges lie within A4o).
(¢) Semi-infinite substrate with uniform overlayer of thickness —
Peak k from substrate with Exjn=Ej:

Ni(6) =I0Q0(Er)Ao(Ex) Do(Ex)p dok/dQ Ae(Er)
xexp (—¢Ae'(Ex)sin 8) ~(117)
Peak [ from overlayer with Eyxin=FE::
Ni(0)=10Qo(E))Ao(E)Do(Er)p’ doy/dQ Ae'(Ey)
x[1—exp (—t/Ae'(Er) sin §)]  (118)

where
Ao(Er)=an attenuation length in the substrate

A¢'(Ex)=an attenuation length in the overlayer
p=an atomic density in the substrate
p’=an atomic density in the overlayer.
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Overlayer/substrate ratio: _
Ni() _ Qo(ED)Ao(Er) Do(Er)p’(dor/dQ) A’ (Er)
Ni(6) Qo(Ex)Ao(Ex)Do(Er)p dor/dQ Ae(Er)
x [1 —exp (—t/Ae'(E) sin 0] exp (¢/ Ae'(Ex) sin 6 (119)

This case represents a much more common experimental situation in which
the primary specimen acts as substrate and possesses an intentional or
unintentional contaminant overlayer (for example, oxide on a metal or a
layer deposited from the spectrometer residual gases). Substrate peaks are
attenuated by inelastic scattering in the overlayer, an effect that is much
enhanced at low 8. The overlayer/substrate ratio is thus predicted to increase
strongly as @ decreases, an effect that suggests a general method for increasing
surface sensitivity by using grazing angles of electron escape; such angular-
dependent studies are discussed in more detail in Section VI.B.

(d) Semi-infinite substrate with a non-attenuating overlayer at fractional
monolayer coverage—Peak k from substrate: Eq. (115).

Peak [/ from overlayer:

Ni(0y=10Qo(Er)Ao(Er)Do(Er)o’ (doy/dQ)(sin )1 " (120a)
Overlayer/substrate ratio: . ’
Ni(f) Qo(E)Ao(E))Do(Ep)s'(doy/dQ)

Ni(0)  Qo(Ex)Ao(Ex)Do(Er)s dok/dQ (Ae(Ex) sin 6/d)

- [S_’ ] . Do(EDNQo(EDAo(Er)(dor/dQ)d (120b)
s | Do(Ex)Qo(Er)Ao(Er) dog/dQ Ae sin 6 “

with
s"=the mean surface density of atoms in which peak / originates in

cm~2
s=the mean surface density of substrate atoms in cm—2

s'[{s=the fractional monolayer coverage of the atomic species in which
peak [ originates

d=the mean separation between layers of density s in the substrate
(calculable from s/p).

These expressions are useful in surface-chemical studies at very low exposures
to adsorbate molecules (s/s < 1), as they permit an estimation of the fractional
monolayer coverage from observed peak intensities. The assumption of no
inelastic attenuation in the overlayer is an extreme one, but is justified because
the macroscopic Ae’ of case (c) is both difficult to estimate and dubious in its
application to such thin, non-macroscopic layers, and also because it repre-
sents a correct limiting form for zero coverage.
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The basic model presented here assumes an atomically-flat surface. As this
will obtain only very rarely in.actual experiments, assessments of the potential
effects of surface roughness on XPS peak intensities have been made by
Fadley et al.l% 202 It is found that roughness can appreciably affect both
 absolute and relative intensities, especially for systems with inhomogeneity
as measured vertical to the surface,17- 203 with much depending upon the
dimensional scale of the roughness relative to the attenuation lengths for
x-rays and electrons involved. Roughness effects on angular-resolved
measurements are discussed further in Section VI.B, and in considerably
greater detail in other sources.17. 202, 203 X '

As a final comment concerning the equations presented here, it should be
noted that, for complete generality, an angle-dependent instrument response
function R(Ex, ) must be included as a further factor in all of Eqs (115)-
(120). The definition and determination of this response function are discussed
elsewhere.17. 202 It is unity for the idealized geometry treated here (as long as
0 is not too small). It has also been calculated and measured for one parti-
cular spectrometer system.?4 A further important property of this function is
that it will generally be only weakly dependent on kinetic energy, and so will
cancel to a very good approximation in peak intensity ratios obtained at a
given angle 6. Thus, relative intensity measurements can be made in most
cases without the necessity of evaluating the instrument response with .

3. Applications to Quantitative Analysis. The first detailed experimental
tests of the simplest model for intensities originating in a uniform specimen
represented by Eq. (115) above were carried out by Nefedov et al.161 and
Carter et al.204 The study by Carter ez al. made use of Eq. (94) to avoid the
need of evaluating symmetry parameters, Eq. (109) for the energy dependence
of attenuation lengths, and an empirically-determined instrument factor
Qo(Ex)Ao Ex) Do Ex). The Scofield calculations!5! provided the cross-sections
required. Theoretical relative intensities were calculated for subshells in a
number of elements and comparisons were made with several sets of experi-
mental data, including tabulations of measured relative intensities (or
elemental sensitivities) by Wagner205 and Jorgensen and Berthou.20¢ In
general, agreement to within + 109/ was found. Powell and Larson20? have
more recently considered the use of the same model from a somewhat more
exact viewpoint, including a discussion of potential errors associated with
determining experimental peak areas that are directly relatable to all of the
processes involved in the differential photoelectric cross-section. Specifically,
from 20 % to 50 9 of the one-electron differential photoelectric cross-section is
expected to appear as low-energy satellite intensity due to many-electron
effects (cf. discussions in Sections III.F.1 and V.D.2). All of the factors in
Eq. (115) were considered in detail, with the most accurate approximations
being made whenever possible; for three pure compounds with carefully
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cleaned surfaces, the agreement between experimental and theoretical relative
intensities was ~ +59%. Thus, there are good reasons to be optimistic that
XPS can be used for quantitative analyses of well-prepared homogeneous
specimens with this accuracy. For systems exhibiting inhomogeneity near the °
surface (for example, a substrate/overlayer geometry), additional problems
are encountered because at least two regions are involved, but, especially
when coupled with angular-dependent measurements,'? accuracies of
~ +109% again seem achievable (see also discussion in Section VI.B). Thus,
XPS does have considerable analytical potential, particularly as a near-surface
probe that is at least complementary to, and probably somewhat more
quantitative -and less destructive - than, electron-excited Auger electron
spectroscopy (AES). Powell208 has recently comparatively reviewed the use
of XPS and AES in surface analysis.

IV. CORE ELECTRON BINDING ENERGY SHIFTS

A considerable fraction of XPS studies to date has been involved primarily
with the precise measurement of core electron binding energies, and in
particular with the measurement of chemical shifts in these binding energies.
Such chemical shifts in fact provided much of the recent impetus for the
development of XPS.3 The technique is rather uniquely qualified for such
studies, as the usual x-rays utilized (MgKa=1254 ¢V and AlK«= 1487 V)
can penetrate to levels well below the vacuum level. The more common
ultraviolet radiation sources presently limit UPS to valence levels and weakly
bound core levels within ~40 eV of the vacuum level, on the other hand.
Synchrotron radiation is also now beginning to be used to excite outer core
levels with EpV <300 eV, 13,209

The core levels of any atom can by definition be considered to represent
filled subshells, and are found in XPS spectra to be relatively sharp in energy,
with typical experimental widths of approximately 1-10eV. The width
observed for a core photoelectron peak depends upon several factors of both
inherent and instrumental type. The most important inherent sources of
width are: '

(1) the lifetime of the k-subshell core hole created by photoemission,

(2) various possible values for the final state energy Ef(N—1, K), as
represented for example by multiplet splittings, multi-electron effects, or
vibrational broadening (see Section V), and

(3) unresolvable chemically-shifted peaks.

For the present discussion, the final-state: complexities of item (2) will be
neglected so as to yield a description analogous to that for a simple, closed-
shell system. The most important instrumental sources and their typical
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magnitudes are: .

(1) the exciting x-ray linewidth (approximately 1-0 eV for AlK« without

monochromatization and. approximately 0-4 eV with),

(2) the finite resolving power of the electron spectrometer (for example,

0-3 eV for 0-03 9 resolution at Exin= 1000 V), and
(3) non-uniform charging of the specimen (variable magnitude, as dis-
cussed in connection with Eq. (2)).

The minimum core linewidths observed to date have been a few tenths of an
€V.41, 210 Thus, provided that the various inherent sources of linewidth and
non-uniform charging are not too large, it is possible in. principle to measure
chemical shifts of the order of 0-1 eV between two or more photoelectron
peaks resulting from emission from the same subshell.

If the same atom A is considered as existing either in two chemically
inequivalent sites in the same compound labelled 1 and 2 or in two different
compounds which can be similarly labelled 1 and 2, then the chemical shift
AE}y of the k electron binding energy can -be written simply as the difference
of two binding energies. For gaseous specimens with vacuum-referenced
binding energies, this means that :

AEWY(4, k, 1-2)=(En"(k))1—(Eb¥(k))z
=(Exin)2— (Exin)1 (gases) 120
where 4, k, 1-2 represent the minimum number of parameters required to
specify a chemical shift, that is, the atom and level, and the two chemical

sites or compounds involved. Here, we have neglected charging effects. For
solids with Fermi-referenced binding energies, the corresponding equation is

AEWF(4, k, 1-2)=(Eb¥(k))1— (EvF(k))2
= (Ekin)z - (Ekin)l + (¢sp ect)Z - (¢spect)1 + ( Vc)z - (Vc)l (122)

where possible effects due to spectrometer work function chaﬁges or
differences in charging potential have been included. Provided that both of
the latter effects are negligible, Eq. (122) simplifies to a form identical to that
of Eq. (121),
AEbF(4, k, 1-2)=(Ev*(k))1—(Ev¥(k))2
=(Exin)2— (Exin)1 (solids) (123)

As has been noted previously, many theoretical calculations of chemical
shifts have an implicit vacuum reference level. This is quite satisfactory for
gas-phase work, but not necessarily for work on solids. For the latter case,
the relationship between vacuum-referenced and Fermi-referenced chemical
shifts is, from Eq. (5):

AEwY(4, k, 1-2)=AEb*(4, k, 1-2)+ ($s)1—($s)2 (124)
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Thus, in directly comparing vacuum-referenced theoretical calculations and
Fermi-referenced experimental values, it is required to neglect the work
function difference between the two solids, (¢s)1—(¢s)2. In most work to
date, no serious effects of work function differences have been observed,
although there is generally more scatter on a plot of measured chemical
shifts against calculated chemical shifts for solids than on a corresponding
plot for gases.3: 4. 7. 211 This additional scatter could be connected with
reference level effects or specimen charging or both. Both of these effects
deserve further study.

The theoretical interpretation of core-level chemical shifts has been
attempted at various levels of sophistication, with each level providing a
certain degree of agreement with experiment and interpretive utility. Several
reviews of these procedures have been presented previously,?: 4, 7, 8, 109

"and therefore only a brief outline of the most important models, their uses,
“and their limitations will be given here. These procedures will be considered

in approximate order of descending accuracy. From the outset, it is clear that
the major goal of such analyses is to derive chemically-significant information
concerning the initial state electronic structure of the system. Various final-
state complexities (see Section V) can tend at times to obscure the initial-
state chemical information, but it has nonetheless proven possible to derive
it relatively straightforwardly for a number of systems.

The most accurate calculation of any binding energy shift must in general
involve determining two binding energies, or a total of two initial-state
calculations and two final hole-state calculations. The possible errors in shifts
are thus approximately twice as large as for a single binding energy when
calculations are performed at a given level. Various procedures for calculating
binding energies have already been discussed in Sections III.A and IILB.
Relative to a Koopmans’ Theorem approach, corrections due to relaxation,
relativistic, and correlation effects must be considered, as summarized in
Eq. (55). A chemical shift in such binding energies between two chemically-
inequivalent sites or compounds labelled 1 and-2 is thus

AEvY(4, k, 1-2)=(Evn¥(k))1—(Eb¥(K))2
= (Ek)l + (Ek)z - (SErelax)l + (SErela.x)Z
+ (8Eretat)1 — (8Eretat)z + (8 Ecorr)1 — (8Ecorr)2
or

AEbV(A, k, 1—2) = — AEk— A(SErelax) + A(SErela,t) + A(SECOI‘!‘) (125)

\
In view of the physical origins of the relativistic and correlation corrections
for a given core level, they will tend to have values of approximately the

" same magnitude from one site or compound to another. The same should

also be true, but probably to a lesser degree, for relaxation corrections. Thus,




78 C. S. FADLEY

in many cases, it would be expected that A(3Eretax), A(3Eretat), and A(3Ecqrs)

would be considerably smaller in magnitude than the individual corrections
to either (En"(k))1 or (EpV(k))e, and therefore that the Koopmans® Theorem
value —Aex would represent a quite good approximation to the chemical
shift AELY(4, k, 1-2).195 (This need not always be true, however, and we
discuss both below and in Section V.B a few special examples in which
A(8E:enax) is very large.) For similar reasons, the quality of the wave function
utilized in obtaining e is often not as critical as might be imagined. That is,
approximate wave functions with the same degree of self-consistency for
both systems 1 and 2 may yield a reasonably accurate value of A<z (which is,
after all, a small perturbation primarily due to changes in valence electron
charge distribution). Thus, the use of Koopmans’ Theorem in conjunction
with various approximate calculation procedures such as' minimal-basis-set-
or double-zeta-basis-set Hartree-Fock calculations has met with success in
analyzing much chemical shift data. It appears that molecular wave functions
of double-zeta quality can be utilized to predict chemical shifts from —Aex
which agree with experiment to within ~ +1eV for a carefully-chosen set
of molecules not too much different in size, in spite of the fact that the orbital
energies for such levels as Cls and Nls tend to be as much as 10-20 eV
higher than the experimental binding energies due to relaxation. In Fig. 18,
experimental Cls binding energies for different gaseous molecules are
compared to ls orbital energies from various theoretical calculations of
roughly double-zeta accuracy. Although the two scales are shifted relative to
one another by about 15 eV, the points lie very close to a straight line of unit
slope. Thus, for sets of molecules chosen to minimize A(8Eretax), A(SErelat),
and A(8Ecorr), chemical shifts should be calculable from these orbital energies
with an accuracy roughly equal to the scatter of points about the straight
line or +1 V.7 8,109

Although the use of Koopmans’ Theorem irr estimating binding energy
shifts from reasonably accurate molecular-orbital calculations can thus be
expected to yield fairly reliable values for well-chosen compounds, it is
especially important to be able to include the effects of relaxation in such
calculations. Such effects are treated in more detail in Section V.B, but at this
point it is appropriate to mention a calculation procedure that lies inter-
mediate between those of Koopmans’ Theorem and doing accurate SCF
calculations on both initial and final states. This method was developed by
Goscinski et al.212. 213 gpnd is termed the transition-state or transition-
operator method. In this method, relaxation effgcts are allowed for to second
order in perturbation theory by solving a set of Hartree-Fock equations in
which the Fock operator on the left-hand side of Eq. (42) is ddjusted so as to
involve an effective 1/2 occupation number as far as electron-electron inter-
actions involving the kth spin-orbital from which emission is to occur. For
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Fig. 18. Plot of carbon 1s binding energies calculated via Koopmans’ Theorem against
experimental binding energies for several carbon-containing gaseous molecules. For some

. molecules, more than one calculated value is presented. The slope of the straight line is

unity. The two scales are shifted with respect to one another by 15 eV, largely due to

~ relaxation effects. All of the theoretical calculations were of roughly double-zeta accuracy

or better. (From Shirley, ref. 7.)

the fictitious “transition state” thus calculated for each initially-occupied
spin-orbital, negatives of the one-electron energy eigenvalues yield estimates
for binding energies that should include relaxation effects to second order.
Comparisons of core- and valence-electron binding energy calculations for
He, Li, Be, Ne, and Ar 212, 213 do indeed show that this method yields results
in very good agreement with the more laborious procedure of calculating and
subtracting accurate total energies for both the initial and final states.

The next approximation moving away from the Koopmans’ Theorem

" method for calculating chemical shifts is the potential model that was used in
~ the earliest quantitative discussions of chemical shifts by Siegbahn et al.3 and

Fadley et al.195 In this model, the interaction of a given core electron with all
other electrons and nuclei in a molecule or solid is divided into an intra-
atomic terin and an extra-atomic term. Furthermore, the assumption is made
that each atom in the array has associated with it a net charge consistent with
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overall electroneutrality. These net changes thus account in some way for
the displacement of electronic charge which occurs in the formation of
chemical bonds. In very covalent systems, this model is of questionable
utility, but several variations of it have been applied to a wide variety of
systems with considerable success.3: 4, 105, 214-219 More recently, it has been
termed a ground-state-potential model (GPM)?15 to emphasize its usual
neglect of final-state effects (especially relaxation). Consider an atom 4 with
a charge g4 situated in an array of atoms to which it is somehow bonded.
The binding energy of the kth electron in this atom can then be expressed
as a sum of two terms, one intra-atomic free-ion term and one extra-atomic
potential:

EnV(k) =EvV(k,q4)+ 4 (126)
Compound Free ion of Potential due i
charge g4 to all other atoms

The first term is a binding energy for the kth electronin a free-ion of charge g4
and the second term is the total potential due to all other atoms in the array.
The first term might be evaluated by means of a free-ion Hartree-Fock
calculation, for example (although much simpler procedures for dealing with
it will also be discussed). The simplest way to calculate the second term is to
assume that the other atoms behave as classical point charges in creating the
potential V. Thus, '

y=er 7 L (127)
iza 1A
where the summation is over all atoms except that of interest in the array. If
the array is a crystal, then V represents a convergent infinite sum that is
closely related to the Madelung energy of the solid.19% Thus, both terms in
Eq. (126) may be relatively easy to obtain for a number of systems. Calcu-
lating a chemical shift using Eq. (126) gives

AEwY(A, k, 1-2)=EvV(k,q4,1)—Ep'(k,q4,2)+ V1—V2 (128)

where g4, 1 and ¢4, 2 are the net charges on atom A4 in the sites 1 and 2,
. respectively. It is instructive to consider the predictions of this model for
several simple systems, as it is found to explain qualitatively and semi-
quantitatively several basic features of chemical shifts.

The difference of free-ion terms in Eq. (128) represents a change in binding
energy concomitant with a change in the valence electron orbital occupation
of the atom such that the net charge is altered from g4 2 to g4, 1. In the
first analyses based upon the potential model, Fadley et al.195 calculated such
changes for removal of successive valence electrons from various ionic states
of I, Br, Cl, F, and Eu, using a minimum-basis-set Hartree-Fock calculation
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and Koopmans’ Theorem. These results are presented in Figs 19-23, where the
shifts are plotted against the location of the maximum magnitude of the radial
function for each orbital. Several systematic features of these results can be
noted. For iodine, all core levels shift by very nearly the same amount. This
is basically true also for Br and Cl, although as the atomic size decreases
there is less constancy in the core shifts, with outer orbitals showing slightly
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Fig. 19. Koopmans’ Theorem free-ion binding energy shifts caused by the removal of a
valence Sp electron from various configurations of iodine, plotted against the location of
the radial maxima for the various orbitals. The configurations are: +4=>5s25p, +3=5s25p?,
+2=5s25p3, +1=>5525p4, 0=>5525p5, and —1="35s25p8. The solid curve shows the classical
shift resulting from the removal of an electron from a thin spherical shell of charge with the
radius of the 5p maximum. (From Fadley et al., ref. 105.)

lower shifts. In all of the halogens, the p valence electrons are largely external
to the core, as is evidenced by the location of the core- and valence-orbital
radial maxima. For Eu, which by contrast has valence 4f electrons over-
lapping considerably with the core electrons, the core shifts are not at all

"constant, and furthermore can be about twice as large per unit change in

valence shell occupancy as for the halogens. All of these results are qualitatively
consistent with a very simple classical model of the interaction between core
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Fig. 20. Calculated free-ion binding energy shifts caused by the removal of a valence
4p electron from bromine, plotted as in Fig. 19. The configurations are: +2=4s24p3,
+1=45%4p4, 0=4524p5, and — 1=4524ps. (From Fadley et al., ref. 105.)

AEb (eV)

r

and valence electrons. The valence electron charge distribution can be
approximated by a spherical charged shell of radius ry, where rv can reason-
ably be taken to be the average radius of the valence orbitals or the location
of their radial function maximum. The classical potential inside this spherical
shell will be constant and equal to g/ry, where g is the total charge in the
valence shell. If the charge on this shell is changed by Jq, the potentials, and
thus binding energies, of all the core electrons located well inside the shell
will shift by an amount §EnY =38g/rv. Such classical calculations are shown
as the solid lines in Figs 19-23 and are found to give results that correctly
predict the trends in relative shifts from subshell to subshell, as well as being
in semi-quantitative agreement with the absolute magnitudes of the more
accurate Hartree-Fock calculations. In general then, all core electrons which
overlap relatively little with the valence shell are predicted to shift by approxi-
mately the same amount, and this prediction is verified experimentally.105
The magnitude of the shift per unit change in charge should also increase as
the valence shell radius rv decreases, as is illustrated for the case of Eu. A
more accurate estimate of 8E,Y/dq for any atom is given by the change in
Hartree-Fock e; upon removal of one valence electron. From Eq. (47),
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Fig. 21. Calculated free-ion binding energy shifts caused by the removal of a valence
3p electron from chlorine, plotted as in Fig. 19. The configurations are: +2=23s23p%,
+1=3523p4, 0=3523p5, and — 1 =3s23p®. (From Fadley et al., ref. 105.)

this will be given by Jr_vaience — Kk—valence (spins parallel) or Jx_vajence (Spins
anti-parallel). As the core-valence exchange integral Ki_valence Will be of
significant magnitude only if there is appreciable overlap between the core and
valence orbitals, we can neglect Ki_valence in comparison to Jg_vaience. (For
example, in carbon, Jis, 25=22'1eV, Kis, 25=1-4 eV, Ji5,25=20-8 eV, and
Kis, 2p=0-6 eV.) Thus, 3EyV/34 should be approximately equal to Jx-vaience,
the core-valence Coulomb integral. The magnitude of such Coulomb integrals
are, in fact, found to be in good agreement with the shifts calculated in
Figs 19-21 for I, Br, and Cl. As a final point, the free ion term 38EyV/3, is
of the order of 10-20 eV/electron charge for essentially all elements.

If the potential term ¥ in Eq. (126) is now considered, it is found that its
value also will be of the order of 10-20 eV for a transfer of unit electron
charge from one atom to its nearest neighbors,? 105 as, for example, in a
highly ionic alkali halide crystal. Furthermore, for a given molecule or solid
the free-ion term (8EpV/8q)- 8¢ will be opposite in sign to V, as V must account
for the fact that charge is not displaced to infinity, but only to adjacent atoms
during chemical bond formation. Thus, both the free-ion and potential terms
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Fig. 22. Calculated free-ion binding energy shifts caused by the removal of a valence

2p electron from fluorine, plotted as in Fig. 19. The configurations are: +2=2s22p?3,

+1=2522p4, 0=2522p5, and —1=2s22p%. (From Fadley et al., ref. 105.)

in Eq. (126) must be calculated with similar accuracy if the resultant binding
energy (or chemical shift) value is to have corresponding accuracy. This
represents one of the possible drawbacks of such potential models.

Several other models based essentially on Eq. (126) have been utilized in
analyzing core electron chemical shifts,?> 8 and the detailed theoretical justifi-
cations for them have been discussed by Manne,21¢ Basch,?17 and Schwartz.218
For example, Slegbahn et al4 and Gelius ef al.211 have been able to describe
the core binding energy shifts for a variety of compounds of C, N, O, F,
and S with the following equation:

AEWY (A4, k, 1-2)=Cuga+V+1 (129)

where 2 represents a fixed reference compound. The various atomic charges
¢: in each molecule were estimated using CNDO molecular-orbital theory,
and these charges were then substituted into Eq. (127) to compute ¥. Then
the constants C4 and / were determined empirically by a least-squares fit to
the experimental data. Such fits give a reasonably consistent description of
the data, as is shown in Fig. 24 for various compounds of carbon, and, in
particular, the parameters C4 are found to be rather close to the ls-valence
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Fig. 23. Calculated free-ion binding energy shifts caused by the removal of a valence

4f electron from europium, plotted as in Fig. 19. The configurations are: +3=4f6, +2=4f7,
+ 1=4f%6s2, and 0=4f76s2. Note the non-constancy of the core-level shifts by comparison

" to Figs 19-22. (From Fadley et al., ref. 105.)

Coulomb integral Jis_valence computed for atom 4. Thus, Eq. (129) as
utilized in this semi-empirical way is consistent with a somewhat more exact
theoretical model. Note, however, that all molecules are not adequately
described by this model and that, for example, the points for CO and CSq
lie far from the straight line predicted by Eq. (129). As might be expected, if
an orbital energy difference based on near Hartree-Fock wave functions is
used for the calculated shift of CO, much better agreement with experiment is
obtained, as is shown in Fig. 18.

In another variant of the potential model proposed by Davis ef al.,21% a
series of chemical shift measurements on core levels in all the atoms of several
related molecules are used to derive a selfconsistent set of atomic charges. For
each atom in each molecule, the measured chemical shift is written in terms

of undetermined atomic charges as
EvV(d, k, 1-2)=Ca'qa+et ¥ L (130)

ixd FAL

where C4' is set equal to Jis-valence for atom A. The resultant set of equations

is solved self-consistently for the g4 values on each atom. Such calculations
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Fig. 24. A comparison of the experimental carbon 1s chemical shift values for several
molecules with shifts calculated using the potential model of Eq. (129). The shifts were
measured relative to CHa4. The parameters of the straight line were Ca=21-9 eV/unit
charge and /=0-80 eV. (From Siegbahn ef al., ref. 4.)
on a series of fluorinated benzenes?1? give charges which agree rather well
with charges obtained from calculations based upon the CNDO/2 method,
as is apparent in Fig. 25.

Another procedure for analyzing chemical shift data that can be at least
indirectly related to the various potential models is based on summing
empirically determined shifts associated with each of the groups bonded to
the atom of interest, and has been developed primarily by Gelius, Hedman,
and co-workers.2!1, 220 Each group shift is assumed to be constant and
independent of the other groups present and is determined from a series of
chemical shift measurements on reference compounds representing suitable
combinations of the groups. The chemical shift associated with atom 4 in a
given compound is thus written as

AEn(4, k, 1-2)= ) AEn(group) © (13D

. groups
where 2 constitutes some reference compound against which all of the group
shifts are determined. The applicability of this procedure has been demons-
trated on a large number of carbon- and phosphorous-containing com-
pounds, 211, 220 and a summary of results obtained for phosphorus compounds
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Fig. 25. Atomic charges for the various fluorinated benzenes as calculated by the CNDOQ/2
method and as derived experimentally (“ACHARGE") from chemical shift measurements
on carbon and fluorine and Eq. (130). Charges are in units of 1/100 of an electronic charge.
The filled circles represent average hydrogen charges. (From Davis et al., ref. 219.)
is shown in Fig. 26. The relationship of this procedure to a potential model is
possible if it is assumed that each group induces a valence electron charge
change of dg(group) on the central atom and also possesses essentially the
same intragroup atomic charge distribution regardless of the other groups
present. Then both the free-ion and potential terms in Eq. (126) become
simply additive for different groups, as is required in Eq. (131). In addition,
however, the group shift can be considered to include empirically an approxi-
mately constant intragroup relaxation correction, thus going somewhat
beyond a ground-state potential model in one sense.

Some of the first analyses of shift data were performed simply by plotting
AEy against atomic charges which were estimated by various procedures,
among them CNDO or extended-Hiickel calculations, or most crudely by
electronegativity arguments. The implicit neglect of the potential terms of
Eqs (126) and (128) in such a correlation of AFy, against g4 can, however,
lead to a rather wide scatter of the points about a straight line or curve
drawn through them. Hendrickson et al.,22! for example, found two rather
distinct clusters of data points described by two different curves in comparing
nitrogen 1s shifts with charges calculated via CNDO. However, there is in
general a systematic increase in Ey with increasing g4 for most compounds,
particularly if the compounds are chosen to be rather similar in bonding type.
One such series of compounds for which a simple electronegativity correlation
has proven adequate is the halomethanes. Thomas222 expressed the Cls

i
3
4
>




88 C. S. FADLEY

OBSERVED SHIFT

SUM OF GROUP SHIFTS

Fig. 26. A comparison of measured phosphorous 2p chemical shifts with shifts calculated
using the group shift model of Eq. (131). The compounds were studied as solids. (From
Hedman et al., ref. 220.)

shifts between CH4 and a given halomethane as a linear combination of the
electronegativity differences between the various ligands present and
hydrogen:

AEyV(Cls, halomethane-CHg)=C Y (X;— Xu) (132
7 .

where C is an empirical constant, X; is the ligand electronegativity, and Xu
is the electronegativity of hydrogen. Such a correlation is shown in Fig. 27.
The explanation for the success of this correlation would seem to be as a
further simplification of the group shift approach, in which each monatomic
ligand induces a charge transfer 8q; proportional to X;— X', and the potential
term involved is also simply proportional to 8g; for a nearly constant carbon-
ligand bond length. Thus, the potential model of Eq. (128) can be reduced to
the form of Eq. (132). Such correlations should be used very cautiously,
however, as exceptions are relatively easy to encounter: for example, in the
series’of molecules generated by adding successive methyl groups to ammonia
(NH3;, NH3(CH3), NH(CHs)s, and N(CHzs)s), the Nls binding energy is
observed to decrease with the addition of CHs groups,223 in complete dis-
agreement with the greater positive charge expected on the central nitrogen
because X¢>Xu. The major cause of this discrepancy is believed to be the
greater relaxation enérgy associated with the polarization of the —-CHs
group around the Nls hole,223 a type of effect discussed in more detail in
Section V.B.
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Fig. 27. Carbon ls chemical shifts for halogenated methanes measured relative to CHgq
and plotted against shifts calculated on the basis of a sum of ligand-hydrogen electro-
negativity differences, as in Eq. (132). (From Thomas, ref. 222.)

Among the other methods utilized to analyze chemical shift data,
mention should also be made of a procedure introduced by Jolly and
Hendrickson224 225 for relating chemical shifts to thermochemical data. In
this method, it is noted that to a good approximation the atomic core of an
atom with nuclear charge Z and a single core-level hole acts on any surround-
ing electrons in an equivalent way to the filled core of an atom with nuclear
charge Z+ 1. If the core electron overlap with the outer electrons is small,
then the nuclear shielding should be nearly complete and this assumption is
reasonable. As a more quantitative indicator of how good this approximation
is for a medium-Z atom, Table I summarizes the results of highly-accurate
numerical Hartree-Fock calculations by Mehta, Fadley, and Bagus!%2 for
atomic Kr with various core-level holes and its equivalent-core analogue
Rb*1, With neutral Kr as a reference, the fractional decreases in average
subshell radii 1 — {rri)/{rni>o are tabulated for different core-hole locations in
Kr*1 and for the equivalent-core species Rb*l. For the equivalent-core
approach to be fully valid, these fractional changes should be nearly identical
between true Kr hole states and Rb*!, thus indicating the same degree of
inward relaxation around both a core hole and a nuclear charge that is
incremented from Z to Z+1. For the various true hole states in subshells
that can be designated anoielnote, the fractional decreases in {rn:> range from
~0 for subshells with #:5ano1e up to 119 for the outermost 4p orbital. The
equivalent-core Rb*! orbitals by contrast show significant relaxation in all
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{rapdo
1-9516

{ragdo=
1:6294

{rsapo=
0-5509

{rapdo
0-5426

{rssdo
0-5378

TABLE 1

Average radii for the various subshells of neutral Kr {r,;>,, together with the fractional éhanges in average radii between neutral

{repdo
0-1619

{resdo
0-1873

0:0424

for {ra1)e are bohrs, The Kr+ values are divided into those for #< mote and 7> nnote (from Mehta et al., ref. 102)
{rigde

Kr and all possible core-hole states. The changes between neutral Kr and the equivalent-core ion Rb* are also given. The units

~
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ARl o o e o e o subshells, vyith a range between 39 for 1s and 119 for 4p. Relaxation for
s FlT588s8° subshells with 7 < npore is thus much overestimated by the use of an equivalent
A DN N NN core, whereas for n>npole, the overestimates range from only ~0-19% in
- absolute fractional radius change. Thus, the equivalent-core model is a
NS reasonable and useful first approximation, although it is certainly expected
g3 R EERRE ' to overestimate relaxation effects due to core-hole formation.
i 23222832 In applying the equivalent-core model to chemical-shift analyses, it is
- < assumed?24. 225 that an exchange of cores can be made in the final-state ion X
— without appreciably altering the valence electron charge distribution or
S /§ ey alzeay equilibrium nuclear geometry. (The results in Table I for the 4s and 4p
Sllergldagy subshells suggest that this is a good approximation.) Thus, in considering 4
1l |oocded00o core-level emission from a species containing nitrogen, an O+é 152 core can
! be exchanged for the N+6 1s=N+6* core, where the asterisk denotes the
AR i presence of the 1s core hole. Such core exchanges can be utilized to write ‘
SlE B e 28 g = g ‘binding energy shifts in terms of thermodynamic heats of reaction, and hence
! 3 S3 2333 to predict either shifts from thermodynamic data or thermodynamic data ;
- from shifts. As one example of the application of this procedure, let us con- f
R sider ls photoelectron emission from gaseous NHj and N as chemical '
SHEEESS T | Tovel and cherfors with no Kinetioenergys oy ey
I ggggggg ith no kinetic energy:
NH3—>NH3+*+6_: AE1=EbV(N1S, NHs3)
AR ) Ng— Not* e AE2=Ebv(N1S, Nz)
IR ol = N R RN L
SIE |88 & g § § 2 These reactions are endothermic with internal energy changes AE; and AE;
l |eleessss given by the ls binding energies in NHs and Nz. Subtracting the second -
' reaction from the first gives : ' '
/§ /§ vlerasgay ' NH3z+ Ng** —NHat*+Ng: AE=AE;—AE,
VIV g § § 888¢8 =EpY(Nls, NHs)— EpV(Nls, Ng)
- T°°° =AEpY(Nls, NHz— Ne)
A2 with an internal energy change precisely equal to the Nls chemical shift
e % § § § § § E between NHj3 and N2. However, this reaction involves the unusual and very
VIV g g g g 'g g g short-lived species Not* and NH3zt*. Now, it is assumed that the Né+* core
- can be replaced by the O8+ core in either Not* or NHs** with only a small
_ gain or loss of energy that can be termed the core-exchange energy AEce.
:’, g Ny QN As long as the core-exchange energy is very nearly the same in both Ng**
- and NHst*, then the overall energy change associated with the reaction is
e~ e~ not affected by core exchange. That is, we have a final reaction of
28&8a&a
P RAURSURON NH;+NO*—>OHs*+Na:  AE=AEpV(N1s, NHs—N3)+AEce — AEce
3 é ;2, :2, é :2, +§ 2 =AFEpY(Nls, NHz— Np)
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Therefore, the chemical shift is equal to a thermodynamic heat of reaction
involving well-known species. This procedure has been applied to an analysis
of 1s shifts in compounds of N, C, O, B, and Xe, and very good agreement is
obtained between experimental AEy, values and thermochemical estimates of
these shifts. Such a comparison for nitrogen 1s is shown in Fig. 28. This
analysis is-closely related to the isodesmic processes discussed by Clark,? and
is also reviewed in more detail by Jolly13 in this series.

i i L | | ]
3 NO, g/
2 NF, —
- NO i
2 O Noe -
o’ -1 -
@ NNO
2 o ]
Lo
&) -3 HCN A
-4} < .
-5 .. CH3NH2 B
(CH3)2NH
1 | | ] ] | 1
-4 3 -2 -l 01 2 3

Thermo. Estd. Rel. E,. eV

Fig. 28. Plot of experimental N1s binding energy shifts relative to Nz for several molecules
_ versus values calculated using equivalent-core exchange and thermodynamic data. The
slope of the line is unity. (From Jolly, ref. 225.)

Finally, a few other methods in which core ¢lectron binding energy shifts
can be used should be mentioned:

(1) Attempts have been made to derive bonding information from relative
binding energy shifts of different levels in the same atom. From Figs 19-23,
it is clear that the outer core and valence levels of a given atom need not shift
by the same amount as inner core levels, especially if relatively penetrating
valence levels are present as in Eu. Such relative shifts of different levels can
for certain cases be simply related to the basic Coulomb and exchange integrals
involved, and then utilized to determine properties of the valence electron
charge distribution. In particular, the relative shifts of the inner core 3d;
and valence 5p, levels have been measured for iodine in various alkyl iodides
and HI, and these shifts have been found by Hashmall et al.226 to be con-
sistent with a simple bonding model of the compounds involved. More
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recently, Aono ef al.227 have carried out a similar relative shift study of rare-
earth compounds that quantitatively confirms the non-constancy of the
intra-atomic free-ion shifts as predicted, for example, for Eu in Fig. 23.

(2) In another type of analysis, core-level chemical shifts for several
homologous series of the form RXH with X=O0, N, P, and R=various
substituent groups have also been found to be approximately equal to relative
proton affinities.228 Martin ef a/.228 have explained this correlation by noting
that the removal of a core electron from atom X to form a positive. hole
involves very nearly the same set of R-group relaxation energies (and to a
less important degree also potential energies) as the addition of a proton.
Thus, changes in X-atom core binding energy with R are expected to be

approximately equal to changes in proton affinity with R, even though the

absolute magnitudes of the two quantities are very different; this has been
found to be true for a rather large number of small molecules.228

(3) It has also been proposed by Wagner22® that the difference in kinetic
energy between a core photoelectron peak and an Auger electron peak
originating totally via core-level transitions in the same atom can be used as
a sensitive indicator of chemical state that is free of any uncertainty as to
binding energy reference or variable specimen surface charging. This differ-
ence, which has been termed the “Auger parameter”,229 changes with altera-
tions in chemical environment because Auger energies are influenced much
more strongly than photoelectron energies by final-state relaxation.230, 231 I
fact, Auger energy chemical shifts are roughly 3-4 times as large as corre-
sponding core binding energy shifts.22® Although a precise theoretical calcu-
lation of such extra-atomic relaxation effects may be difficult (see, for

example, Section V.B), the Auger parameter appears to have considerable

potential as a fingerprint for different chemical states.

(4) Finally, attempts -have been made to correlate core binding energy
shifts with the results of nuclear spectroscopic measurements such as
NMR232, 233 and Modssbauer spectroscopy,23t as reviewed elsewhere by
Carlson.1® NMR diamagnetic shielding factors have been compared with
core shifts, but the difficulty of separating out diamagnetic and paramagnetic
contributions to shielding have prevented extensive application of this type of
analysis. Also, binding energy shifts for a closely related set of tin compounds
correlate reasonably well with Mdssbauer chemical shift values,234 but no
detailed theoretical justification for this correlation has been presented.

It is clear that the theoretical interpretation of core electron binding
energies or chemical shifts in these energies can be attempted in several ways
at varying levels of sophistication. When binding energies are calculated by
the most rigorous total-energy-difference method, including perhaps correc-
tions for relativistic effects and electron—electron correlation, values in very
good agreement with experiment have been obtained for several atoms and

o
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small molecules. This agreement verifies that all of the basic physical effects
involved have been recognized and can be accounted for quantitatively. If
binding energies are calculated from orbital energies via Koopmans’ Theorem,
errors primarily due to neglect of final state relaxation are incurred. Such
errors can be from 1 9; to 10 9 of the total binding energy and can be estimated
in several ways. In calculating chemical shifts of binding energies between
two different sites or compounds by means of Koopmans’ Theorem, however,
a fortuitous cancellation of a large fraction of the relativistic, correlation,
and relaxation corrections occurs. Thus, orbital energies can be used with
reasonable success in predicting shifts, although anomalously large final-state
relaxation around a localized hole represents an ever-present source of error
in such analyses (see also Section V.B). The interaction of a core electron with
its environment can be simplified even further, giving rise to several so-called
potential models with varying degrees of quantum-mechanical and/or
empirical input. All of these models can be useful in interpreting shifts,

although it may be necessary to restrict attention to a systematic set of '

compounds for the most approximate of them. The direct connection: of
chemical shifts with thermochemical heats of reaction via the equivalent-core
approximation is also possible. Finally, it is worthwhile to note that one of
the primary reasons that chemical shifts can be analyzed by such a wide
variety of methods is that their origin is so simply and directly connected to
the molecular charge distribution. In turn, it is very often this charge distri-
bution that is of primary interest in a given chemical or physical investigation.

V. FINAL-STATE EFFECTS

A. Introduction

In this section, several effects arising because of complexities in the final
state of the photoemission process will be considered. Considerable use will
be made of the theoretical developments of Sections III.A-D, from which it
is already clear that unambiguously distinguishing various final-state effects
in the electronic wave function may not always be possible, primarily due to
many-electron effects that might, for example, be described by a configuration-
interaction approach. Thus, the first four topics to be dealt with here (relaxa-
tion phenomena, multiplet splittings, shake-up and shake-off effects, and
other many-electron effects) are all very much interrelated, as will become
evident from subsequent discussion. However, for both historical and
heuristic reasons, it is reasonable to consider them separately, using several
examples for which distinctions can be made relatively easily. (Such final-state
electronic effects have also been reviewed by Martin and Shirley?3 in more
detail in this series.) The last subject to be treated here involves the influence
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of exciting various final vibrational states, for which theoretical background
has already been presented in Sections III.A and IIL.D.

B. Relaxation Effects

The importance of relaxation corrections in accurately predicting binding
energies has been emphasized in several prior discussions in this chapter.
As a further example of how large such effects can be, it has been suggested
by Ley et al.235 that relaxation is the primary reason why free-atom vacuum-
referenced core binding energies are higher by ~5-15 €V than corresponding
vacuum-referenced binding energies in the pure elemental solid. Also, inert
gas atoms implanted in noble metal lattices have been shown by Citrin and
Hamann?236 to exhibit core binding energies 2-4 eV lower than in the free-
atom state, again primarily due to relaxation. In a systematic study of the

- Cls binding energy in a set of linear alkanes CyHani2(n=1,2,...,13),

Pireaux ef al.237 noted a monotonically increasing Cls chemical shift
AEy(Cls, CHs~CyrHzp,2) with n, and a small overall shift of 0-6 eV between
CH,4 and CisHgg with sign such that Ci3Has has the lowest binding energy.
Transition-operator calculations for these alkane molecules indicate that the
relaxation energy increases by almost 2-0 eV in going from the smallest
CHj to Ci3Has; thus, relaxation is a major contributing factor in producing
these small chemical shifts, although it must act in conjunction with certain
other effects with opposite sign to reduce the overall shift to 0-6 eV. Relaxa-
tion shifts of ~1-3 eV are also noted in UPS spectra of the valence levels of
molecules chemisorbed on surfaces,238 with the binding energies of molecular
orbitals not directly involved in bonding to the surface being lower than in
the free molecule, presumably due to extra relaxation in the substrate. In
general for these systems, then, it is found that the more near-neighbor atoms
there are surrounding a given final-state hole, the more relaxation can occur
and the lower is the observed binding energy.

The relaxation energy SErelax can be unambiguously defined as the
difference between a Koopmans’ Theorem binding energy —ex and a
binding energy calculated by means of a difference of self-consistent
Hartree—Fock total energies for both the initial and final states. Various

methods have been utilized. for estimating this energy in atoms, molecules,

and solids,119-121, 235, 239-242 by principal emphasis here will be on a
relatively straightforward, yet easily visualized, procedure first used extensively
by Shirley and co-workers.121, 235, 239

In this procedure, 121, 235, 239 the relaxation energy for a given core-level
emiission process is divided into two parts: an intra-atomic term (the only
term present in the free-atom case) and an extra-atomic term that is important
in molecules or solids. The extra-atomic term thus includes all relaxation
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involving electrons primarily situated in the initial state on other atomlc
centers. Thus,
SErelax_SElﬂtra_'_aEeth'a (133)

relax

(This d1v1s10n of the relaxation correction was, in fact, made in the first
discussion of the potential model for analyzing chemical shifts.105) The
calculation of these two terms makes use of a general result derived by Hedin
and Johansson,'20 which states that, for emission from an initial orbital ¢
in an atom of atomic number Z, the relaxation energy is given to a good
approximation by

8Erelax=%<¢kl I’)(N" 1, Z)_ V(N, Z) ’ ¢Ic> (134)

in which P(N—1, Z) is the total electronic HartreeFock potential operator
acting on the kth orbital in the (N—1)-electron final state and V(N, Z) is
the analogous total Hartree-Fock potential operator for the N-electron
initial state. (For a neutral atom, of course N=2Z.) The expectation value in
Eq. (134) thus involves sums over Coulomb and exchange integrals between
¢x and (N—1) other spin-orbitals ¢;3 . Two sets of orbitals ¢; are also
needed, an initial-state set {¢;} in P(N, Z) and a relaxed set {¢;'} in P(N—1, Z).
The determination of the relaxed orbitals is now further simplified by using
the equivalent-core approximation, such .that the integrals involving
V(N—1, Z) are replaced by integrals for P(N+1, Z+1), the neutral atom
with next higher atomic number; correspondingly, ¢x is taken to be an
orbital in atom Z4 1 in evaluating these integrals. This procedure is reason-
able because the orbitals at larger mean radii than ¢ produce most of the
relaxation and such orbitals in neutral atom Z + 1 are very little different from
those in atom Z with a hole in the & subshell (cf. Table I). Furthermore, even
though inner-orbital relaxation occurs (including relaxation of ¢x), this inner-
orbital relaxation is smaller (again see Table I), and thus the Coulomb and
exchange integrals between inner and outer orbitals change little in atom
Z +1 relative to the true hole state in atom Z.121 Thus, the overall relaxation
energy becomes finally

3Erelax=%(<¢k | I7| x>z~ <¢lci I7|‘f’k>Z) - (135)
with all relevant Coulomb and exchange integrals available from existing
tabulated data for atoms.1% Applying this calculation procedure to core
emission from noble-gas atoms, Shirley!2! obtained very good estimates for
relaxation energies as compared to direct total-energy-difference calculations.

The same procedure has also been applied to metals by Ley et al.,235 for
which the separation of Eq. (135) into intra-atomic and extra-atomlc terms
yields formally

8Eretax=3((x| V|br>z:1— (b | V| prdz)intra
+%(<¢k| ALY RERCH V|¢k>z)ex"a (136)
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The intra-atomic term in Eq. (136) is calculable as described previously. If
a free atom A is placed into a pure solid lattice of the same species and it
is further assumed that placement in the lattice has a.small influence. on the
initial-state Hartree—-Fock energy eigenvalues ¢x (corresponding to an extra-
atomic .potential effect of approximately zero), then the difference between

free-atom and solid binding energies is given simply by the extra-atomic

relaxation term for the solid:
EnY(4, k, atom)— Ep¥(4, k, solid)
=1k | V| ¢dz1— (B | V|dadz)extra (137)

These extra-atomic terms have been derived23s for a metal by assuming that

the conduction electrons polarize to such an extent that a screening charge of
approximately unit magnitude occupies an atomic-like orbital centered on
the atom containing the core hole. As a reasonable choice for this orbital,

-that possessing the dominant character of the lowest unoccupied valence

band in the solid is used, again together with an equivalent-cores approxi-
mation. Although this procedure overestimates screening because the orbital
chosen is too localized, it does give approximately correct magnitudes for
atom-solid shifts such as those in Eq. (137), as is illustrated in Fig. 29 for the
3d transition-metal series. Note the break in values at Z=29 (Cu) when the
screening orbital changes from 3d to the more diffuse 4s because of filling of

0T r—7T T T7T T T T T T

1S5
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K CaSc Ti VCr Mn Fe Co NiCu Zn
O 1 1 ) 1 i | L 1 1 1 | (]

20 22 24 26 28 30

Atomic number
Fig. 29. Differences between vacuum-referenced free-atom 2p core binding energies and
analogous binding energies in the corresponding elemental metal. The points represent
experimental values and the line calculations based upon Eq. (137), which assumes that
extra-atomic relaxation is the main cause of such differences. The break at Z=29 is caused
by the filling of the 3d valence bands. (From Ley et al., ref. 215 and 235).

EY(A,2p,atom)- EY (A, 2p,s0lid) (eV)
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the 3d bands. Alternate calculation procedures of a somewhat more rigorous
nature have also been proposed to explain such atom-solid shifts236. 240-242
including especially discussions of possible initial-state shifts in the solid.

However, the scheme presented here clearly yields a semi-quantitative |

approximation for one of the most important factors, extra-atomic relaxation,
as well as being very easy to apply to various systems. ’

As noted previously (Section IILB), it has also been pointed out by
Ley et all15 that a localized-hole description can be used to estimate
relaxation energies associated with valence-level excitations in free-electron
metals. Such relaxation energies are calculated by assuming that in the final
state a full single-electron screening charge occupies an initially unoccupied
atomic-like valence orbital. Then, because there is minimal inner-orbital
relaxation, the difference operator P(N—1, Z)—V(N,Z)in Eq. (134) reduces
tothe single terms Jyatence +Kvatence, and the final relaxation energy is given by
%(qsva.lence | Jvalence +_Kvalence | ¢valence> ~ ‘%<¢va.lence vaatence l ¢va.lence> =
‘%Jvalenee, valence- '

As a final comment concerning relaxation, the discussion surrounding
Eq. (77) and Fig. 8 should be recalled. That is, the occurrence of relaxation
requires by virtue of the Manne-Aberg-Lundqvist sum rule given in Eq. (77)
that additional photoelectron intensity arises at kinetic energies below that
of the relaxed or adiabatic peak position. Thus, relaxation is very closely
associated with various kinds of low-energy satellite structure of types to be
discussed in Section V.D.

C. Multipler Splittings

Multiplet splittings arise from the various possible non-degenerate total
electronic states that can occur in the final hole states of open-shell systems,
whether they be atoms, molecules, or solids with highly localized unfilled
valence levels. The way in which multiple final states can be produced has
already been briefly introduced in Section IIL.A, and for most systems it is
adequate to consider a total spatial symmetry designation (e.g. L=0, 1,2, ...
in atoms), a total spin designation (e.g. S=0, 1, 2, ... in atoms or molecules),
and perhaps also the perturbation of these via the relativistic spin—-orbit
interaction. The simplest interpretation of atomic multiplet splittings is thus
in terms of various L, S terms. Such effects can occur in any system in which
the outer subshell or subshells are only partially occupied. The partial
occupation provides certain extra degrees of freedom in forming total final
states relative to the closed-shell case via coupling with the unfilled shell left
behind by photoelectron emission. Multiplet effects can occur for both core
and valence emission, as long as the valence subshell(s) are not totally occupied
initially. Multiplet splittings also possess the important feature of being
describable in first order in terms of a single set of ground-state Hartree-Fock
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one-electron orbitals. Thus, electron—electron correlation effects beyond the
ground-state Hartree-Fock approximation are not essential for predicting
that multiplet effects will exist, although, as will be shown, the inclusion of
correlation effects is absolutely essential for quantitatively describing these
phenomena in certain instances. 7

Multiplet effects involving core-level holes are very commonly encouritered
in interpretations of the fine structure arising in x-ray emission spectra243-245
and Auger electron spectra.3. 246-248 However, it is more recently that such
effects were first recognized and studied in detail in connection with core
x-ray photoelectron spectra of paramagnetic free molecules?. 249 and
transition-metal compounds.86. 250 Subsequently, numerous studies have been
carried out, including applications to systems containing both transition-
metal atoms86, 157, 250-257 and rare-earth atoms,156, 258-261 and a few compre-
hensive reviews have appeared.262-265 Primary emphasis here will be on the
elucidation of a few examples to illustrate the types of effects noted and their

. modes of interpretation.

As an introductory example of one type of multiplet splitting found in
XPS studies,36- 259 consider first the ground-state Hartree-Fock description
of photoemission from the 3s level of a Mn2+ free ion, as shown on the left-
hand side of Fig. 30. The ground state of this ion can be described in L, S
(Russell-Saunders) coupling as 3d5 6S (that is, S=3%, L=0). In this state,

. the five 3d spins are coupled parallel. Upon ejecting a 3s electron, however,

two final states may result: 3s3d55S (S=2, L=0) or 3s3d° %S (S=3, L=0).
The basic difference between these two is that in the 3 state, the spin of the
remaining 3s electron is coupled anti-parallel to those of the five 3d electrons,
whereas in the 7S state the 3s and 3d spins are coupled parallel. Because the
exchange interaction acts only between electrons with parallel spins, the
%S energy will be lowered relative to the 55 energy because of the favorable
effects of 3s-3d exchange. The magnitude of this energy separation will be
proportional to the 3s-3d exchange integral Kss, 34, and will be given byl1®
A[Ew(3s)]=Ef(353d% 55)— E/(3s3d° 'Sy =AE/(353d5)
=6Ka3s, 34
6ez % % r? ‘
=— | | — Pas(r))Psalre)Pss(rs)Psa(rs) dri drs (138)
5 00nr3

where e is the electronic charge, r< and r» are chosen to be the smaller and
larger of r1 and re in performing the integrations, and Pss(r)/r and P3a(r)/r

are the radial wave functions for 3s and 3d electrons. The factor 1/5 results.

from angular integrations involved in computing Kss, 3¢. A Hartree-Fock
calculation of the energy splitting in Eq. (138) for Mn3* gives a value of
AEf(353d5)~ 13 eV.86. 250 As this predicted splitting is considerably larger
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Fig. 30. The various final state L, S multiplets arising from 3s and3p photoemission from
a Mn2* ion. Within the S and P manifolds, separations and relative intensities have been
computed using simple atomic multiplet theory as discussed in the text. The separation and
relative intensity of the S and 7P peaks were fixed at the values observed for 3s(1) and
3p(1) in the MnF2 spectrum of Fig. 31 to facilitite comparison with experiment. (From

Fadley, ref. 262.)

than typical XPS linewidths, it is not surprising that rather large 3s binding
energy splittings have in fact been observed in solid compounds containing
Mn2+, and such splittings are clearly evident in the 3s regions of the first data
of this type obtained by Fadley et al.,88: 250 as shown in Fig. 31. Roughly the
left half of each of these spectra represents 3s emission, and the splittings
observed in MnFp and MnO are approximately one-half of those predicted
from Eq. (138). The primary reason for this large discrepancy in magnitude
appears to be correlation effects due to the highly overlapping character of
the 3s and 3d orbitals, as discussed in more detail below.

In considering further such core binding energy splittings in non-relativistic
atoms, it is worthwhile to present a more general discussion of the photo-
emission process, including the relevant selection rules.8> 262. 263 Jf the
photoelectron is ejected from a filled n/ subshell containing g electrons, and
an unfilled #’l’ valence subshell containing p electrons is present, the overall
photoemission process can be written as

(nha(n'l)? AN (nl)a-1(n'l")? 4 photoelectron (139)
(flled) (L, S) &, s
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Fig. 31. XPS spectra from three solid compounds containing Mn, in the kinetic energy
region corresponding to emission of Mn3s and 3p electrons. The initial-state ions present are
Mn+*23d5 (MnFz, MnO) and Mn*43d? (MnOz2). Peaks due to multiplet splittings are labelled
3s5(1), 3s(2), etc. Kaa, 4 x-ray satellite structures are also indicated. (From Fadley and
Shirley, ref. 86.)

Here, L and S denote the total orbital and spin angular momenta of the initial
N-electron state and L/ and S¥ represent the same quantities for the final
ionic state with (N —1) electrons. As (n/)? is a filled subshell, its total orbital
and spin angular momenta must both be zero and therefore L and S
correspond to the orbital and spin momenta of the valence subshell (n'l’)2.
In the final state, L’ and S7 represent momenta resulting from the coupling of
(nl)2-1 (or, equivalently, a single core-electron hole) with (r'l’)?. The
transition probability per unit time for photoelectron excitation is pro-
portional to the square of a dipole matrix element between the initial and
final state wave functions (see Section II1.D.1 for a detailed discussion). In a
nearly one-electron model of photoemission, this matrix element can be
simplified to the sudden approximation forms given in Eqs (68) and (74).
The selection rule on one-electron angular momentum is Al=F—/= +1, as
stated previously. Conservation of total spin and total orbital angular
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momenta requires that ' :
AS=S—S=+1 (140)
and

AL=Lf—L=0, +1, +2, ..., +lor L'=L+, L+I—-1, ..., ]L—Il (141)
Also, the overlap factors in Egs (68) and (74) yield an additional -monopole
selection rule on the passive electrons, as introduced in Section IIL.D.1.
This rule implies that the coupling of the unfilled valence subshell (n'l')?
in the final state must be the same as that in the initial state: that is to total
spin and orbital angular momenta of L and S. Finally, any coupling scheme
for (nl)e-! or (n'l')® must of course be consistent with the Pauli exclusion
principle. Since (n/)2-! is assumed to represent a single hole in an otherwise
filled subshell, it must therefore couple to a total spin of § and a total orbital
angular momentum of /. Within this model, it has been shown by Cox and
Orchard!55 that the total intensity of a given final state specified by L7, ST
will be proportional to its total degeneracy, as well as to the one-electron
matrix element squared. Thus, in Russell-Saunders coupling

Lot(L, SN oc(2ST+ 1)2LT+1) (142)
For the special case of atomic s-electron binding energy splittings, the

relevant selection rules are thus:
AS=S§T—S=+1 (143)

AL=Lf—L=0 (144)

and the total intensity of a given peak is predicted to be proportional to the
spin degeneracy of the final state:

Tiot(LS, ST)oc2S7+1 (145)

Thus, only two final states are possible corresponding to S7=S+14, and the
relative intensities of these will be given.by the ratio of their mul‘tiplicities,
ot Liot(L, S+3) _ 2542

Li(L, S—1) 28
The energy separation of these two states can further be calculated from
simple atomic multiplet theory and is given by a result often referred to as the
Van Vleck Theorem:118

(146)

A[Ev(ns)l=EA(L, S—4)— E(L, S+1%) (147)
A[Eu(ns)] =25+ 1)Kns,n"s’ for S#0 ' (148)
A[Ep(ns)]=0 for S=0 (149)

Here Kns, »"t’ is the ns—n'l’ exchange integral and can be calculated from

e? @w  p l
Knsynar= [§ —m Padr)Pai(ra)Pasra)Pra(ry) dradry (150)
L >

A+
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where the same notation as that in Eq. (138) has been used. Equations
(146)—(150) indicate that such s-electron binding energy splittings should
yield a doublet with a more intense component at lower binding energy
(corresponding to an exchange-favored final state of S/=.S5+%) and a com-

' ponent separation that is directly associated with both the initial state spin

and the spatial distributions of the core and valence electrons as reflected in
the exchange integral. Thus, the potential for extracting certain types of
useful and unique information from such splittings exists.

That Eq. (148) provides a good description of the systematics of such
s-level multiplet splittings has been nicely demonstrated in studies of the 4s
and Ss splittings in rare-earth metals and compounds with varying outer. 4f
subshell occupation numbers and spins S,258. 259 a5 summarized in Fig. 32.
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Fig. 32. Experimental (points) and theoretical (lines) 4s and 5s binding energy splittings
in various rare-earth ions. The AEvvy values are calculated using Van Vleck’s Theorem
[Eq. (148)]. Experiment and theory are in excellent agreement for 5s, but the theoretical
splittings must be reduced by a factor of 0-55 to agree with the 4s data because of corre-
lation effects. (From McFeely et al., ref. 259.)
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BINDING ENERGY

Fig. 34, XPS spectra from the 1s core electrons of the gaseous molecules Nz, NO, and
Oz. The 15 peaks from the paramagnetic molecules NO and O2 are split due to final-state
multiplets. Diamagnetic Nz shows no splitting. (From Siegbahn ef al., ref. 4.)

molecules.4 249 Hedman et al.249 found splittings as large as 1-5 eV in the
15 photoelectron spectra of the molecules NO and Oz. These results are shown
in Fig. 34 along with an unsplit 1s spectrum from the diamagnetic molecule
Na. In each case, it can be shown that the observed energy splitting should
be proportional to an exchange integral between the unfilled valence
molecular orbital and the Ls orbital of N or O,4 in analogy with Eq. (148).
Theoretical estimates of these splittings from molecular orbital calculations
give values in good agreement with experiment,4 107 as expected for such
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intershell interactions in which correlation effects are much decreased. The
observed intensity ratios of the peaks are furthermore very close to the ratios
of the final-state degeneracies, also in agreement with simple theory.

The analysis of binding energy splittings in emission from non-s core levels

is not as straightforward as for s-level emission, primarily due to the fact that

the core-electron hole represented by (#/)2-1 (which now has associated withit a
spin of 4 and a non-zero orbital angular momentum of /) can couple in various
ways with the valence subshell (n'/')? (which can have various spins S” and
orbital angular momenta L”, including the initial values .S and L) to form a
final state with a given total spin S/ and total orbital angular momentum
L. Thus, the number ‘of allowed final states increases and their energy
separations will in general be determined by both Coulomb and exchange
integrals through different coupling schemes. Additional complexities arising
for non-s levels are caused by spin-orbit coupling and crystal-field splittings.
The simplest procedure for calculating such non-s energy separations is

again to use non-relativistic atomic multiplet theory.86. 250, 262, 263 Ag an
illustrative example, consider 3p electron emission from Mn?t, as indicated
in the right-hand portion of Fig. 30. For this case, (n[)¢21=3p5, (n'l')?=3d5
and the initial state, as before, is 65 (S=3, L=0). The previously stated
selection rules imply that the allowed final states correspond to “P(S=3
L=1) and 5P (S=2, L=1). Although a 55 (S=2, L=0) final state would be,
consistent with selection rule (141), it requires changing the coupling of
3d5 from its initial &S and so is not allowed. There is only one way for 3p5 to
couple with 3d5 to form a 7P state, that being with 3p5 (always coupled to
total spin=s=4 and total orbital angular momentum=/=1) coupled with
3d5 in its initial state coupling of 6S (S=3, L=0). However, there are three
ways to form the allowed 5P final state by coupling

3p5%(s=1%,1=1) with 3d5 8S(S"=3, L"=0)

3p5%(s=4%,/=1) with 3d54D(S"=3%,L"=2)
and '

IpS(s=4%,1=1) with 3d5 4P(S"=%,L"=1)
Thus, four distinct final states are possible for 3p emission from Mn2+, one
7P and three 5P. As there are off-diagonal matrix elements of the Hamiltonian
between the various 3P coupling schemes,118 they do not individually repre-

sent eigenfunctions. The eigenfunctions describing the 5P final states will thus
be linear combinations of the three schemes:

¥1(3P) = Cru®(6S) + C120(4D) + C13D(4P)
Y55 P) = Ca1D(8S) + Coa®(4D) + Ca3®(4P) (153)
¥'3(5P) = C31D(8S) + C32®(4D) + C33D(4P)
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where each 3P configuration has been labelled by the 3d° coupling involved
and the Cy’s are the usual expansion coefficients. The energy eigenvalues
corresponding to these eigenfunctions will give the separations between the
5P states. Such eigenfunctions and eigenvalues can most easily be determined
by diagonalizing the 3 x 3 Hamiltonian matrix for the 5P states, where each
matrix element is expressed as some linear combination of Jsq, 34, Kad, 34,
J3p,3d, and Kap, 34.3% 118 If Coulomb and exchange integrals from a Hartree—
Fock calculation on Mn2+ are used, such matrix diagonalization calculations
yield the relative separations indicated on the right-hand side of Fig. 3086. 250
Once again, the sudden approximation result of Eq. (84) indicates that,
because the initial state is rather purely 345(8S), only those components of
the 5P states represented by C;®(8S) are accessible. Thus, the individual
intensities of ¥y, W, and ¥3 can be computed from |C11]2, |Car|? and
| Cs12, respectively. In determining the total intensity ratios for the 5P and
7P states, Eq. (142) can be used to give:

Lio(°P) Itot(7P)=[11(5P)+12(5P)+13(5P)] thot("P)=5 117

The relative peak heights in Fig. 30 have been calculated in this way, and the
experimental 3s(1)-3p(1) separation and relative intensity for MnFs were used
to empirically fix the scales between the 3s and 3p regions. The separations
and relative intensities of the peaks observed are found to be at least semi-
quantitatively predicted by this simple, atomic L, S coupling model,38, 250
and these results have been confirmed in more detail by later experimental255
and theoretical?56 studies. The remaining discrepancies between theory and
experiment for this 3p case could be caused by a combination of effects due
to correlation, spin-orbit coupling, and crystal-field splitting, although
calculations by Gupta and Sen256 indicate that the latter two are probably not
so significant. Ekstig er al.245 have carried out matrix diagonalization
calculations like those described here but for more complex sets of final
3p-hole states in 3d transition metal atoms in an attempt to interpret soft
x-ray emission spectra from solids. The theoretical aspects of calculating
such non-s splittings have also recently been reviewed by Freeman er al.263

Deeper non-s core levels in 3d atoms should also exhibit similar splittings,
although the magnitudes will be reduced because of the decreased interaction
strengths between the core and 3d orbitals. For example, Fadley and Shirley8¢
first noted that the Mn2p levels in MnF; are broadened by ~1-5 eV relative
to those in low-spin (filled subshell) compounds, and suggested multiplet
splittings as the origin of this broadening. Subsequent measurements at
higher resolution by Kowalczyk et al.,255 coupled with theoretical calculations
by Gupta and Sen,257 have confirmed this suggestion, and also verified the

existence of peak asymmetries and anomalous 2p,—2p; separations. For this
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2p case, both multiplet effects and spin-orbit coupling are of similar
magnitude, and were included in calculations that successfully predicted
the observed spectra.25?

Analogous non-s core-level splittings have also been studied in systems

" with partially-filled f subshells,86. 260, 266 and the anomalous shape and

decreased spin-orbit splitting in the Eudd spectrum of Fig. 6 is, in fact,
attributable to such effects.86

Although only multiplet effects on core-level binding energies have
been considered up to this point, such phenomena can play a considerable
role in determining the fine structure observed in valence spectra (as has
been apparent for some time in UPS studies of free molecules®?). In
particular, XPS valence spectra obtained from solids containing highly
localized 4 levels or f levels are expected to be influenced by such multiplet
effects,82, 156, 157, 261, 266, 267 wjth the relative intensities of various allowed
final states being determined by fractional parentage coefficients, as described
in Section III.D.2 and elsewhere.136. 157, 262 Heden et al.267 first observed
such effects in valence spectra of 4f metals. As an example of the occurrence
and use of such splittings in studies of rare-earth compounds, the XPS
results of Campagna et al.261 and Chazalviel et al.266 show strong multiplet
splittings in the valence spectra of Sm-chalcogenides and a mixture of two
markedly different multiplet structures in certain Sm compounds that are
thought to exhibit valence fluctuations between Sm*24f7 and Sm+*34f6,
Some of these results for SmBg26¢ are presented in Fig. 35, in which the L, S
multiplets expected for both Sm+2 and Sm*3 are labelled. Theoretical
intensities have been calculated using fractional parentage coefficients,156
and the agreement between the theoretically simulated spectrum and experi-
ment is excellent. Baer2$8 has also presented very high-resolution XPS
spectra for various 4/ metals that further confirm the existence of these atomic-
like multiplet effects. In analogous multiplet effects in valence 4 orbitals, the
inclusion of crystal-field effects is also expected to be important, as has been
emphasized in a recent discussion by Bagus et al.157

In comparison to chemical shifts of core-electron binding energies, multi-
plet splittings of core- or valence-energies thus represent higher-order effects
yielding a different type of information. In their simplest interpretation,
chemical shift measurements detect a change in the spatially-averaged
potential experienced by an electron, whereas analyses of multiplet effects
have the capability of determining the valence electron configuration or the
detailed strengths of various higher-order electronjc interactions. The two
types of measurements are thus complementary. Numerous applications of
multiplet splittings measurements are thus possible in the study of the transi-
tion series metals, the rare earths, the transuranium elements, and open-shell
systems in general.
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Fig. 35. Experimental and theoretical 4f valence spectra from SmBs, a “mixed-valence”
metallic compound believed to contain both Sm+2 4f¢ and Sm™2 4f%. The intensities of the
various final-state multiplets- for Sm*2-»>Sm*3 and Sm+3—->Sm*4 were computed using
fractional parentage coefficients and are indicated as vertical bars. These calculations were
broadened by an empirically-derived function of the form of Eq. (158) to generate the final
theoretical curve. Monochromatized AlK« was used for excitation. (From Chazalviel
et al., ref. 266.)

D. Multi-electron Excitations

1. Introduction. In this section, several types of final-state effects (and, to a
lesser degree, initial-state effects) that involve what appear to be “multi-
electron” excitations during the photoemission process are considered. The
term multi-electron is judged against a purely one-electron description in
which no final-state relaxation occurs. From the outset, it is clear that relaxa-
tion does occur, so that all transitions are indeed N-electron. Also, in a
configuration interaction picture, the various mixtures of initial- and final-
state configurations involved could easily make itimpossible to distinguish
clearly a one-electron component of photoemission. Nonetheless, all effects

discussed here do somehow represent final states that deviate in a well-defined
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way from the single initial-state Hartree—Fock determinant that best approxi-
mates the one-electron photoemission event. The discussion begins with
relatively simple forms of multi-electron excitation (shake-up and shake-off),

but then comes to involve more complex phenomena that are important in

XPS studies of certain atoms, molecules, and solids.

2. Shake-up, Shake-off, and Related Correlation Effects. Multi-electron
processes in connection with x-ray photoemission were first studied in detail
by Carlson, Krause, and co-workers.!35 In these studies, gaseous neon and
argon were exposed to x-rays with energies in a range from 270 eV to 1-5 keV.

* Measurements were then made of both the charge distributions of the resulting

ions and the kinetic energy distributions of the ejected photoelectrons. From
these measurements, it was concluded that two-electron and even three-
electron transitions occur in photo-absorption, with total probabilities which
may be as high as 209, for each absorbed photon. By far the most likely
multi-electron process is a two-electron transition, which is approximately

- ten times more probable than a three-electron transition. Two types of two-
~ electron transitions can further be distinguished, depending upon whether the

second electron is excited to a higher bound state (“shake-up’%) or to an
unbound continuum state (“‘shake-off”’135). These are indicated in the transi-
tion below (cf. the corresponding one-electron transition in relation Eq.

(139)):

~ Shake-up:

(nD)¥(n'l")? P, (n)1(n’l")?-1(n"I") 4 photoelectron (154)
. - (&7, sn
Shake-off :

nDyn'l")>. L (nD)aY(n'1") P Eyn"1")* + photoelectron (155)
Here (n'l’)? represents some outer subshell from which the second electron is
excited; it can be filled or partially filled. Either shake-up or shake-off

' requires energy that will lower the kinetic energy of the primary photoelectron,

Thus, such multi-electron processes lead to satellite structure on the low-
kinetic energy side of the one-electron photoelectron peak, as shown
schematically in Fig. 8.

Higher resolution XPS spectra have been obtained more recently for neon
and helium by Carlson ez al.2%? and for neon by Siegbahn ez al4l: 270 A
high-resolution Nels spectrum obtained by Gelius ez al.270 is shown in Fig. 36.
The two-electron transitions that are believed to be responsible for the
observed spectral features labelled 2 to 14 occurring at relative energies from
33 to 97 eV below the one-electron peak are listed in Table II. The total two-
electron shake-up intensity in this spectrum is thus estimated to be approxi-
mately 129 of that of the one-electron peak. Both shake-up and shake-off
together account for ~ 309/ of all emission events.
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TABLE 1I

=
(=
Summary of data concerning multi-electron transitions accompanying the formation of a 1s hole in atomic neon by AlK« or i
MgKa x-rays (compare Fig. 36)
(@) Shake-up transitions
Experimental® Calculated® ® Experimental Calculated¢ Calculated¢
excitation excitation relative relative relative
Line energy energy intensity intensity intensity
no. Type of process Final state V) V) (%) (%) %)
0 One-electron transition 1s2s22p® 2§ (870:37) (870:37) 100-00 100 100
1 Energy loss 1522522p%3s 2P 16-89 (6) 16-93
2 Dipole shake-up 152522p%3s 2P lower 33359 0:06 (1)
3 - Monopole shake-up 1525%2p%3p 2S lower 37:35(2) 37-39- 3:15(8) 243 2-47 a
4 Monopole shake-up 1525%2p53p %S upper 40-76 (3) 4126 3:13(10) 29 2:60 n
5 Monopole shake-up 152s%2p%4p %S lower 42-34 (4) 42:30 2:02 (10) 1:48 -
6 Monopole shake-up 1s2522p55p 2S lower 44-08 (5) 44-18 0:42 (6) 0-43 E
7 Monopole shake-up 1525%2p%6p 2S lower 45-10 (7) 0-50 (15) 0-09 =
8 Monopole shake-up 15s2522p%4p 2Supper = 46:44 (5) 46-42 0-96 (11) 0:70 2
9 Monopole shake-up 1525*2p55p %S upper 48-47 (7) 48-40 0:17 (5) 0-11
10 Monopole shake-up 15252p®3s %S lower 598 (1) 59-75 0:57 (5)
11 Monopole shake-up - - 15252p%3s 25 upper 659 (1) 65-93 0-49 (6)
12 Two electron shake-up 93-14 (7)) 0-08 (2)
13 Two electron shake-up 1525%2p%3p2 28 959 (1) 010 4)
14 Two electron shake-up 97:23 (5) 0-24 (4)
Onset of shake-off 1525%2p5 3P 47-4 (5) 4696 11-89 9% =Partial sum of shake-up
Onset of shake-off 1s25%2p% 1P 517 (5) 51:27

2 From Gelius, ref. 270.

b All calculated excitation energies have been increased by 1:8 eV to allow for errors due to relativistic and correlation effects, particularly
in the 152522p® one-electron-transition final state,

¢ Calculated using one-electron wave functions only from Eq. (156) by Carlson et al., ref. 269.
2 Calculated using initial-state configuration interaction and Eq. (83) by Martin and Shirley, ref. 14,

(b) Shake-off transitions

TABLE II (cont.)

' Expérimentale Calculated®

relative relative
intensity intensity
(%) %)
Total intensity for shake-off of one electron from Ne 2s and 2p subshells (Ne— Ne?+) 16-5 16-1
Total intensity for shake-off of two electrons from Ne 25 and 2p subshells (Ne—Ne?+) 0-8

¢ From Carlson, Krause, and co-workers, ref. 135, Intensity calculated using an extension of Eq. (156).
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NEON 1s SHAKE UP SPECTRUM
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Fig. 36. High-resolution shake-up spectrum associated with excitation from Nels in
gaseous neon. Table II lists the origins of the various satellite peaks labelled 1-14. The
Nels FWHM was reduced to 0-4 ¢V in these measurements by using a monochromatized
AlK« source. (From Gelius, ref. 270.)

Note that the initial and final states given in Table IT are assumed to be
composed of a single electronic configuration. This assumption, together
with the sudden approximation as outlined in Section IILD.1, permits
predicting such shake-up and shake-off peak intensities in a very straight-
forward way.135 Namely, Eq. (75) is used for the relevant matrix element and
it is noted that, in the passive-electron manifold, the only major change
occurring for a two-electron transition is ¢»'* — ¢»-1~, with all other passive
orbitals remaining in very nearly the same form. Thus, {¢;'|¢;>~ 1-0 unless
the overlap involved is {(¢n-;- |¢ﬂ'z'>, and the probability of a given transition
is in simplest approximation269

Puyn - CNpy |<-Rn'l'

Ravd|2 (156)

where Ny is the occupation number of the n’'l’ subshell, and allows for a
summation on myms (which must equal m;-my-). Here the radial function
Ru-1- must be calculated in the final-state ionic potential, and Ry, is a radial
function for the initial state. By virtue of symmetry, the overlap in Eq. (156)
will only be non-zero if I"=1/’, a result that is often termed a one-electron
monopole selection rule. Thus, for example, only 25 —#s and 2p —np
monopole transitions yield large intensities as quoted in Table II (although a
single, weak 2p — 3s dipole transition is also thought to be present). The
total symmetries for the (N — 1) passive electrons are also predicted to follow a
monopole rule of the form predicted by Eq. (69)

AJ=AL=AS=AM;=AMp=AMs=An=0 (157

where J is the quantum number for L+ S, apd = is the overall state parity.
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Equation (156) has been used with reasonable success in predicting
shake-up and shake-off intensities in core-level emission from rare
gases, 1 135, 269,270 271 a5 well as from alkali-halides2?! for which the com-
ponent ions possess rare-gas configurations. Some previous results for Nels

" emission are summarized in Table II, where calculated two-electron peak

separations and relative intensities are compared with experiment. The
various final-state configurations are noted and for this case the ¥'r(N=1)
of Eq. (69) corresponds to an unrelaxed Net 152522p8 with an overall L, S
coupling of 2S. There is reasonable agreement between theoretical and
experimental separations, but the theoretical values are uniformly high by
about 1-8 eV out of 40 eV, and have been back-corrected by this amount
before entry in the table.2’® The necessity for this correction has been
explained as a 2p-2p correlation and relativistic error in the Hartree-Fock
calculation for the one-electron 2p® final state that is of much lower magnitude

‘in the various 2pSnp two-electron final states because of the reduced 2p-np

overlap. Theoretical and experimental relative intensities are also in fair
agreement. It should also be noted in connection with these data that the
various L, S multiplets formed as final states must be considered. For
example, the peaks indicated as “lower” and “upper” in Table II are due
to a multiplet splitting of the same type noted on the right-hand side of
Fig. 30 for the 5P states of Mn3+. In the case of Ne*, 25 states can be formed
in two ways from the same total configuration 152522p®np: one in which the
Ls electron is coupled with 2s22p5np(1S) and one in which it is coupled with
2522p3np(3S).4 135 A similar effect occurs in 1s2s2pSns final states. Thus,
there may be considerable interaction between multi-electron processes and
multiplet splittings, and a complete specification of the final state must
include possible multiplet effects.

The assumption of single-configuration final states used in the previous
analysis clearly is open to question, especially since the best description of
all states would presumbly be via a complete configuration-interaction
treatment. Martin and Shirleyl4 have performed CI calculations for Ne and
the isoelectronic molecule HF that do indeed indicate that configuration-
interaction effects can be significant. Their analysis proceeds via an equation
analogous to Eq. (83), from which it is clear that both final-state CI and
initial-state CI can complicate the calculation of intensities by opening up new
options for non-zero (C;)* Cjt products. In particular, the mixing of both the
15225%2p8 and 1522522p53p configurations into the initial state and the final
states corresponding to the observed peaks 0, 3, and 4 is found to significantly
alter the calculated intensities so as to yield better agreement with experiment,
as shown in Table II.

It should also be noted that the total shake-up intensities associated with
valence-level emission are generally observed to be higher than predicted by
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the simple theory outlined above, a result that is consistent with much stronger
intrashell correlation effects.13% 269 For example, Chang and Poe2?2 have
recently performed theoretical calculations for Ne2p excitation at zv.$200 eV
using more accurate many-body perturbation theory. Their results are in
good agreement with available experimental data.

Similar core-level shake-up phenomena are also well known in mole-
cules4 269,270 and the same type of sudden approximation analysis as
represented by Eqgs (69) to (74) has been used with some success to predict
intensities.273. 274 In connection with 'valence-level emission a recent CI
analysis of low-energy satellite structure in CO by Bagus and Viniikka2?5
indicates that higher-order correlation effects are also highly significant, in
agreement with the similar conclusions reached previously for atomic
valence-level shake-up. _

3. Multi-electron Excitations in Metals. Processes analogous to shake-up
and shake-off are also ‘expected to occur during core-level emission from solid
metals, where the form of the density-of-states curve above the Fermi
energy provides a continuous range of allowed one-electron excitation
energies, rather than the discrete set available in atoms or molecules. Thus,
rather than a sharp set of satellite lines below a roughly symmetric one-
electron-transition peak (cf. Fig. 36), what is expected is an asymmetric
tailing of the main peak. The detailed line shapes associated with such
-processes in XPS core-level emission were first discussed by Doniach and
Sunjic276 and are predicted to have the form:

cos [ma/2+(1 —a) tan—1 (Efy)]

IE)= (EE+y2)1-ar2

(158)

where

E=Xkinetic energy measured from the threshold of the unbroadened
one-electron-transition peak

y=the lifetime of the core hole

a=an asymmétry parameter
=23 QI+ 1)(8/m)2 (159)
]

8;=the phase shift of the /th partial wave for electrons at the Fermi
energy scattering from the core hole.

2y is thus the natural FWHM of the core-level. If =0 (as it is for insulators),
then J(E) merely reduces to a Lorentzian lifetime broadening. The phase shift
8; thus has a meaning very close to those discussed in connection with atomic
differential cross-sections in Section ITI.D.2 (cf. Fig. 9).
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Citrin2?? first pointed .out that XPS metal spectral shapes v,exhi'__bi;e_d an
asymmetry suggestive of Eq. (158). The first quantitative tests of the applica-
bility of this line shape for describing such spectra were performed by

_ Hiifner, Wertheim and co-workers.84 They fitted Eq. (158) to core spectra for
various- simple metals and transition metals, empirically choosing the best

values of y and «. The spectra were corrected for instrumental resalution
effects, but not for inelastic scattering. Examples of such a comparison
between theory and experiment for Au and Pt3 are shown in the right-hand
panels of Fig. 37. It is significant here that Au with a low density of states near
the Fermi level shows a much lower degree of asymmetry than Pt with a high
density of states near the Fermi level. Hiifner, Wertheim et al.34concluded that
this line shape does well describe the peaks observed in these metals, and that
the values of y and « obtained were physically reasonable. Similar conclusions
have been reached in several other studies,!15. 191 and it thus seems likely that
such shake-up-like effects do exert a significant influence on line shapes in

. metals.

A further closely-related effect that has been predicted to occur in metals
is the creation of plasmon excitations during the formation of a core
hole.194: 278 Such ““intrinsic” plasmons are distinguished from the “extrinsic”
plasmons created during photoelectron escape from the material, although
they occur at the same energy and are thus rather difficult to resolve from
the experimental inelastic tail. Debate still continues as to how important
intrinsic plasmons are in XPS spectra,2’? and some angular-resolved XPS
results bearing on this question are discussed in Section VI.B.

" 4. Core-peak Satellites in Transition-metal and Rare-earth Compounds. Very .

strong low-kinetic-energy satellite lines were first observed in a study of
Cu2p core levels in compounds such as CuS and CupO by Novakov280,

Similar results obtained more recently by Frost et al.28! are shown in Fig. 38, .

and it is clear that the satellite peaks have intensities comparable to those
of what might be referred to as the one-electron-transition peaks at lowest
apparent binding energy. The appearances of these satellites also depend
strongly on chemical state, being most intense in cupric compounds
containing Cu+2 34% jons, and almost unobservable in cupric compounds
containing. Cutl 3410 jons. Similar strong satellites also occur in the
core spectra of other open-shell transition-metal and rare-earth com-
pounds.114.282-286 They are thus much higher in relative intensity than the
10-309 expected from typical atomic-like shake-up processes, and a great
deal of discussion has gone on concerning their origins. Summaries of
experimental data, as well as analyses of various proposed models, appear
in several prior publications,114, 280-286

The most plausible explanation that has emerged for such effects is a
significant involvement in the final state of a ligand-to-metal charge transfer
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" Fig. 37. 4f core spectra from polycrystalline Au and Pt (points) in comparison to a best
fit of the asymmetric line.shape predicted by Eq. (158) (curves). In the right panels, the
data have been corrected by deconvolution of the instrumental line shape, but no correction
for inelastic scattering effects has been made. The instrumental line shape was derived from
the form of the cut-off near Er (cf. Fig. 13). (From Hiifner and Wertheim, ref. 84.)

that results in a 3d or 4f configuration with one more d or f electron than in
the initial state 214, 282, 283, 285, 286 Thjs jdea was first suggested and qualitatively
discussed by Wertheim et al.**4 for satellites in 4/ compounds and by Kim?283
for 3d satellites. The importance of such 3d” — 3d"+l and 4f% — 4fn+1
configurations is not surprising, since they represent an attempt to screen
very effectively the core hole formed during final-state relaxation. In fact,
there is a high degree of similarity between such final-state configurations
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Fig. 38. 2p3, +and 3s, 3p core-level spectra from the copper compounds CilO, Cuz0,
CuClg, and CuCl. The low-energy satellites are very strong in Cu+2 3d? compounds (CuO,
CuCls), and very weak in Cut*! 3d1° compounds (CuzO, CuCl). (From Frost et al., ref.
281.)

and those used by Ley et al.235 to describe conduction-electron screening in
metals (cf. Fig. 29 and discussion in Section V.B). The absence of satellites
for closed-shell d or f systems is immediately explained in this picture, as
such relaxation mechanisms are not possible. The most quantitative dis-
cussions of this model as applied to 3d-compound satellites have been
presented by Larsson?%5 and Asada and Sugano.286 A two-configuration
manifold is used to describe the final-state core-hole wave functions, with
one configuration ®; being the simplest final-state determinant: with no
change in valence-subshell occupations and the other ®; being a determinant
in which a single-electron ligand-to-metal transfer has occurred. Specifically,
in an octahedrally-coordinated system, the transfer is ascribed to a monopole-
allowed excitation of the type:283. 285,286 g (bonding)=egb — eg(anti-
bonding)=eg*. Both orbitals are expressed as linear combinations of metal
d and ligand valence, with eg® being primarily metal 3d. The crystal-field-
split octahedral symmetry designations are used, and the sudden approxi-
mation one-electron monopole selection rule must here be applied to these
symmetries. If only the active orbitals are considered, the two final-state
configurations can thus be written as:286

®; =(core hole) (egt)(eg?)™

@2 =(core hole) (egh)?1(eg?)m+1 (160)
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Mixing these configurations produces two final states with differing degrees
of charge transfer:

Y =Cn®1+Cra®s at Eyf
Wof = Co1P1+4 CooD2 at Epf (161)

The “main” line occurs at lower Ef and thus higher kinetic energy and lower
binding energy. If ¥,/ is chosen to represent this main line, it is-found to
correspond to a net transfer of =0-5 electrons to the metal site.110. 285
Thus, hole screening is predicted to be very appreciable as far as this state
is concerned, and the mixing represented by Eq. (161) is highly significant.
If the degree of one-electron-orbital relaxation is small, then ®; is approxi-
mately equal to the (N—1)-electron remdinder ¥r(N—1) in Eq. (69), and
the sudden approximation yields peak intensities via Eq. (84) of :

Lic|Cul?, hkoc|Cal? (162)

Additional splittings due to crystal-field effects, multiplet effects, and spin—
orbit interactions cause further fine structure in the predicted energies, and
one-electron orbital relaxation has furthermore been included by means of
the equivalent-core approximation.28¢ With a limited degree of efnpirical
parameter choice, numerical results based upon this model are in gc?od
agreement with experimental satellite data for 3d compounds as to 1ntens1t1.es,
widths, positions, and systematic trends with ligand character anq d-orbital
occupations.285, 286 Finally, it is important to note that Viniikka and
Bagus!!® have carried out more accurate self-consistent _Hartree—Fock
calculations with configuration interaction on fully-relaxed core-hole states
inthe cluster [NiOg]~10. These results also show that a significant ligan'd-.to-
metal charge transfer of ~0-5 electrons is present in the state represen_tu}g
the main line. It is also concluded that the two primary final states contain
significant admixtures of both conﬁgurations (Cu1=09, C12=0-3; Cy1x0-3,
Co2~09). - .

The occurrence of such two-configuration charge-transfer satellites has
also been suggested in connection with the adsorption of CO on transition-
metal surfaces.287 In this case, satellites observed in the Ols spectrum are
attributed to the strong involvement of a metal-to-molecule charge transfer
(that is, the reverse of the direction discussed previously). ,

Thus, such satellites and the charge-transfer they represent can b
extremely important considerations in the analysis of spectra in many
systems. The term “shake-up” has been applied to these effects,283, 285, 286
but such nomenclature can be a bit misleading in the sense that the final
states are not pure configurations that are as simply related to the initial
state as for the neon case of Table II. The most correct view would seem to be
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simply that a strong configuration interaction occurs in the final state due to
relaxation about the inner hole.

It is finally worth noting that the presence or absence of such satellites
has potential for use in a ““fingerprint”” mode for determining the oxidation
state and/or valence configuration of 3d or 4f atoms in different chemical
environments. :

5. Other Multi-electron Effects. As a final example of multi-electron effects,
we consider the observation first made by Gelius2? that, for a series of
elements with Z=50-60, the 4p binding energy broadens into a many-
electron resonance with complex structure, as shown in later data obtained by
Kowalczyk et al.215 in Fig. 39. This rather unique occurrence has been
observed in both gases?? and solids,?!5 and has been explained by Wendin
et al?8.289 a5 being caused by the particular one-electron energy-level
spacings involved. Specifically, the single-configuration final-state after 4p
emission is ...4p5%4d105s2 _ with the remaining outer occupancies depending
upon Z. However, the 44 binding energy is approximately 4 that of 4p in this
region of the periodic table, so that one 44 electron can be moved into the
lower-energy 4p orbital and another 4d electron can be placed in a low-
energy unoccupied bound orbital or continuum orbital to yield a set of
configurationslike....4p54d85s2...(n"I")1 or .. 4p%4d85s?.. (Exin"l")  respectively
that are nearly degenerate with the one-electron final-state configuration.
Strong mixing thus occurs among these configurations, with a resultant
smearing of the final states into a broad resonance with fine structure. The
mixing in of continuum configurations can also be considered to result from
a Coster-Kronig Auger de-excitation of the 4p hole via 4d— 4p, 4d —
continuum. The form of the interactions further dictates that orbitals with
I"=2 are dominant.288, 289 (Note the similarity between the configurational
degeneracy discussed here and that noted by Bagus et al.252 in their analysis
of 3s emission from Mn2+, cf, Section V.CO). It is thus rather fortunate that
such resonances are rare phenomena throughout the periodic table, as one-
electron energy levels would otherwise be a much less useful concept.

E. Vibrational Effects

The effects of exciting various final vibrational states on XPS spectra were
first clearly observed in gas-phase data obtained with monochromatized
radiation by Gelius and co-workers.2? A Cls spéctrum obtained from gaseous
CH, is shown in Fig. 40, and it exhibits a three-component structure that
can be explained as arising from the excitation of three different vibrational
states of the symmetric C-H stretch type.27® The relative intensities and
positions of these peaks are furthermore found to be in good agreement with
a theoretical model based upon the Born-Oppenheimer approximation as
expressed in Eq. (63), provided that it is noted that the Cls hole alters
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Fig. 39. 4s, 4p core-level spectra for a series of metals from Mo (Z _
Note the broad 4p resonance that exists from Z=49 to Z260. (From Shirley et al., ref.

215.)
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vibrational energies and wave functions appreciably in the final state. Similar
vibrational effects appear to be present in other small molecules, and it is
thus clear that XPS peak widths and positions can be significantly affected
by final-state vibrational excitations.

Vibrational effects have also been noted in XPS studies of solids by Citrin
et al.8 In this work, core peaks in alkali halides were found to exhibit
temperature-dependent line widths consistent with the excitation of lattice

CH,

. EXP Cls
~—LEAST SQUARES FIT

eV 2915 2910 290.5
BINDING ENERGY
Fig. 40. A Cls spectrum from gaseous CH4 obtained with very high instrumental resolu-
tion (FWHM = 0-3 eV). The lowest-binding-energy primary peak shown here is found to

exhibit three components due to vibrational excitations in the final state. (From Gelius,
ref. 270.)

vibrations (phonons) during photoemission as shown in Fig. 41. A solid-state
analysis based upon the Born-Oppenheimer approximation and Franck-
Condon factors yields the proper variation with temperature, provided that
the effects of specimen charging due to low conductivities at low tem-
peratures are corrected for, as shown in the figure. Such effects are thus
expected to be important in all polar solids for which electronic relaxation
around the core hole cannot be complete enough to leave final vibrational
states of very nearly the same form as the initial vibrational states. In metals,
on the other hand, conduction electron screening is expected to be complete
enough to leave the initial- and final-vibrational manifolds nearly identical.
Thus, in metals the distribution of phonon excitation probabilities or Franck—
Condon envelope is sharply peaked around the initial states (as can be seen by
considering Eq. (63) for a single set of orthonormal functions); therefore, very
little extra broadening is expected.
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Fig. 41. Variation of the K2p; FWHM with temperature in solid KF, KCl, and KI.
the curves — @ —@— are the unaltered experimental data. The curves — O—QO— have been
corrected for lifetime and instrumental width contributions. The dotted curves represent
further corrections for specimen charging that occurred in KF and KI at low temperatures.
The solid curves are theoretical calculations based upon final-state vibrational broadening.
(From Citrin et al., ref. 85.)

VI. ANGULAR-RESOLVED MEASUREMENTS ON SOLIDS

A. Introduction

Angular-resolved XPS studies of solids have very recently been reviewed
by the author,!? so only a brief outline of the most significant aspects and
certain very new results will be presented here. The most generally occurring
types of effects are those involving surface sensitivity enhancement for
grazing angles of electron exit or x-ray incidence with respect to the surface
and two types of anisotropies observed in the angular distributions of
photoelectron intensities from single-crystal specimens.

The schematic geometry shown in Fig. 42 both reiterates the definitions of
various angles as discussed previously here (cf. Figs 7 and 17) and also
indicates that the electron emission direction can be made to have any
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-_

8, Q

¢

Fig. 42. General geometry for an angular-resolved XPS experiment. Rotations on the two
perpendicular axes shown vary 6, ¢ and ¢ over their full allowed ranges. The angle «
also may be varied, but is most commonly held constant.
orientation with respect to a set of axes fixed in the specimen if externally-
accuated rotation is possible on the two perpendicular axes shown. Rotation
on the axis perpendicular to the plane containing the photon and electron
propagation directions varies the angles 6 and ¢, describing electron exit and
x-ray incidence, respectively. Rotation about the second axis parallel
to the specimen surface normal varies the azimuthal angle ¢ as measured with
respect to a specimen-fixed reference. Low ¢ or low ¢, thus corresponds to
a grazing condition. The angle « is held fixed in most current XPS systems.
Two-axis specimen goniometers for this purpose have been specially built for
use in XPS studies, and various instrumental aspects of carrying out such
measurements have been reviewed elsewhere.17 74, 202, 290

B. Surface Sensitivity Enhancement at Grazing Electron Exit Angles

The achievement of greater relative surface sensitivity at conditions of
grazing electron exit angles has already been discussed in connection with the
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6-dependent relationships describing peak intensities in Section III.F.2. The
application of this procedure in XPS was first demonstrated by Fadley and
Bergstrom,29! and first quantitatively applied by Fraser et al.28! As a simple
illustration of the fundamental mechanism, Fig. 43 illustrates the way in

which the mean depth of no-loss emission varies for a homogeneous, semi-

infinite substrate. If A, is assumed to be a direction-independent property of

" the material, this mean depth is given at any angle by A, sin 8, so it is clear
that a decrease of 6 from say 90° to 5° will decrease the mean depth by about
a factor of 6. This is a highly significant change that has by now been used in
numerous studies to enable selectively altering the surface sensitivity of the
XPS measurement.1?

o . e >//-Aesiﬁ9

@3
W

0/ '
5A<Ae< 80A

Fig. 43. Illustration of the basic mechanism producing surface sensitivity enhancement

for low electron exit angles 6. The average depth for no-loss emission as measured per-
pendicular to the surface is given by Ae sin 6.

The only significant moderating factor that may in certain circumstances
render such low-8 measurements somewhat less dramatic in capability is the
presence of surface roughness. Surface roughness in general causes the local
microscopic true angles of emission 6t to differ from the experimental value 8
as measured relative to the macroscopic planar average of the specimen
surface. In general, for low & values, roughness is expected to cause & to
be greater than 8, so that surface sensitivity enhancement is expected to be
diminished.17, 202, 220-294 Roughness further has the effect of shading
certain portions of the surface from x-ray incidence and/or electron exit.
Such effects have been studied both experimentally and theoretically for a few
systems,17» 202, 203, 290-204 gnd, although it is clear that large-scale roughness
can significantly alter the type of surface enhancement achieved,203 it has

also been found for one system that, even with pressed powder pellets of the

type often used as specimens in XPS, a usefully large surface enhancement
can be achieved at low 6.293 Thus, although roughness effects always need
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to be considered in any quantitative analysis of such XPS data and the
preparation of highly planar specimens is essential for some work,294 there
are good reasons to expect very general utility of the low-8 surface enhance-
ment procedure. We now consider a few examples of the application of this
method. : '

In Fig. 44, broad-scan spectra are shown at various angles for a highly-
polished silicon specimen with an oxide overlayer 1-2 atomic layers in
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_Fig. 44 Broad-scan core spectra at low and high exit-angles for a Si specimen with a
thin oxide overlayer (~4 A) and an outermost carbon contaminant overlayer approximately

}—2 monolayers in thickness. The Cls and Ols signals are markedly enhanced in relative
intensity at low ¢ due to the general effect presented in Fig. 43. (From Fadley, ref. 17.)
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thickness, and an outermost overlayer of carbon-containing residual gas
impurities of approximately the same thickness. (These thicknesses were
estimated using Eqs such as (117) and (118).) Pronounced peaks due to the
Ols, Cls, Si2s, and Si2p core levels are observed. At the higher emission
angles of 40° and 70°, plasmon loss structure is also found to be associated
with the Si peaks (cf. also Fig. 1 for Al). As 8 is lowered to a grazing exit
condition, marked changes occur in the relative intensities of all peaks, in
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fact causing a complete inversion in ordering. At high § where maximum
bulk sensitivity is expected (Ae in Siis ~37 A and Ae’ in SiOg is ~27 A294),
the intensity order is Si2s, 2p>01s> Cls, where at low € with maximum
surface sensitivity, it is Cls>Ols> Si2s, 2p. Such a three-angle scan thus
clearly establishes the mean vertical displacement of all dominant species
with respect to the surface, yielding very directly a qualitative concentration
profile. If the Si2p region for this specimen is examined more closely,- it is
further found to exhibit a chemical shift between oxide and element, as shown
in Fig. 45. However, the thin oxide layer present yields only a very weak
relative intensity in the Si2p (oxide) peak at the relatively high angle of §=49°.
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Fig. 45. Si2p core spectra at §=5° and 49° for the specimen of Fig. 44: The chemically-

shifted Si2p (oxide) peak is enhanced in relative intensity by approximately a factor of
20 between 49° and 5°. (From Fadley, ref. 17.)

The spectrum obtained at #=5° by contrast exhibits marked enhancement by
a factor of ~20 in the oxide relative intensity. More quantitative studies of
such relative intensity changes with angle have also been made by Hill
et al.,2% and, although certain discrepancies are found to occur at low 8
values with respect te the simple intensity expressions givén in Section
IILI.F.2, case (¢), it nonetheless appears possible to extract highly quantitative
data concerning specimen geometry and electron attenuation lengths.

An additional effect that is of interest in connection with the enhanced
surface sensitivity achievable at-low 8 is a change in the relative intensities

of various inelastic loss processes. For example, for an atomically clean

surface of aluminium (which exhibits well-defined surface- and bulk-plasmon
excitations at different energies), it has been found by Baird er al.2% that
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the surface plasmon losses are markedly enhanced in relative importance at
low 8. Some data from this study are shown in Fig. 46. The reason for this
enhancement is that the surface- and bulk-plasmons are spatially ortho-.
gonal.197 Because decreasing the angle of exit also decreases the mean depth
of emission, the relative probability of exciting a surface plasmon is thus also
increased at low exit angles. Comparisons of such data with theoretical calcu-
lations for a free electron metall®4 furthermore yield good agreement with

experimental relative intensities and further suggest that the creation of

plasmons occurs by means of both extrinsic (after excitation) and intrinsic
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Fig. 46. A12p plasmon loss spectra from a clean surface of polycrystalline aluminium at
9=90°, 30°, and 2°. The positions of various combinations of surface and bulk losses are
denoted 18, 1B, etc. Note the marked enhancement of the relative intensity of the surface
plasmon loss (1S) for grazing exit angles. (From Baird et al., ref. 295.) .
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(during excitation) processes.2?5 An additional interesting feature of such

. angular-dependent loss measurements is that they can be used to determine
the locations of adsorbed molecules relative to a surface. Speciﬁcally, the
Ols loss spectrum for an ~0-2 monolayer coverage of oxygen on aluminium
exhibits only surface plasmon peaks'at grazing electron exit, indicating that
the oxygen has not penetrated significantly below the surface plane. 295, 296
Thus, the angular dependence of such absorbate loss structures should
provide useful complementary information concerning adsorption geo-
metries and near-surface electronic structure.

The ground-state valence electronic structure of a solid is also predicted
theoretically to change near its surface,2?? and it is of interest to determine
whether angle-resolved XPS studies can detect this. One effect that should
occur in transition metals is a narrowing of the FWHM of the d-bands near
the surface due to reduced coordination number.297 Such effects have been
studied quantitatively by Mehta and Fadley2®® for the case of clean poly-
crystalline copper surfaces, and the experimental and theoretical d-band
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Fig. 47. Experimental and theoretical angular dependence of the FWHM: of the Cu3d
valenjse-.band peak. The width decreases at low @ due to d-band narrowing near the surface
tzlggt)xs in turn caused by reduced coordination number. (From Mehta and Fadley, -ref.
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FWHM values determined are summarized in Fig. 47. The small, but
unambiguous decreases in FWHM observed at low 6 are consistent with the
theoretical calculations, with theory showing somewhat larger relative
changes that could easily be explained by several effects.298 Thus, such low-6
measurements can also be used to probe alterations in the near-surface
valence electronic structure. :

C. Surface Sensitivity Enhancement at Grazing X-ray Incidence Angles

A second mechanism producing enhanced surface sensitivity: involves
measurements carried out at very low x-ray incidence angles ¢.. For ¢,51°,
it was first noted by Henkel?8 that the mean x-ray penetration depth in a
typical XPS experiment (which is 103-10% A for ¢3>1°) decreases markedly
to values of the same order as the electron attenuation length A.. This
further suggests that surface-atom signals will be enhanced in relative intensity
at low ¢, as was first demonstrated by Mehta and Fadley.1?® The reason for
this decrease in x-ray penetration depth is the onset of significant refraction
such that ¢,’ <. (cf. Fig. 17) and reflection at the solid surface. The inter-

~ actions of typical XPS x-rays with a homogeneous medium are furthermore

well described by a macroscopic classical treatment,1?® and detailed ex-
pressions for predicting penetration depths and expected s'ur'fa_ce sensitivity
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Fig. 48. Angular dependernce of the Cls/Audf intensity ratio for a gold specimen with a
thin carbon-containing overlayer. Enhancement of the near-surface carbon signal is found
for both grazing electron exit (low 6) and grazing x-ray incidence (low ¢5). The low-¢z
enhancement is well predicted by classical calculations allowing for x-ray refraction and
reflection (R/R) at the surface, as shown by the dashed curve. (From Mehta and Fadley,
ref. 179.) )
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enhancements in terms of the material optical constants and other parameters
have been presented elsewhere.17,178, 179 , o

As an example of the surface sensitivity enhancement occuring at low ¢,
Fig. 48 shows data obtained from a gold specimen with ~2 atomic layers of
carbon-containing material as an overlayer. The Cls/Au4f intensity ratio
thus serves as a measure of relative surface sensitivity, and it is observed to
increase at both low @ (for reasons discussed in the last section) and low ¢.
The increase at low ¢, is comparable to that at low ¢ (approximately a factor
of 2-3), and there is good agreement between experiment and theoretical
calculations including refraction and reflection effects. Note the very sharp
onset of the low-¢, enhancement over a region of only a few degrees near
¢z=0. Similar effects have also been noted in the Si2p(oxide)/Si2p(element)
ratio for silicon with varying oxide overlayer thicknesses.299 Also, the optical
properties of several solids at XPS energies of ~1-5 keV have been used to
predict that such phenomena should be of very general occurrence.?

It should be noted in connection with low-¢ ;. studies, however, that surface
roughness effects can be very important in any attempt at quantitatively
analyzing such data.299 This is due to the very small incidence angles involved,
so that if the true microscopic incidence angle ¢t deviates by even ~0-1°
from the macroscopically measurable ¢, a significant change occurs in the
degree of refraction and reflection. Thus, surface preparation and accurate
angle measurement are both very critical. A further practical problem is that
surface shading by any roughness present will generally act to much diminish
absolute photoelectron intensities at low ¢,. Thus, low ¢, surface enhance-
ments may serve as a useful complement to those at low 6, but the measure-
ment and interpretation of low-incidence-angle data may not be as straight-
forward.

D. Single-crystal Effects

Two rather distinct types of single-crystal effects have been noted in prior
XPS studies. The physical origins and possible interpretations of these will
be briefly discussed.

1. Electron Channeling and Kikuchi Bands. In measurements of core peak
intensities or energy-integrated valence-spectral intensities from single-crystal

-specimens as a function of the emission angles ¢ and ¢ in Fig. 42, pronounced
fine structure is noted. The first effects of this type were observed by Siegbahn
et al.300 in NaCl and by Fadley.and Bergstr6m29! in Au. Baird ef a/.200 have
obtained the most detailed set of such data to date for Au4f emission from a
Au crystal with (001) orientation and this is summarized in the stereographic
projection intensity contour plot of Fig. 49(a). Considerable fine structure is
evident in this plot, with many features possessing angular FWHM values of
only ~5-10° and peak height : background ratios as high as ~2 : 1. It is
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thus clear that no peak intensity analysis involving a single crystal can neglect
such effects. _ _ '

The origin of this fine structure is primarily electron diffraction from the
various sets of planes in the crystal. These effects are furthermore very closely
related to the Kikuchi bands seen in low-energy electron diffraction (LEED)
experiments carried out with FEuinz300eV,30! as well as to channeling
phenomena seen in the emission of high-energy electrons (~ 10%-106eV)
from radioactive nuclei imbedded in single crystals.302 Based upon prior
experimental and theoretical studies in these two areas,301, 302 the qualitative
expectation is for each set of planes denoted by Miller indices (Ak/) to have
associated with it a band of enhanced intensity for photoelectron emission
that is parallel with the planes to within plus or minus the first-order Bragg
angle Opx1, as defined from :

Ae=2dni sin Opxy B (163)

Fig. 49. (a) Experimental photoelectron intensity contours for Audf emission from a
Au(001) single-crystal surface. The contours are plotted in stereographic projection with
various low-index directions indicated as [Ak{]. The normal to the surface therefore lies in
the centre of the figure. The arcs represent low-index planes available for electron diffraction
or channelling,.
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Fig. 49. (b) Qualitative theoretical simulation of the intensity pattern of (a) based on
shaded rectangular Kikuchi bands of the form given by the dashed line in Fig. 50. The
dotted lines in the lower half of the figure represent the centres of weaker, broader bands
from lower-index planes that would also appear at. mirror-symmetry-related points in the
upper half. (From Baird et al., ref. 200.) :

with
e (in A)=electron deBroglie wavelength )
=[150/Exin (in eV)]* (164)
drri=the interplanar spacing '

Such Kikuchi bands are furthermore expected to be approximately uniform in
intensity over the + 05 range, and to drop off rather sharply at the limits of
this range; as shown schematically in Fig. 50. For typical higher-energy XPS
photoelectrons and lower-index metal crystal planes, 6rz: is found to lie in
the range 3-15°. The overall photoelectron intensity distribution above a
single-crystal surface is thus expected to be approximately given by a super-
position of such bands for the various low-index planes within the crystal.
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Fig. 50. The approximate form expected for a Kikuchi band from the (#k!) set of planes
in a single crystal.

As a qualitative test of this interpretation, Fig. 49(b) presents a stereo-
graphic projection on which shaded bands corresponding in width and
placement to those expected for the lowest index planes in Au have been
inserted. Dotted lines in the lower half of the figure also indicate the centers
of broader and weaker bands expected from higher-index planes. Comparison
of Figs 49(a) and 49(b) indicates that there is good correspondence between
experiment and theory as to the locations of high-intensity regions and fine
structure. Recently, more quantitative calculations for copper have been
carried out by Baird et a/.393 in which each band is given a height proportional
to the Fourier coefficient Vg in the crystal potential; these calculations yield
very good agreement with similar intensity contours for copper. Thus, the
basic systematics of such effects is well established and relatively easily
predicted, and such measurements can provide rather direct information
concerning the near-surface atomic order and crystal orientation. Further-
more, in the very near future, more highly accurate theoretical calculations
of such effects utilizing methods developed for LEED analyses should
become available.304

A final important point in connection with such core-level angular distri-
bution measurements is that it may be possible to utilize them for determining
the bonding geometries of atoms or molecules adsorbed on single-crystal
surfaces. That is, if core-level emission from an adsorbed atom does exhibit
angular anisotropy, it must be primarily associated with final-state scattering
effects that should, in turn, be strongly related to the ‘nearest-neighbor
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atomic geometry. Very recent measurements in our laboratory do in fact
indicate that such anisotropies exist.

2. Valence Spectra. It was first noted by Baird er al185. 305 that XPS
valence spectra from a single crystal exhibit considerable changes in fine
structure as the electron emission direction is varied with respect to the
crystal axes. As an example of these effects, Fig. 51 presents Au valence
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Fig. 51. Au valence spectra from a (001) single-crystal surface obtained at various
values in a single polar scan passing through the [111], [112], and [113] directions. A poly-
crystalline spectrum is shown for reference. (From Baird et al., ref. 200.)

spectra obtained with electron emission along various directions in a single
6 scan. Although the basic two-peak structure in the dominant d-band peak
is present for all directions, there are pronounced changes in the relative
intensities and shapes of the two components. In particular, Au spectra

obtained with emission along the [001], [101], and [111] directions exhibit -

probably ‘the most pronounced differences relative to one another, as shown
in Fig. 52. Similar changes in single-crystal XPS valence spectra with direction
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have by now also been noted in Ag,30¢ Cu,307.308 Pt 309 and the layer
compounds MoS;, GaSez, and SnSe.310

The occurrence of such anisotropic effects thus means minimally that
considerable care must be exercised in interpreting any XPS valence spectrum
from a single crystal in terms of quantities such as the total density of states.
That is, the total density of states p(E) is by definition a' non-directional
quantity, as is the mean cross-section og(hv), so that clearly such single-.
crystal effects add an element beyond the model summarized in Eq. (107).
For example the Si spectrum shown in Fig. 14 may well exhibit an extra
strength in the peak labelled “L,” due to such effects.395 As noted in Section
II1.D.4, the connection of XPS spectra to the density of states in a direct way
implies a type of uniform averaging over initial states that need not be
possible in a directionally-sensitive single-crystal expériment.

As it is reasonable to expect that the anisotropies noted in XPS valence ,

emission from single crystals are associated somehow with the basic
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Fig. 52. Experimental and theoretical angular-resolved XPS Au valence spectra for
electron emission along the [001], [101], and [111] directions. The data were obtained with
monochromatized AlK« radiation. “D.T.” represents calculations based upon the direct-
transition model. “M.E.” represents plane-wave matrix-element calculations. The band
structures utilized in the theoretical calculations were: ——, Christensen’s RAPW315 and
———————— , two slightly different choices for the spm—orblt parameter in Smith’s
tight- bmdmg mterpolatlon scheme.3¢ (From refs 185, 311, and 317))
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symmetries of the initial states involved, it is of considerable interest to
develop theoretical models for the interpretation of such effects. Two different
approaches to this problem have been proposed.18%, 306-312 Both of these
models begin with the basic direct-transition expression given in Eq. (106),
but the different assumptions made in each yields final predictions of a much
different form. These two models are:

(1) The Direct Transition Model. In this model, the wave-vector conserva-
tion embodied in Eq. (104) is primarily emphasized. This viewpoint fias been
used . previously to analyze angular-dependent UPS data from single
crystals,182. 313 and suitable modifications to permit its direct application to
higher-energy photoemission experiments were first discussed by Baird
et al.185 Rigorous wave-vector conservation is used to connect each observed
final-state wave vector k7 with a unique initial-state wave vector k within the
reduced Brillouin zone by means of a suitable (and unique) reciprocal lattice
vector g." The magnitude of k7 is determined from the internal Kinetic energy
Exin, ¢ (cf. Fig. 12) by assuming that the free-electron dispersion relation
Eyin, ' =#2(k7)2/2m is valid at high excitation energies. At XPS energies,
k7 furthermore varies very little over the valence spectrum: for example, in
gold with lattice constant a=4-08 A, it is found that 12-84(Q2z/a)<k/<.
12-88(2wa), where 2m/a is approximately the reduced zone radius. The
direction of k¥ (or, equivalently, the direction of the photoelectron momentum)
with respect to the crystal axes is determined from the known crystal
orientation relative to the spectrometer acceptance solid angle. (Small
direction corrections due to electron refraction in crossing the surface barrier
Vo are necessary only for very low angles of electron exit.1?> 307) The finite
solid angle of acceptance of the electron energy analyzer distributes the
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Fig. 53. Scale drawmg in k-space of the direct transitions that would be involved in XPS
emission along the [010] direction in a Au single crystal The initial states from which
emission could occur are represented by those k values in the shaded disc near the face of the
reduced Brillouin zone at left. The additional involvement of variable-magnitude phonon
wave vectors due to vibrational effects appears, however, to lead to rather full zone averaging
in angular-resolved XPS spectra from Au at room temperatures, as discussed in the text.
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observed k7 values over a disc-like region in k-space, as shown in the scale
drawing for gold in Fig. 53, where the acceptance solid angle is taken for
illustration to be conical with a 2-0° half angle. Each kf value can then be
corrected by the non-negligible kz, associated with the photon to yield a set
of vectors k’—kx,=k+g (shown as the right-hand shaded disc in the figure)
that permits uniquely determining the set of k values in the reduced zone from
which allowed transitions can occur (shown as the left-hand shaded disc
lying coincidentally very near a reduced-zone face). Due to the finite size of
the disc (cf. its size to that of the reduced zone in Fig. 53), more than one g
may be involved, depending on the exact placement of the disc in k-space or,
equivalently, the observation direction in real space. It is further assumed in
this model that the matrix elements for all k — k/ transitions are approxi-
mately equal, so that an angular-resolved spectrum is finally predicted to be
proportional to the density of electronic states over the allowed k region
(not the total density of states).

This model has been unambiguously demonstrated by Wagner er al.314
to predict correctly all of the major spectral changes occurring with emission
direction and photon energy for copper in the intermediate photon energy
range 40 <hv 5200 eV. XPS calculations based upon this model for Au with
emission along [001], [101], and [111] are shown in Fig. 52, where they are
indicated by “D.T.” and compared with experimental spectra. Two different
initial-state band structures have been utilized in the calculations,315, 316
yielding two different sets of curves. The most accurate band structure was
used for the solid curves, and comes from a relativistic augmented plane wave
(RAPW) calculation by Christensen.315 Both sets of direct-transition curves
qualitatively predict the correct changes in both the relative intensities of the
two main components and the shapes of each component, although the
calculations do predict more change with direction than is noted experi-
mentally Similar agreement has been found for 9 other directions in Au,317
as well as 6 directions in Cu,307 leading to previous conclusions!85, 307 that
the direct-transition model represents a good description of such effects in
XPS. However, very recent data obtained by Hussain er al.318 for Au with
both MgKa and AlK« radiation are at variance witht his model: specifically, .

for emission along [001], [111], and [112]}, theory predicts large changes in the

spectra of a given direction when photon energy is changed (because the
disc changes position in the reduced zone due to the change in the length of
k7), whereas negligible differences are observed experimentally. In addition,318
for excitation with' A1K «, the free-electron metal Al is found not to exhibit any
spectral changes with emission direction, again in disagreement with direct-
transition predictions. It thus appears that some form of wave-vector smear-
ing or reduced-zone averaging is occurring, probably due to the creation or
annihilation of phonons, as suggested first by Shevchik!8¢ and discussed
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previously in Section III.D.4. The fraction of direct transitions for which

phonon smearing is absent is most simply estimated from the Debye-Waller

factor:187

Debye—Waller factor=exp (—4u2>g?) o _(165)

where
{u2)=the mean squared vibrational displacement of atoms in the lattice

g?=g|%, with g the reciprocal lattice vector involved in a given
direct transition

{u?) is thus a function of material and temperature. In XPS, g2 is of the same
order as (k7)2 (cf. Fig. 53) and therefore is much larger than the corresponding
quantity in UPS. Thus, the Debye-Waller factor can be very small in XPS,
as, for example, 0-04 in Au at 25 °C. Such small values suggest that rather
complete zone averaging may occur in room-temperature angular-resolved
XPS measurements on many systems, as previously noted. (In fact, Williams
et al.319 have recently noted the disappearance of direct-transition effects in
UPS spectra of Cu obtained at high temperature that very nicely confirm

phonon involvement.) The direct transition model as outlined here thus may

not be applicable to room-temperature XPS measurements on many
materials, even though it clearly is a valid description at lower excitation
energies,313. 314 and perhaps also at lower temperatures in XPS.

(2) The Plane-wave Matrix-element Model. This model was first discussed
in connection with angular-dependent XPS spectra by McFeely er al.39¢
Although k-conserving direct transitions are used as a starting point, it is
further assumed that final-state complexities somehow smear out the deter-
mination of k and kf to such a degree that essentially all k values in the
reduced zone can contribute to emission in any direction. Mixing of different
plane-wave components into the final electronic states by various scattering
processes was first suggested as the source of such zone averaging,3% but such
effects do not seem to be strong for copper with v < 200 eV.314 More likely, the
creation or annihilation of phonons in the photoelectron excitation event is
responsible.

In the limit of complete zone averaging, anisotropies in XPS valence
spectra are then assumed by McFeely ef al.3%¢ to be due to directional matrix
elements as summed over all occupied initial states. These matrix elements are
in turn calculated by assuming a plane-wave final state of the form:

¢f(x)=exp (ikf-1) (166)
and a tight-binding or LCAO initial state of the form:96. 99
=Y exp (ik-R¢) {3 Cpx X, (r—Ry)} (167
R¢ "
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in which
R;=the position of an atomic center in the lattice

X ,(r—Rq¢)=an atomic orbital centered at Ry

X,(@®=R,(NY,(6,4) [cf. Eq. (36)]

C,x=an expansion coefficient

- Computing matrix elements (¢,7|A-V|$,> can then be shown159. 306, 312 o

yield a linear combination of the Fourier transforms of the various atomic
orbitals making up the inijtial-state orbital. Such Fourier transforms further-
more exhibit the same angular dependence in kf space thdt the atomic
function has in real space, and they can thus be written as

X (&) =f ()Y (01, $u7) (168)

. with 8,7, ¢,7 indicating the direction of k7, and f,(k’) being a radial integral

dependent on |kf| =k only. For radiation with a polarization direction
e, it then directly results that

[<puf|A-V|$>|2ec(e kN2 Y Cpy X, (k7 —kny) |2 (169)

In general, e-k/ has been held constant in prior experiments, and for a closely
related set of orbitals such as d functions, it can further be assumed that the
factor f,(k7) is constant. Finally, each initial state is thus predicted to contri-
bute photoelectron intensity with a weight of | Z Cux Y (05 " ¢kf—kh )|

and a summation can be carried out over all such occupied states. Thus, for
example, the contribution of a d,2_,2 atomic orbital to such a matrix element
is predicted to be a maximum along the same directions as the orbital maxima,
namely the +x and +y directions. Orbital symmetry is thus predicted to be

very directly reflected in the angular-dependent emission probability. Calcu- .

lations based upon this model are presented in Fig. 52 for Au, where they are
indicated by “M.E.” Two different types of tight-binding parameterizations
have been utilized, and it is clear that the results are sensitive to this choice.
Nonetheless, there is generally good agreement between experiment and
theory for the three directions shown, as well as others in Au396, 311 which
have been investigated, and a similar set in Cu.3!! The same type of plane-
wave model has also been found by Ley er al.310 to predict correctly changes
in single-crystal valence spectra of the compounds MoS;, GaSez, and SnSes.
Thus, it at present appears that the plane-wave matrix element approach is
the more correct of the two discussed here for describing room temperature

XPS experiments on most materials, although significant questions do still -

remain as to the validity of using a free-electron plane-wave final state for

[
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computing XPS matrix elements.185: 186, 318 More accurate theoretical
calculations of such effects are thus clearly of interest.

To the degree that such measurements do directly reflect orbital symmetries,
such angular-resolved XPS studies should prove to be very useful probes of
valence electronic structure. :

VII. CONCLUDING REMARKS

The aim of this chapter has been to discuss in some detail the basic ideas
involved in both performing and interpreting XPS measurements. It is clear
that a relatively large number of distinct physical and chemical effects can be
related to the observed spectra. This diversity can be both an advantage and a
disadvantage in using the technique, depending upon the specific problem at
hand and the phenomena encountered. On the positive side, however, is the
fact that at least some degree of quantitative understanding has been achieved
in connection with all of the effects noted to date. The theoretical interpreta-

“tion of XPS spectra also involves a liberal mixture of concepts from atomic,

molecular, and solid-state physics, thus making the technique truly inter-
disciplinary in character. A major goal of the discussion here has been to
present these diverse ideas within a single, unified framework.

As an important example of the interdependency of different phenomena,
final-state effects of various types can tend in certain situations to obscure the
initial-state information that is of most interest in many applications. But,
on the other hand, final-state effects can also be used to determine additional
characteristics of the system. The essential reason for this initial-state/final-
state dichotomy is that the photoemission event is inherently very disruptive

to the system, leaving it with a hole in a certain subshell and thus a significantly

altered set of electron—electron interactions. The interpretive material
presented in Sections III-V therefore begins with a rather general discussion
of the photoemission process that emphasizes the importance of both initial
and final states (as well as inelastic scattering effects). However, the first
areas of application considered are intentionally those which for many
systems can exhibit the strongest initial-state component: valence-level
studies in molecules and solids (Sections II[.D.3 and II1.D.4), quantitative
analysis (Section IIL.F.3), and core-level binding energy shifts (Section IV).
Nonetheless, care must always be exercised in analysing data in order to
avoid having the different final-state effects discussed in Section V introduce a
significant error in any conclusions concerning initial-state properties.

The potential range of information derivable from XPS spectra is indeed
very broad, and a schematic summary of the interrelationships between
various observable quantities or effects and basic system properties is
presented in Table III. In this table, the possible interactions between different
observables are also indicated. .
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TABLE III

Schematic illustration of the interrelationships between various observable XPS
spectral features or their associated effects and the basic system properties potentially
derivable from an analysis of such observations

Spectral feature or effect System property derivable

(1) Fixed-angle measurements:

*Core peak intensities
»Core peak shifts =

Quantitative analysis

Tnitial-state charge distributions

Final-state charge distributions

Initial valence-orbital energy levels,

symmetries and atomic-orbital

make-up

Thermochemical energies

" Proton affinities

Initial-state electron configurations
and electron-electron interactions

+—— = Shake-up, shake-off, other Final-state correlation
many-electron effects (configuration-interaction) effects

Peak shapes and widths ~= Final-state lifetime effects

Final-state vibrational excitations
Inelastic loss spectra ————— Low-lying electronic, vibrational

»Valence peak intensities
and positions

LA41

—s-Relaxation effects
»Multiplet splittings

excitations
(2) Angular-resolved measurements Atomic depths relative to a solid
on solids: - ‘ surface, concentration profiles
As in (1), but at grazing electron Properties as in (1), but very near
. emission surface (~ 1-2 atomic layers)
As. in (1), but at grazing x-ray Near-surface atomic geometries for
incidence substrates and adsorbates

Core peak intensities from Initial valence-orbital energy levels,

single crystals symmetries, and atomic-orbital
: make-up

Valence spectra from single
crystals

XPS has been and will no doubt continue to be fruitfully utilized for the
study of free atoms, free molecules, and the bulk properties of solids and
liquids. However, the inherent surface sensitivity of the technique when
applied to solids and liquids leads to what is certainly one of the most
significant areas of application, namely in studying the physics and chemistry
of surfaces and interfaces. In this context, the relatively newly developed
angular-resolved studies of solids have also clearly been demonstrated to
enhance significantly the amount of information derivable, as is also indicated
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in Table III. Two separate procedures exist for selectively increasing surface
sensitivity by angle variations. For single-crystal specimens, information
concerning both detailed atomic geometries and valence-orbital symmetries
can also be derived from angular-distribution measurements.

No exhaustive elucidation of specific-areas of application for XPS has been
attempted here, but it is sufficient to note that by now the technique has been
used in problems related to physical chemistry, inorganic chemistry, organic
chemistry, biochemistry, solid-state physics, surface chemistry, surface
physics, industrial chemistry, and environmental science. Future develop-
ments will no doubt involved all of these areas, but with special emphasis on
problems related to surface science. A further significant component of future
work will no doubt be the more extended use of XPS in combination with
other spectroscopic methods such as, for example, the other surface-sensitive
techniques of UPS, photoelectron spectroscopy utilizing synchrotron
radiation sources, low-energy electron diffraction (LEED), Auger electron
spectroscopy (AES), and secondary ion mass spectrometry (SIMS).

Thus, x-ray photoelectron spectroscopy is by now a relatively mature and
well-established experimental tool. However, various major problems still
remain to be solved concerning both the measurement and the analysis of
XPS spectra. These include the ever-present and conflicting needs for higher
resolution and higher intensity, which are at present being sought by means
of more efficient x-ray monochromators combined with multichannel
detection systems. More novel radiation sources and analyzer/detector
systems might also provide a further solution to this problem. From the
point of view of theory, more quantitative treatments of various final-state
effects and electron—electron correlation effects are needed. More accurate
calculations of both wave functions and photoelectric cross-sections for
molecules and solids would also be very helpful, especially as related to
angular-resolved studies of atoms and molecules interacting with solid
surfaces.
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Abstract

In this review, various aspects of angle-resolved x-ray photoelectron
spectroscopy (ARXPS) as applied to solid state- and surface chemical- studies
are discussed. Special requirements for instrumentation are first consi-
dered. The use of grazing-emission angles to enhance surface sensitivity and
study surface concentration profiles of various types is then discussed.
Various effects that may limit the accuracy of such measurements such as
surface roughness, electron refraction, and elastic scattering are consi-
dered. Several examples of surface-specific electronic structure changes as
studied by grazing-emission ARXPS {e.g., valence-band narrowing and
core-level shifts? are also reviewed. The use of %razing-incidence geame-
tries for surface enhancement is also briefly considered. Single-crystal
studies providing additional types of information via ARXPS are next
discussed. For core-level emission from single-crystal substrates or
adsorbed overlayers, x-ray photoelectron diffraction ;xpol is found to
produce considerable fine structure 1n polar- or azimythal- scans of
intensity. Such XPD effects can be very directly related to the atomic
geometry near a surface, for example, through simple intramolecular or
intermolecular scattering processes. A straightforward single scattering or
kinematical theory also appears to describe such effects rather well, thus
far permitting several structures to be solved by analyses of azimuthal
intensity scans. Likely future developments and possible Vimitations of such
XPD structure studies are also discussed. Finally, valence-band ARXPS is
considered, and it is shown that pronounced direct-transition effects can be
observed provided that the specimen Debye-Waller factor is not too small. A
simple free-electron final-state model {s found to predict these direct-
transition effects very well, and future studies at tow temperatures and with
higher angular resclution seem promising.
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1. Introduction

Angle-resolved photoelectron spectroscopy in fact has a rather long history, as
recently reviewed by Jenkin et al.]. However, the current interest in angle-
resclved x-ray photoelectron spectroscopy (ARXPS) as applied to selids and
surfaces is only approximately ten years old, having begun with observaticns of
diffraction-induced channeling effects fn single-crystal specimens by Siegbahn et
a].z and by Fadley and Bergstrﬁm3 and of enhanced surface sensitivity for grazing
angles of emission by Fadley and Bergstrﬁm3. A number of other effects of
interest in surface science have been roted since these first studies, and several
quantitative models have been developed for describing them. This type of
measurement has been treated in prior general reviews in 19?44. 19?65. and 19786.
and the present discussion will thus principally stress those developments that
have occurred in the past few years, particularly with regard to using ARXPS for
quantitative surface anmalysis, surface atomic geometry investigations, and
valence-band studies,

The XPS energy regime will here be defined in what might be termed the classical
way 50 as to involve excitation at photon energies > 1.0 keV as derivable from
standard x-ray tubes {e.g., using MgKez or AlKa radiation). The many very
interesting studies performed to date at lower energies in angle-resolved uv- or
xuv- photoelectron spectroscopy (ARUPS or ARXUPS} will thus not be considered in
detall. However, at various points, comparisons of the characteristics of a given
type of measurement (e.g., core-level photoelectron diffraction) as carried cut in
the low- and high- energy domains will be made. Further details concerning such
lower-energy work as based upon both standard radiation sources and synchrotron '
radiation are contained in other reviews.?'g

It is useful to begin by considering a general experimental geometry for
angle-resolved x-ray photoemission from a sclid surface, as shown in Fig. 1.
X-rays are incident at an angle Bhy with respect to the surface. Photoelectrons
are emitted into the acceptance solid angle of the analyzer Q . The initial
direction of a given trajectory into this solid angle is givez by its polar angle
8 (here measured with respect to the surface) and its azimuthal angle ¢ (measured
with respect to some arbitrary direction in the plane of the surface). The angle
be tween tﬁe direction of radiaticn propagation Ehu and the direction of electron

emissfon k is defined to be a. In most current XPS systems, a is a constant fixed
by the mechanical design, aithough much UPS work has been carried out with movable
anatyzers and thus variable a. In addition, the geometry shown here is Somewhat
special in that the directions of radiation propagation and electron emissicn
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Fig._l. Genergl geometry for an angle-resolved photoemission experiment.
5pec1men_rotat1ons on the two perpendicular axes shown vary 6, ¢, and 8
over their full allowed ranges. n is the surface normal. Movement of hv
the electron analyzer relative to the radiation source also can be used

o vary o and choose any 6, ¢, @, , §, combination, but in XPS this has
been done very little to date. ¥ WV

Fiu:ﬂ hv h» voried
'Azimulhul Polo‘r Normal
scan scon emission
-
,,+—\ .
N -
s -
g
NPD
Type | Type 2 Type d

fig. 2. Schematic illustration of three often-used types of angle-resolved
photoemission experiments: (1) an azimuthal scan at constant polar angle,
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define a plane that also contains the surface nommal. In this sftuation, rotation
on the two perpendicular axes shown permits varying the angles 8, ¢, and @,  over
all possible values {consistent, of course with the geometric requirement that
Bt 0“' n); The 6, fhy axis 15 here taken to be perpendicular to the plane
containing khv' k and the surface normal, and the § axis {s parallel to the
surface normal.

More general experimental geometries in which the analyzer can rotate on one or
two axes with respect to the specimen and radiatfon source are also possible. In
this case Ehv and k need not be co-planar with the surface normat and the four angles
8, ¢, 0, and $pp, BTE in general necessary to fully define the experiment. Such
geometries have been used considerably 1n angle-resolved measurements at lower
energ1es7'9. but very Tittle to date in the XPS regime. A final additioen that is
possible 1s the utilization of polarized radiation, as §s just become practically
possible in XP5 studies with synchrotron radiat1on‘°; in this case, the angles ac
and ¢= specifying the orientation of the polarization vector & must also be known.
However the standard XPS sources with which virtually all studies at hv > ) ke¥
have to date been performed yleld largely unpolarized radiation, so that we will
only later comment briefly on polarization effects as an interesting subject for
future investigation.

For a given photon energy hv, the two basic types of measurements possible in
such experiments are thus an azimuthal scan at fixed polar angle {Type 1 of Fig.
2) and a polar scan at fixed azimuthal angle (Type 2 of Fig. 2). A third and more
recently developed type of experiment’'' requiring the continuously tunable
character of synchrotron radiation is also shown in Fig. 2; here, the emission
direction {s held parallel to the surface normal and hv is swept. In core-level
studfes, this type of measurement has been termed normal photoelectron diffraction
or NPD.

The remainder of this discussion will consider specific problems and areas of
application. In Section 2, instrumentation requirements are briefly considered.
In Section 3, the genera) fdeas relating to surface sensitivity enhancement at
grazing emission are introduced, and various examples of the uses of this effect
such as concentration profile measurements, overlayer studies, and investigations
of surface-specific electronic structure changes are discussed. The less-utilized
effect of surface-sensitivity enhancement at grazing x-ray incidence is briefly
considered in Section 4. Section 5 discusses various types of effects involved in
core-level emission from single crystals, particularly as related to deriving
surface atomic geometry information. In Section 6, valence-level emission from

(2) 2 polar scan at constant azimuthal angle, and (3} a scan of hv at fixed

. single crystals is considered, largely from the point of view of its relationship
normal emission (also referred to as normal photoclectron diffraction or RPD).

to bulk valence band structure. 3 w/
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2. Instrumentation

Beyond the normal instrumentatfon requirements for an XPS experiment, which are .
reviewed eTsewheres. those for adding the capability to do angle-resclved
measyrements are relatively straightforward. |

The solid angle no over which electrons are accepted into the analyzer (cf. Fig. °
1) needs to be well defined and reasonably small. Depending upon the application N f’ﬂ(
intended, a range of angles corresponding to A8 x &¢ from a minimum of ~1° x ~1°
to a maximum of ~10% x 210° could be suitable, For the two most comonly utilized
analyzer configurations, the hemispherical electrostatic and cylindrical mirror
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electrostatic, some degree of baffling thus is in general required to adequately oo e

define the solid angle, and this will, of necessity, reduce the overall intensity b .

of the instrument. In certain hemispherical analyzers with pre-retarding lens oy

systems, the soiid angle may already be relatively well defined, as discussed in | ﬁiffﬁ‘§3§fii+ A e e e - \Ki, -

detall for one system by Baird and Fadley 2. but in general this is not at all the L suraars “;:1:;’_"'*_9; A T TOU SR r .
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case, with much larger angular deflections of ~+20°-30° being a)lowed in 2
direction perpendicular to the central reference trajectory of the analyzer. This
Toss of intensity assoclated with reducing a, also suggests the use of some form
of multichannel detection as a compensating factor. A further problem that may be
encountered with any analyzer is that i, may vary over the effective emitting ares’
of the specimen and alsc may depend upon electron kinetic energy or other analyzer
parameters, as, for example, the degree of retardation.” Such changes in solid
angle and also fn emitting area can in addition lead to a purely instrumental

change in intensity with angle, usually dependent on 6 only. Such instrument
4-6,12
R In

~

oy
Q
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response functions are discussed in Section 3.C and in prior reviews
addition, some instruments will exhibit a change in energy resolution with & that
3 has also recently
considered general criteria for designing analyzers for angle-resolved studies

must be allowed for in precise analyses of spectra 2. Plummer

over a range of energies.

In addition to defining ﬂo' 1t is necessary to be able to rotate the specimen
so as to change the angles 6, ¢, and perhaps also O A single polar axis of
rotation varying & and B is very easy to add in an overall geometry such as that
of Fig. 1. A second arimuthal axis for varying ¢ requires additional mechanical
complexity, but commercial manipulators providing at least partial azimuthal
rotation are availahble, and custom designs with greater flexibility exist in

several laboratories for both ARXPS5 and .!\RUPSN‘]5 measurements.

As one example of a reasonably flexible system for performing ARXPS at ultra- Fig. 3. {a) Schematic drawing of the specimen inlet side of a Hewlett
high vacuum conditions, Figs. 3 and 4 show different aspects of one unit currently Packard XPS spectrometer that has been specially modified for angle-
resolved studies. Various components are labelled. (b) Overail’

in use in our laboratory. (An earlier high- i ith i ; ;
y. | rlier high-vacuum device with a simpler phato of the system in {a) as viewed from the opposite side.
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REF. SPECIMENS 0
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- HEATER CONTACT

g ROTATION $ ROTATION BDRIVE ¢ DRIVE

THERMOCOUPLE

LN RESERVOIR

Fig. 4. Three different views of a two-axis goniometer used for veriable-
temperature ARKPS studies at anguiar accuracies of £:0.5%: {a) overview
including reference sample positions, and (b),(c) two close ups with

different polar orientation. The smaller-diemeter section at left in fa}) mates

with an alignment arm in the analwzer (ci. Fig. 3/&)).
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rack-and-pinion drive 1s described tn ref. 5.) The basic XPS analyzer and chamber
to which the specimen preparation chamber, specimen goniometer, and translating-
bellows inlet system is mounted 1s a Hewlett-Packard Model 5950A. Fig. 3(a} 15 a
line drawing of the overall system and Fig. 3{b} a photographic view from the
tsolation valve on the XPS chamber to the preparation chamber and inlet system.
The interior specimen support tube translates on external ball bushings, and is
controlled by a drive screw. VYarious standard components such as a LEED uwnit,
residual gas analyzer, ion gun, leak valves, and infrared pyrometer permit
cleaning, preparing, and characterizing specimens before admitting them to the XPS
chamber through the isolation valve. Two rotary feedthrus driven by computer-
controlled stepping motors permit precision scanning on the two axes shown in Fig.
1. These feedthrus are mounted on 3 six-way cross together with cther feedthrus
for electrical heating, thermocoupie temperature measurement, and 1iquid nitrogen
cooling. Full ultra-high vacuum operation is also achieved with this system, with
base pressures in the XPS chamber of «4-6:10'1‘ torr and in the preparation
chamber of ~8-10x10""? torr.

Fig. 4 shows three photographic views of the specimen end of this goniometer.
The 8 drive comes in on the vertical port of the six-way cross, turns a right
angle with a set of bevel gears, and is then transmitted directly to the rotating
specimen support arm via a 1/4° o.d. drive tube. This drive tube is supported on
precision ball bearings over its entire length of ~110 om. The ¢ drive enters
via the rear port of the six-way cross and is transmitted viz a straight internal
drive shaft of 1/8" diameter to sets of bevel gears and then spur gears so as
effect ¢ motion. The ¢ drive shaft is internal to and concentric with the & drive
tube. Precisfon stafniess steel ball bearfngs are used at all rotation points.
Although there 1s an overall lash in this system between the coupled 8 and ¢
motions of £1° due to the various mechanical linkages involved, the consistent
use of fdentical directions of rotation in making settings permits overall
precisions and accuracies of £0.5° in both 8 and ¢. Particularly for the
grazing-emission azimuthal scans to be discussed in Section 5, such accuracies
appear to be absolutely required for obtaining reproducible data. The specimen
can be heated up to ~1000°C with an internal resistive button heater {(Varian
No. 981-2058) to which current passes via a contact ring and a spring-loaded
floating contact. Alternatively, an efectron bombardment heater for temperatures
up to ~2500°C can also be mounted in the same position. Thus, full azimuthal rota-
tional freedom is maintained, an extremely useful feature in providing a self-
consistency check on data from single crystals, where the crystal rotational
symmetry should be mirrored in the azimuthal data. Thermecouple and Viquid-
nitrogen connections can also be made to points near the specimen as needed,

e

X
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3. Surface Sensitivity Enhancement at Grazing Electron Emission Angles

A. Introduction

The basic mechanism of surface sensitivity enhancement at grazing emission
angles is illustrated in Fig. 5 for the case of an {dealized homogeneous, semi-
infinite, flat-surface specimen in which any effects due to atomic positfonmal
order are assumed to be fully averaged over, The mean free path for inelastic
scattering Ay is further taken to be a constant independent of emission angle. In
this case, the mean depth of no-loss photoelectron emission as measured perpen-
dicular to the surface is exactly equal to Ap for normal emission or 8 = 90°, but
it decreases as A_sin® for non-normal emission. For typical XPS mean free paths
of 15-20 316'18. this simpie model thus predicts that between normal emission and
grazing emission at 8 = 10°, the mean depth should decrease from roughly 8-10
atomic layers down to only A2-3 atomic layers, respectiveliy. Polar scans of
photoelectron intensity are thus expected to exhibit varying degrees of surface
sensitivity, as has been demonstrated in numerous prior fnvestigations“'s.

A qualitative illustration of how significant this low-§ effect can be is
presented 1n Fig. €, where broad-scan spectra are shown at three angles for a
highly-polished S1 specimen with an oxide overlayer approximately 1-2 atomic
layers in thickness and an outermost overlayer of carbon-containing materials from
the residual gas of approximately the same thlcknesslg. The pronounced peaks due
to the 015, Cis, 5i2s, and 512p core Yevels are found to change dramatically 1in
relative intensity as & is changed from 70° (near normal) to 5° {grazing). With
maximum bulk sensitivity at 70°, the $1 peaks are most intense, then Ols, then
Cls, but at 5°, this order is completely reversed. These results thus directly
provide a qualitative depth profile of the specimen, with € lying ocutside 0
(present primarily as a Si oxide} and 0 lying cutside the elemental $1 of the
substrate,

Closer examination of such oxidized Si spectra also shows $i core-level chemical
shifts between oxide and element, with different angular behavior for the two, as
illustrated in the results of Hill et al.lg for a 14 K oxide layer in Fig. 7.
Here, the Si2p{oxide) peak is enhanced relative to Si2p{element) at low 8, as
expected; the quantitative analysis of this type of overlayer data will be
discussed further in Sectign 3.0.

A final ard even more subtle example of the qualitative use of variable-§ data
s provided by Si in some very recent results due to Grunthaner et aT.ZOShown in
Fig. 8. Here, the SiZp data from a chemically-cleaned surface exhibit a very
small change in peak shape in going from & = 38.5° to the more surface sensitive
8 = 1B.5°. These results azre also shown after a resolution enhancement procedure

Angle-Resolved X-ray Photoelectron Spectroscopy
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Fig. 5. I1lustration of the basic mechanism producing surface sensitivity

enhancement for low electron exit angles 8.
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assocfated Ols and Cls signals for low &.
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Fig. 7. Si2g spectra at three electron exit angles for a Si specimen
with 2 15-A thick oxide overlaye:-. Note the complete reversal of the
relative intensities of oxide and element between high and low 6.
(From Hi11 et al., ref. (19).)

2
$i SURFACE: 2p, 20
z

Fig, B. SiZp spectra at two exit angles from a chemically-cleaned 5t
surface thought to have a surface hydride present. The raw data and
curves obtained via a Fourier - transform (FT) deconvolution procedure
are shown. Note the enhancemcnt 0f the hydride F7 peak at @ = 18.5".
(from vasquez et ¢l., ref. [20).)
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using Fourier transform deconvolution to yield two doublets chemically shifted by
only 0.30 eV from one another. The lower-binding-energy doublet is enhanced in
relative intensity at low 8, suggesting a surface species. The fact that the 2:1
intensity ratic of the expected 293/2:291/2 spin-orbit doublet 1s found in the
area ratios of the peaks in each Fourfer transform doublet for both angles lends
further support to the results of the deconvolution procedure, and provides a
further internal consistency check for it. The surface species is thought by the
authors to be a chemically-produced hydridezo.

B. Simple quantitative models

In more quantitatively discussing such variations of peak intensities with polar
angle, 1t is useful to consider the idealized spectrometer geometry shown in Fig.
9, as has been done In several prior studies4'6'2]'2z. Here, a uniform flux of

X-rays ID is taken to be incident at ehv on the atomically flat surface of a
specimen of arbitrary thickness t. The radiation may in general be refracted into
ahu'# Bhv inside the specimen, after which it penetrates to a depth z below the
surface and excites & photoelectron from some level k. X-ray refraction will be
negligible for 6, 2 1-2°, so that it will not be considered further until the
specific discussion of Section 4. FPhotoelectron excitation is described by the
differential photoelectric cross section dok/dn. The k-level- derived photo-
electrons travel to the surface, during which they can be fnelastically attenuated

according to exp(-z/Aesina']. where 8' is the internal propagation angle and z/sing’

is the path length to the surface. Elastic scattering in travelling to and
escaping from the surface is for the moment neglected, atthough we will cansider
its possible effects later. [n escaping from the surface, the photoelectrons may
be refracted from 6’ to the external propagation angle & due to the surface
barrier or fnner potential vo; refraction will also be reqlected for the moment,
although an estimate of the low-8 11mit of validity of this approximation is
presented Yater in this section. Next, the analyzer is assumed to be adequately
described 1n terms of an effective solid angle of no acting over an effective
spurce area of AO (as measured perpendicular to the mean electron trajectory), so
that all electrons emitted from within the dotted projection of Ao {the active
specimen volume) into f1, are energy analyzed. Possible retardation from an
initial energy of Ekin B Ek to a final energy of Eo during analysis s also
indicated in Fig. 9. Finally, a detection efficiency Do can be included which
allows for either jess than full counting of the electrons entering 2y (fn which
case Do < 1) or the presence of a multichanne! detection system {for which Do >>

). In general, the mean free path, the effective solid angle, the effective

* o
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Fig. 9. Idealized spectrcmeter geometry for calcelating angular-dependent
photoelectren peak intensities, with various important parameters and
variables indicated.
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area, and the detection efficiency wiil depend on electron kinetic energy, so
these will be written as Ae(Ek)'no(Ek)' Ao(Ek). and Do(Ek)‘

Within the assumptions of this simple, but for many experimental systems rather
realistic, model, expressions for 8-dependent peak intensities can be directly
derived for several useful specimen morphologies“s'zr‘zz. These are depicted in
Fig. 10, where N{8) denotes a 6-dependent photoelectron {ntensity, p denotes the
atomic/moTecutar number density of the species on which the emitting level is
located, a subscript X indicates a substrate level and a subscript £ denotes a
tevel originating 1n an overlayer atom or molecule. Each of these cases will now
be discussed, but we will return later in this section to consider several ways in
which the model from which the equations have been derived may be somewhat
oversimplified.

The different specimen morpholegies are:

(1) Semi-infinite specimen, atomically clean surface, peak k with €, , = E.. No @
dependence is predicted and the Intensity 1s given by:

N, = 10 (E A (E D (€, )p, (do, /dR)AL(E,) . m
This case corresponds to an optimal measurement on a homogenecus specimen for
which no surface chemical alteration or contaminant layer Is present. The
expression given permits predicting the absolute peak intensities resulting for a
given specimen, or, of much more interest in practice, the relative intensities of
the various peaks. If absolute intensities are to be dertved, then the incident
flux ID must be determined, as well as the kinetic energy dependences of the
effective solid angle no. the effective specimen area Ao' and the detection
effictency Do' In relative intensity measurements in which the quantity of
interest is Nk’"k' for two peaks k and k', the lﬂ factors will cancel, although
the nvoDo factors need not due to their kinetic energy dependence. The densities
Py or p, " of the atoms or molecules on which subshell k or k' fs located may be
known beforehand, or may in many cases be the desired end result in quantitative
chemfcal analyses using XPS. For core levels, the differential cross section
dck/dn can be calculated for either unpolarized or polarized radiation from a

knowledge of the total subshell cross section a, and the asymmetry parameter ek
v1a6.§3-25 o

_k oLk 3 ina. (2)
@ El B (psintand)

Within a one-electron central-potential model, tabulations of theoretical
relativistic Tnej's by Scofie]d23 and non-relativistic enl's by Reflman et 31.24
can be used to determine d°n1j/dn' or the non-relativistic results of Goldberg et
al.zs for op, and B, for a number of atoms can be used. AIl of these tabulations
include the two most common XPS energies {MgKa at 1254.6 eV and AlKa at 1486.6
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lo} Semi-infinite substrale: (b} Overlayer on semi-
infinite substrale:

de,
ﬂ.;ﬁ.AJEJ
da,
N, [8) & R (&) g d—nl-, K JE o k)

{c] Patched overlayer (d} Drlute, non-aitenuating
on substrate: overlayer on subsirate:

Ny Ny

T+ Frachon covered

{e) Arbitrory concentration
profile:

>
o

B -

d
Aleh 2 Adlg, 1)

Fig._lq. Several specimen morphologies for which variable-9 peak in-
tensities can be used in order to derive comcentratian prcfiles and
other analytical infarmation: f{a) a uniform semi-infinite substrate,
(b) a semi-Infinite substrate with a uniforn surface overlayer, (c} a
semi-infinite substrate with a patched surface overiayer, (d) a semi-
infinite substrate with a dilute, non-attencating overlayer (e.q., a
fractional monolayer coverage of an adsortate}, and (e) a semi-infinite
substrate with arbitrary concentration profiles inward from the surface.

<
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23,25

ev), as well as several lower energies Possible effects of multi-electron

processes on the use of such cross sections are discussed elsewhereﬁ. For valence
levels fnvolved in bonding, the determination of dak/dn is more complexﬁ. The
last quantity involved is A_(E ) which can either be taken from tabulations of
previgusly measured vaTuesl 'IE, or, within a given specimen, be estimated from
Penn's theoretical treatmentzs. More simply, tts dependence on kinetic energy for
Ek 2.8 few hundred eV can be assumed to follow an empirical square-root dependence
as®+18, Ae(Ek) = {Ek)‘lz; this relationship thus permits determining ne's at any
energy for a given specimen provided that a single value 15 known.

Kote that there 1s no & dependence in Ny within this simple model, a prediction
that was first made and verified experimentally by Henkezl. Its origin lies in
the fact that the effective emitting depth is Aesina {cf. Fig. 5), while the
effective specimen surface area is Ag/stne {cf. Fig. 9)}; the effective specimen
volume at any 8 is thus the product of the two, in which the sing factors cancel.
This behavior i$ expected to hold as long as 8 is not made so small that the edges
of the specimen lie within the aperture AO“’S. for such low 8 values an
addftional sin® factor appears in £q. (1), This is one illustration of the
origins of instrument-specific response functions modulating 1ntensitiesd'5"z.
This effect generally leads to the unfortunate characteristic that intensities at
grazing emission are markedly reduced compared to those at higher 4.

Prior tests of Eq. (1) in the quantitative analysis of homogeneous samples at
relatively high emission angles have generally yielded results in agreement with
experimental peak ratios to within ~210%, as discussed e1sewhere6'27'29.

(1i) Specimen of thickness t, atomically clean surface, peak k with Ein © E
The intensity in this case Is given by

N () = 1R (E R (€ )D (€, Jo, (do, /d)A (€, } [{1-exp(-t/A (€, )sin6)]
NYDD-exp(-t/a (€, }sine)]. {3}
Here, the intensity of a peak originating in a specimen of finite thickness is
predfcted to increase with decreasing & (again with the proviso that 8 not be so

K’

small that the specimen edges lie within Ao).

(i) Semi-infinite substrate with uniform overlayer of thickness t. As first
discussed by Fraser et al.zz, the two types of intensities here are:

P i N

eak k from substrate with Ekin H Ek'

N(8) = IOQD(EkJAO(Ek}Uo(Ek)Qk(dok/dﬂ)ﬂe(Ek)exp(-t/ne'(Ek)sine)

N:exp(-tlhe‘(Ek)sfne). (a)
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peak £ from overlayer with E . = Ei:

V) ® Tl Ay E D0, (E, Do (doy/an) Ay (E-exs (-t sfos)

"

N:[l—exp(—tlhe'(El)sinﬂ)] _(51

where
A, = an attenuation length in the substrate
Ae' = an attenuation length in the overlayer
p = an atomic density in the substrate
p' = an atomic density in the overlayer .
Or, it is often mare convenient to deal with peak ratios in which Io and any
purely instrumental variations with 6 cancel:

Overlayer/substrate ratio:
Ny (8) R, (g )A (E, 1D, (E, Jo) (doy /d)a," (€}

N (8) 0, (E, )R (E D (E Jo (dop /d) Ag(E,) {6)
X [1-exp(-t/Ae'(£g)sin8)1exp(t/ﬁé(Ek)sinE)

R{8)

= L w0 (Teexp(-t/A (g )sine) Jexp(t/A (€ )sing)

k . 13
This case represents a much more commaon experimental situation in which the

primary specimen acts as substrate and possesses an intentional or unintentional
contaminant gverlayer {for example, an oxide on a semiconductor 2s in Figs. 6 and
7 or a layer deposited from the spectrometer residual gases). Substrate peaks are
attenuated by inelastic scattering in the overlayer, an effect that is much
enhanced at low B, The overlayer/substrate ratio is thus predicted to increase
strongly as & decreases, and this model provides a quantitative description of the
effects discussed qualitatively in the previcus sectfon. It is also useful to
consider several trivial modifications of Eqs. {4)-(8) that have been foynd useful

in analyzing data. Rearranging Eq. {4&) and taking the Jogarithm yie1d530
N (8) t
gn k = -
N, Ae'(Ek)sine, (7}

and proceeding similarty for Eq. {§) gives

N, (8} t
gn{l - Em =
Ny Ae'(El)sine. (8}

In £q. (6), if the two kinetic energies Ek and E‘1 are very nearly equal {as, for
example, in chemically-shifted peaks such as those of Fig. 7}, then

Ae'(Ek} = Ae‘(Em) {although in general Ae'(EE) # Ae(Ek) because they apply to
different materials) and the SIOAOD0 products will cancel in the ratio. Defining
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HW
Kz -é then yields after similar manipulation19
N
“| ree) t
in + 1 E ——m———
K Ae'(Ek)sine . (9)

£gs. (7)-{9) thus represent }{nearized methods for plotting data versus 1/sine
that will be considered further in Section (3.0), where the quantitative use of
this model is discussed. The slopes of such plots are thys given by plus or
minus the effective overiayer thickness t = tlhe'.

{iv) Semi-infinite substrate with a uniform, but patched, overlayer of thickness
£§‘31'32j7 If the fraction of surface area covered by the gverlayer is vy,
that uncovered is thus {1-y}, and the resultant intensities are given by:

Peak ¥ from substrate:

{1-¢}{Eq. (1)} + y(Eq. {4})
= N0y + vexp(-t/n ' (£, )sing)] (10)

N(8) = y(Eq. (5))
= YN: [1-exp(-t/a," (E,)sine)] ()

N, (8 N
1) £ [l-exp(-tfﬁe'(EE)Si"e)]
N
k

N, (8) (12)
x [(1-y) + YGXP(-t/Ae'{Ek)SinB)]—1.

The overlayer/substrate ratio thus has a & dependence different from Eq. {6},
and, in particular, the enhancement of the overlayer relative intensity at Tow @
is predicted to be less pronpunced in the presence of patching or c¢lustering.
This model might be expected to apply for cverlayer growth in which the overlayer
material (for example, a metal} is more compatible with itself than the substrate,
or could also be qualitatively useful as an extreme representation of the effects
of non-uniform overlayer growth (for example, in certain types of oxide forma-
tion}. This model has been compared previously with experimental re5ult53“32.
although it is not clear that patching effects can be clearly distinguished from
those due to other phenomena such as surface roughness (to be discussed below).

{v) Semi-infinite substrate with a very thin, non-attenuating overlayer. One

important example of such a specimen type is an adsorbate present on a substrate
at fractional monolayer coverage. The relevant intensities ares'E:
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Peak_k_from substrate:
N () = BT as Eq. (1) (13}
Peak t_from gverlayer: :
Ny(8) = 1.0 (E A (E, )0, (E,)s" (do,/dR)(sin 6) (14)

Ny (8) 0, (Eg)A(E,)B,(E,)s' (do, /dR)d

Nk(a) no(Ek)An(Ek)oo(Ek}’(d°k’d“)ﬁe(£k)’1" 8
s' Do(El)ao(EL)Ao(EL)(dal/dn)d

= =1 x {15)
s Do(Ek)notEk)AO(Ek)(dakldﬂ)ne(Ek)sin 8
with
s = the mean surface density of overlayer atoms in which peak t originates
(in cm'zl

s = the mean surface density of substrate atoms (in cn'z}
s'/s = the fractiona) monolayer coverage of the atomic species in which
peak L originates
d = the mean separation between layers of density s in the substrate
{calculable from s/p).
These expressions are useful in surface-chemical studies at very low exposures to
adsorbate molecules (s'/s £ 1), as they permit an estimation of the fractional
monolayer coverage from observed peak intensities. The assumption of no finelastic
attenuation in the overlayer 15 an extreme one, but is justified because the
macroscopic Ae' of case (111) is both difficult to estimate and dubious in its
application to such thin, non-macroscopic layers, and also because it represents 2
correct Vimiting form for zero coverage. A recent attempt to quantitatively
assess the utility of this ana1y51533 fs discussed below in Section 3.E,

{vi) An arbitrary concentration profile o (2) of a given species in a semt-

infinite substrafgjl.

As a first approximation to such a situation, {f the mean free path Ae(Ek) can
be assumed to be constant with depth z and thus independent of the composition
change associated with pk(z). a simple summation over atomic layers with spacing d
at depths of z, = nd (n = 1,2, .. =) can be made to yield:

Nk(e) s Ioﬂo(Ek)Ao(Ek)Do(£R)Ae{Ek}(dck/dQ)

x § o (zg)expl-z /m (€ )sin 0) . (16)
n=]
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1f A, depends onz also as Ae(Ek,z). the resulting expression {s, however,
considerably more complex

N (o) = ﬂo{fk)ﬁo(ik)ﬂo(ik)(dok/dﬂ)
- n«1
x nzl [pk(zn)(l-exp(-d/AE(Ek.zn)sin 9)}m:]exp(-dfhe(Ek,zn}s1n 8)] On
{n>2)

Taking ratios of two such intensities ¥, and Nk' as derived from species with
different concentration profiles has been suggested as a method for deriving
profiles by Hollinger et al.34. although a compiex, multiparameter fit to the
8-dependent data results, and 1t appears that physically reasonabie constraints
must be placed on the forms of oz} to yield
Grunthaner35

uhique solutfons. Vasquez and
have also considered a very similar model for oxide growth in fixed-
angle XPS measurements. This method 1s discussed frm more detail in Section 3.F.

C. Additional complicating effects

With reference to the idealized spectrometer geometry of Fig. 9 and a few
further assumptions made in arriving at the results of the last section, there are
several additional effects that need to be considered in order to fully understand
the behavior of experimental data.

(i) The fnstrument response function. Beyond the extreme Yow-B deviation of
intensities from the constancy predicted by Eq. (1) that we have mentioned before,
additional purely iInstrumental effects can be introduced by a non-uniform X-ray
flux (as, for example, will be produced by most x-ray monochromators‘z) and 2
solfd angle that varies over the actfve portion of the specimen. Al of these
factors can be combined into an effective instrument response function, as
discussed in detail in prigr revlews4_6. Denoting this by R (Ek'a)' it 1s
conveniently defined in terms of an {ntegral gver differentigl surface elements of
the product of spatially varying x-ray flux I, solid angle 2, and detection
efficiency D. The specimen surface can be considered to 1ie in the x,y plane,
thus y1e1dings

RO(ER'B) H

sing [ l(B.x.y)n(Ek.B.x.y)D(Ek,e,x,y)dxdy . (18)

A

The detection efficiency will depend principally on Ek and so can probably be
removed from the integral. With this definition, any of Eqs. (1} and {3)-(17) can
be modified so as to apply to an arbitrary spectrometer simply by replacing the

|
|
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combined factor I (E, Je (€, 1A, {E )U (E,) by R (Ek.@ . Inspection of Eq. {1} with

and without R 1nserted shows that the form of such a response function can be
empirically detenntned simply by measuring the 8 dependence (and perhaps also the
ortginating from a homogeneous
semi-infinite specimen with a clean surface (cf. Fig. 10{a)).
Examples of non-ideal response functions are shown in Fig. 11.
calculated with a slightly simplified version of Eq. (18) are compared with
experimental points obtained with a Hewlett Packard spectrometer These results

are for a system with monochromatized radiation in which [ is very strongly peaked
RO approximztion of

Ek dependence) of the k photaelectron intensity o

Here, curves

in the middle of the specimen surface, but for which the ﬂu,
Fig. 9 is essentially vaiid. Also shown in Fig. 11 1s the measured response
functicn for a Vacuum Gemerators ESCALAB spectrometer; note that it comes much
closer to the constancy with 8 predicted by £q. (1), as its non-monachromatized
source yields a much more nearly uniform x-ray flux.

1t is finally reasonable to suppose that for some spectrometers, RO(Ek.E) will
have the same functional form in § regardless of Ek "2. and in this case, that
any intensity ratio Nk(B)/Nk.(e) from a given specimen wi;é yield 8 variations
independent of instrument effects., (Clark and co-workers™ have noted, however,
that this simplification may not hold for all analyzer systems.) Thus, such peak
ratios should in general be more amenable to straightforward analysis, aTthough
they still may carry information on the E dependence of R . For exampie, an
energy dependence of Q, s shown in Fig. 1237 must be cons1dered in analyzing peak
ratios at any B for the Hewlett Packard instrument of Figs. 3 and 11.
{ii) Surface roughness effects. The qualitative effects of surface roughness zre
itlustrated in Fig. 13{a), and they are twofold:
experimental angle of emission & as measured with respect to the planar average of
t at an arbitrary surface

(1) For a given macroscopic or

the roughness, the microscopic or true emission angle 8
point may be significantly different. Thus, the true degree of surface enhance-
ment at low 8 may differ appreciably from that expected on the basis of the
macroscopic & alone. ({2} Certain regions on the surface may be shaded for
emission at a given 8 by adjacent raised areas, as indicated by the cross-hatched
13(a}. Such shading witl tend to be fully effective if the
roughness contours are large with respect to typical Ae values of 10-40 ;.

In any case, regions of the

regions in Fig.
ar only
partial if the contours are on the scale of Ae.
surface will be selected by shading as being more active in emission, and over
these regions, it is an integration of the true-angle emission behavior that will
correctly predict the observed intensities.
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Fig. 11, Instrument response functions R (8} for two different Spectrometer
systemsi, a Hewlett Packard 5950A with monochromatized AYKa x-ray source and
a = J2° and a VG ESCALABS with a standard AlKa source and a = 48°, All
curves have arbitrarily been set to 1.0 at & = 90° (electron emission normal
to the surface). For the HP system. two different entry lens magnifications
have been used: standard of 5.0X and a second option of 2.3X. Cls inten-
sities were used for the HP resylts; Cu2p,s; for the V6. Note the different
shapes of the curves, with the monochromatized system showing greater
deviations from the simple predictions of Eq. (1) of a constant response
function. {From ref. {12) plus R.C. White and C.5. Fadley, unpublished
results.)
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Fig. 12. Kineti¢ energy dependance of the solid angle of acceptance into
a He_w‘lett Packard 59504 spectrometer, a5 determined from detailed electron
trajectory calculations for two different entry lens magnifications.
(From Baird, ref. (37).
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Fig. 13, Tllustration of three effects providing atditional complexities
in the analysis of angle-resclived peak intensities: {a} surfac:_e rough-
ness, (b) elastic electron scattering, and (c) electron refraction in
crossing the surface barrier V,.
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Fig. 14. Calculation of electron refraction effects for different

electron kinetic energies and a typical V, value of 15eV. The degree

of refraction is indicated by the difference 6' (internal) — 8 (external).

Contours of equal probablility of interna)l reflection are also shown.

{From ref. {5).) "
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4'5'18’39. roughness effects have been considered for

In prior investigations
several idezlized topographies from both a theoretical and experimental point of
view. Ffor example, the triangular-perfodic surfaces of aluminum diffraction
gratings with thin oxide overlayers exhibit dramatic angular variations in the
AlZp(oxide)/A12p(metal) ratio that are fully consistent with theoretical caleula-
tions incorporating the two effects mentioned above The precise form of the
effects seen depends strongly on the exact nature of the profile, which is usually
not known for an arbitrary specimen unless {t has been very carefully prepared.
However, it is possible to conclude that the presence of roughness will in general
reduce the degree of surface sensitivity enhancement possible at low 6, although
in the 1imit of very low 8, roughness with rounded contours should again give
cx 8 0°)3,

Thus, roughness must be kept in mind as a possible source of deviations from the

reasonable enhancement (i.e., an average ©

simple models of the last sectfon for all specimens. However, even for rather
randomly roughened surfaces, such effects do not seem to preclude the use of
high-8 and low-8 comparisons to do qualitative depth profiling”™ ", as discussed in
Section 3.A. Also, a procedure as simple as unidirectional course polishing of an
aluminum surface and subsequent 8 scanning in a plane parallel to the polishing
grooves and normal to the surface is, for example, found to significantly enhance
the amount of surface sensfitivity enhancement at low 8

(iii) £lastic electron scattering. Elastic electron scattering during photo-
electron travel to and escape from the surface has been neglected in this simple
model, but it could Tead to several effects. Each interaction of the photo-
electron wave with an atomic center will produce scattered intensity deviating
from the initial propagation direction. Thus, the simple stratght-line paths
assumed in the model are pot a Fully accurate representation. Fortunately, at
typical XPS energies of m]GJ eV, the scattered intensity due to each atom will be
strongly forward peaked; that is, most of the fntensity will lie very close to the
inttial direction and will in fact be within ~£10°-15° of it. {Such effects will
be discussed in much more detail im Section &, as they have been found to produce
pronounced photoelectron diffraction effects in single-crystal studies.) But even
in that case, there may be sufficient displacement of {ntensity to alter the final
emission distribution significantly, especiatly at low 8. The possible effects of
elastic scattering on grazing-emission surface enhancement have been discussed
qualitatively for some times'lg. but only rather recently have Nefedov et al 10
attempted to quantitatively determine their nature and importance, '

One important effect of elastic scattering will be to reduce surface sensitivity
enhancement at low 8 according to the mechanism of Fig. 13{b). For some very low

(¥
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emission angle 8, the direct or unscattered wave travels along a long path of

1t s possible, however, that a

inelastic attenuation in reaching the surface,
thus with a sharter path

wave initially propagating at some higher angle {(and

length to the surface) can be scattered just before escaping so as to yield

significant intensity in the 8 direction with respect to that of the direct wave.

Thus, higher-8 relative intensities for different peaks can be scattered into
lower-9 regions, reducing surface sensitivity enhancement, This discussion
impticitly neglects any diffraction or interference effects between waves by
assuming that the positions of the atomic scatterers are random and averaged over
in different emission events. (For single-crystal specimens, such averaging does
not occur and diffraction effects can be very strong. )

A second type of effect discussed by Nefedov et al.
iengthening of the average path length of a photoelectron caused by 2 random walk
of elastic scattering events. Thus, they postulate that measured inelastic mean
free paths A are too large due to a lack of allowance for such elastic effects.

An examp1e of possible elastic scattering effects is presented in Section 3.D in

discussing ARXPS data for the 5102151 system.

is the effective

(iv) Electron refraction at the surface. As the photoelectron escapes from the
surface, it must surmount & potential barrier or inner potential vo that can be
from 5-25 eV in magnitude for typical clean Surfacesq“qz. In doing so, the
component of momentum perpendicular to the surface will be reduced, along with the
kinetic energy, and a net refraction as shown in Fig. 13(c) will be produced. A
fraction of the intensity can also be reflected back into the selid. As the
internal angle 8' will thus always be greater than the external angle 8,
refraction will act to decrease the degree of surface sensitivity enhancement
relative to that expected at 8.

Such refraction and reflection effects can be easily calculated provided that Vo
is knowns. and a family of curves for different kinetic energies £ and a typical
VD of 15 eV is shown in Fig. 14, The equations utilized in calculating 8 and the

fractional internal reflection R_ for a given £' are:
B = tan'1[(sin29'-V0/E)]/ feosa'} {19)
and

1-(1-v, JEsinta) /717 201

1e(1-y jEsin‘e’) /¢

The difference &'-8 between the internal and external angles is used as a gauge of
the degree of refraction, and contours of equal percentage of internal reflection
are also shown. From these results, it is ¢lear that such refraction and
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reflection effects can be very serfous problems in measurements in the UPS regime
of 20-40 e¥. In the XPS region of ~500-1500 eV by contrast, refraction and
reflection should not be significant for 8 » 10-15%, where 8'-8 £ 3° and the
internal reflection is £ 10%. Nonetheless, such effects should be taken into
account whenever possible in any fully quantitative analysis of ARXPS data for

100 100

8 x 20-30°.

Having considered both the simple quantitative models applicabie to ARXPS
intensities and several effects which could cause deviations from them, we now
tyrn to illustrative examples invalving several specimen morphologies and several
types of phenomena that it has been possible to study. Ch

" ot ot

D, Applications to uniform overlayvers ":'.'. '.'. ':. '.'. i

As one example of ARXPS as applied to the study of uniform overlayers, we iz et g
consider work by Clark and co-workers36 on polymer films deposited in situ on § ' 3
metal substrates. In this study, poly{p-xylylene) films of different thicknesses :; i Budty T
were deposited on a smooth Au substrate. Thicknesses t were measured with 2 ?’ ! ,,:::3., 7
quartz crystal deposition monitor. The Cls intensity from the film and Audf, ., ;_'0 ;”ﬂ:;ﬁ;’:': © E
intensity from the substrate were measured at several 8 values for each f{lm, = ; B «
including values obtained in the 1imit of infinite thickness. Plots of g i §

Neysl®) Navar, (8) & | 3
&n{1- ———|] and n ——;-JL~——— vs t/sind were then made, according to the o '
Neis Mauery ©

linearized relations of Eqs. (7} and (8). Such data are shown in Ffg. 15 and it
fs clear that the points for various thicknesses and 8 values are very weli
described by a straight line. There {s also very good agreement in the overlayer
Ae' values obtained via least-squares fits for data at different 8's, as given for
both the C1s and Au4f7/2_kinetic energies on the figure, Varying 8 thus provides . .
a very useful additional dimension 1n such data. We note, however, that high @ o 20 4q 60 0 20 40 60 90
values were utilized, being from 90° (normal emission) down to 40°, and thus that tound /5t
various additional effects expected to be stronger at low 8 such as roughness,
elastic scattering, and refraction have probably been minimized. s:_g; ﬁifﬁ?ﬁil;:ﬁg;:ﬁd Dcfprg;'::}':]_x;?;:::;t;gsaf;gr{lyir;gigif{\?ﬁec::sizginq

As a second case, we consider SiO2 overlayers thermally grown on highly polished ::r;;:; 80::?::§e;n§1?C:ngi?:g::;:tgvg:qg é} ézszziggge: w::g ?ﬁaSured
single-crystal Si substrates; some example data havelglready been shown in Fig. 7. plotted accordiﬁg to £¢s. (7) and {8). L{ne slopes wese.the: us:: to
In the first ARKPS study of this type by Hill et al.'”, four oxide thicknesses as derive A (E) values in the overlayer (here indicated as A{E}}. (After
determined by ellipsometry were studied and the 8 dependence of the Clark 2n§ Thomas, ref. (36).

Si2p{oxide)/Si2plelement) ratio measured. As the kinetic energies of the two
peaks are essentially identical, Eq. (9) provides a useful method for analyzing
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the data, and a plot of ln[E%Ql + 1] versus t/sin@ is shown in Fig. 16 over a 007 S
N
i s qioe) < 2121 - 300
broad 8 range from 90° to as low at 5°. The data were found to be linear over (0%l STl
the 8 range of 90° to 30°-40°, but showed similar deviations from linearity for 5 K:0672 1m0

lower © values in a direction so as to reduce the relative intensity of the oxide
peak. These deviations could be due to a combinations of factors: roughness,
elastic scattering, electron refraction, incomplete averaging over single crystal
effects, and the presence of a non-abruypt transition region between 5102 and Si‘g.
More recently, Nefedov et al.40 have reanalyzed this data with the incorporation
of only elastic scattering effects, and they find good agreement as to the :

o [RO%e1} K <)
[ -

]

. 0o M 3 5 ; g i
qualitative form of the deviations from linearity expected at low 6. Pijolet and 17308
Hollinger34 have also very recently analyzed similar SiZp({oxide)/Si2p{element) - revel intensit s £ N
i Fig. 16. Angle-resolved core-level intensity ratios from 51 specimens
data using a simplified version of Eq. [17) which allows for an interface layer of T b e fercnt oxide overiayer thicknesses from o to 891. The
intermedfate composition between 510, and 5i; This analysisosuggests that the SiZp oxide/element ratio (cf. Fig. 7) has been plotted according to

transition region is rather abrupt and does not exceed ~ 3 A for an oxide film of Eq. {9) 50 as to derive Ajloxide) = t/r. (From Nill et al., ref. (19}.)

~28 A thickness. However, even this small a transition region also could account
for some of the low-8 deviations, as was noted previously fn the analysis by Hill CLEAthh(OOH—hh?pL,HDLﬁR SCAEi
et al.'g. But in any case, the yse of 7 = tlAe' values derived over the Tinear AVERAGE
regiogs for the three thickest 510, overlayers permitted deriving a Ae'(ox1de) of
17+4 A and, via the experimentally determined constant K (¢f. Egqs. (1) and (9})),
also a Ae(element) of 27:6 ;]9. These values have subsequently been found to be
35'43'44. Thus, provided that such data are tested

L — Lipgriment

_ Insiryenent Response
Fun¢tion

accurate by other investigators
via Eq. (9) and the appropriate high-6 range used, this type of analysis seems
capable of providing accyrate Ae' or Ae values (or, once Ae‘ is known, accurate t
values}.

E. Analysis of adsorbate overlayers at fractional monolayer coverage

In chemisgrption studies, one is often dealing with fractional monolayer
coverages of some adsorbate, and it is thus of Interest to ask how accurate ARXPS
is for both determining the coverage and also perhaps detecting whether an adsor-
bate has penetrated into the surface. Single-crystal effects are also often
present in such studies, so that some allowance for them needs to be made also.

N'293/2 INTENSITY (Arb Units)

The example chosen here is from a recent study by Connelly et 1.3 of the very ok e
well characterized system ¢{2x2)S on NH{0D1), for which an ordered half-monolayer T T e T e e
of § atoms 1s present, accupying every other fourfold hole site on the Ni surface. POLAR ANGLE 8

Previous structural studies45 indicate further that the S atoms are 1.3 A above

: ; Fig. 17. - i i T3 B i
the first plane of Ni atoms, as will be discussed further in Section 5.[. 9. 17. Polar-scans of Hi2py,, intensities abows = (MO1) Hi surface,

Shown are two scans along the symmetry-inequivaleat aziauths {(100) and

Polar scans of S2p(E,; ~ 1317 evV), Ni2p3/2(627 ev), and N1dp(1413 ev) I:lﬂl. ;9$$ther with an average of these two scans. Eefore averaging
; ei . strong di i i i a
core-level intensities were made for two different azimuthal orientations respogse fugﬂigégnfgﬁ?tggg? ?;§ enzgﬁg;.reﬁls?jé?o;n 1¢ fhe nstrumant
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corresponding to [100] and [11}] directions. (For NinJIZ. 1t was important to
include the intensity of the satellite at ~6 eV.) As expected, the Ni levels
showed marked single-crystal channelfng effects in their polar scans, but these
were very nearly averaged out in a sum of the two scans at different azimuths.
This is iltustrated in Fig. 17, where the summed data for each Ni level also fit
rather well the form expected for the Hewlett-Packard instrument response function
{cf. Fig. N},

The adsorbate/substrate ratios S2p/NiJp and SZp/HinJI2 were calculated from Eq.
{15), with all parameters being evaluated as accurately as possible for the
specimen and experimental geometry utilized. This included utilfzing the known
coverage of 5'/s = 0.5, theoretfcal photoelectric cross sectiunszs, and energy
dependences of both ky in the substrate as given by (E’()”z and no as given by
Fig. 12. The calculated curves are directly compared with experiment in Fig. 18,
and there {s very good agreement as to both the 1/sing form and the absolute
magnitude of the ratio, even though the 8 range covered fs extremely broad
(90°-7°). The two sets of data never disagree with theory by more than ~+10%,
Theory is however above experiment at low & for the 2;::“,2 ratio, whereas it {s
below in the same region for the 3p ratio. This could be due to the much shorter
mean free path for the lower energy N12p3/2 peak, a fact which could lead to some
low-8 inelastic attenuation in the overlayer that is not included in the model of
Eq. (15). Nonetheless, these effects are not large, and, particularly if higher
energy peaks are utilized, it appears that such azimuthally-summed measurements
should permit rather accurate coverage measurements to be made, even in the
presence of strong single crystal effects. In addition, differences in the forms
of such ratio curves as a function of exposure or annealing could be useful in
detecting adsorbate penetration inta the substrate, as the degree of increase in
an adsorbate/substrate ratio at low 8 should decrease in the presence of any
penetration. Ffor too high adsorbate coverages, however, there could be concern as
to the validity of the non-attenuating assumption for the overlayers.

F. Studies of more complex concentration profiles

In the category of more complex concentration profiles, we begin by considering
a single-crystal specimen of LaB5 with alternating layers of La atoms and 36
octahedra perpendicular to the (001) surface (cf. Fig. 19(a)). When such a
surface is polished, cleaned in situ by ion bombardment, and annealed to form a
well-ordered system, the question arises as to whether La or B6 layers will 1ie on
the surface. Aono et a].aﬁ have studied this with ARXPS, measuring polar scans of
both La and B core levels, as shawn in Fig. 19{b) at two different azimuths.
Although there are pronounced single-crystal channeling effects in the intensities
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Fig. 18. Comparison of experiment and theory for the polar-angle
dependence of an adsorbate/substrate intensity ratic for the very well
defined overlayer of c(2x2)5 on N1{001}). The NiZp,,, and Nilp inten-
sities are averages of two azimuths (cf, Fig. i7). ﬁhe theoretical
curves are calculated according to Eq. (15) with no adjustable
parameters. (From ref, (33).)
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Fig. 19. The crystal structure of LaBg is shown in {a}, together with
the measured and calculated 9 dependence of the Ladd/Bls intensity ratio
in (b). Two di‘terent azimyths are shown for the experimental results.
(After Aono et al., ref. {d5).)
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of both peaks, it is nonetheless clear that the Larelative iatensity is enhanced
at low . This system represents 3 straightforward application of Eq. (16} in
which Ay does not vary with z, but it can be set up in two ways depending upon
whether La atoms or BG moieties make up layer 1 {the surface layer). Aono and
co-workers have carried out catcuylations of the Ladd3/2‘5/2/815 ratio in both ways
and it is clear that the agreement with experiment is much better for a La surface
layer, This observation via ARXPS has thus assisted in explaining the unusually
1ow work function of LaBG. and should be generally useful for ordered structures
with layering of this type.

Binary metal alloys provide another example for which concentration profiles can
be much more complex, with one component often seqregating preferentially at the
5urfaceqT.The concentratian of this species may then monotonically decay into the
bulk until it reaches the average bulk value, or it may in certain cases exhibit
single-layer oscillations as it approaches the bulk value. lon bombardment may,
on the other hand, cause preferential depletion of one species at such a surface.
As a qualitative iliustration of such effects, Nefedov et al.“s have studied
permalloy with a composition of about Fe0_2N10_8. They compared the polar depen-
dence of the Felp/Nidp intensity ratio for an air-exposed film and for the same
film after ion bombardment. Their results are shown in Fig. 20, where it is clear
that Fe is surface segregated for the air-exposed fiim, but that very tittle
segregation of either species is present after fon bombardment. Thus, it is
possible to conclude that the ion bombardment has selectively removed Fe, perhaps
teading to a slight enrichment of Ni at the surface.

Beyond such qualitatively useful conclusions concerning alloys, the question
also arises as to whether the detailed pk(z) profite can be determined by
analyzing such ARXPS data. Pijolet and HoHinger34 have recently discussed this
general probiem from the point of view of using peak ratios Nk(a}/uk.(e) based
upon Eq. (17). A simplex method is used to choose the best pk(l} and ok.(z) by
minimizing the difference between the experimental and theoretical ratios.
However, the p curves so derived are found to be extremely semsitive to the exact
data points fit and the convergence criteria used, so that effectively, miltiple
solutions can result if quite arbitrary profiles are utilized. However, by
incorporating physically realistic constrainrts on o and L as they are derived,
much better results can be obtained. These constraints include Timiting maximum
and minimum values, and usually requiring a menctonically increasing or
decreasing function of z. {The latter of course eliminates the possibility of
seeing the oscillations {n p{z) that are expected for certain systems.) An
example of their results far a Cu/Ni allay ion bombarded and annealed in UHV are
shown in Fig. Z1, together with the % Ni profile yielding the solid curve that
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Fig. 20. The 8 dependence of Fe3p and Nidp core intensities for an
Fe/Ni atloy before and after fon bombardment of the surface. HNote
particularly the marked change in the variation of the Fe/Ni ratio
with bombardment. {After Nefedov et al., ref. {(48).)
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Fig. 21. Experimental Culp;,,/NiZpy,, relative intensities
froma Cu/Ni alloyare shown as a fenction of 8 in {a). In (b},
the Ni concentration profile as derived from these measurements

using an analysis based on

a simplified revision of Eq. (17) is

presented. (From Pijolat and Hollinger, ref. {34).)

Angle-Resolve: . - iy Photoelectron Spectroscopy m

very well describes the Cu293I21N12p3/z ratio data. The profile also agrees
qualitatively with that expected from theory. However, the Tayer-by-layer
vartation of p provides essentially a multiparameter fit, so that good agreement
between theory and experiment does not assure meaningful thegretical numbers.
Also, the inclusion of low-@ data down to 6° could bring in errors dus to
roughness, refraction, or elastic scattering; it would be finteresting to repeat
the analysis for say 0 » 15-20° to check self-consistency. Nonetheless, this
general idea for trying to derive arbitrary manotonic profiles 1s promising and
well worth further investigation.

As a final and even more complex type of concentration distribution, mention
should be made of systems that may exhibit concentration gradients both laterally
atong the surface as well as {nward from the surface. Thus in general the density
will be given by plx,y,z). One important class of specimens exhibiting such
character 15 supported heterogenous catalysts, in which active metal atoms may
reside within pores in the support, or may coalesce under sintering to form very
small metal particles along the surface of the support. This complex concentra-
tion distribution, together with the generally very rough character of the suppart
surface, will make any sort of angle-resclved measurement rather difficuit to
interpret unambiguously, for reasons we have discussed previously. However,
fixed-angle intensity measurements, together with specialized models incorporating
some of the ideas in the patched overlayer of Eqs. (10) and {11}, have been used
to derive useful information concerning atomic migration and particle sizes on

heterogenous catalysts, as discussed recently by Delgass and co-worker549 and by
Meisel et al.so.

G. Studies of surface-specific electronic structure changes

{1) Surface core-Tevel shifts. ARXPS has also been used to verify that core-
level binding energies of atoms in the outermost layer of a material can be
shifted relative to the bulk. This effect was first unambiguously observed by
Citrin et a\.5]. who used very high resolution {~ 0.25 eV) XPS to study the &
dependence of core levels in Au, Ag, and Cu. Some of their results are summarized
in Fig. 22. Ffor Ag and Cu there is little change with 8, but for Au, a shoulder
grows in on the low-binding-energy side of the 4f712 peak for low 8. This is
reminiscent of the discussion of the Si data in Fig. B, and suggests a less-
tightly-bound species near the surface. The Au data they have analyzed using a
two-component model (1.e., a one-monolayer Au{surface) layer and Au(bulk)) with
8-dependent intensities given by Eqs. (4} and {5). This model is found to provide
a self-consistent analysis of the data with a syrface-to-bulk shift of 0.40 eV and
a surface component localized entirely in the first atomic layer. Such
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Flg. 22. The 8 dependence of core }ine shapes from the noble metals
Au, Ag. and Cu. For nesr-grazing emission, a shoulder is observed at
lower binding energy for Au; This is interpreted as being due to 2
surface chemical chift of the Aud4fy,, binding energy. (From Citrin
and Wertheim, ref, {51).)
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surface-layer chemical shifts have subsequently been confirmed for other metals in
higher-resolution synchrotron radiation studies~°. The Si data of Fig. 8 also
represents a similar observation of a surface-specific core shift, in this case
thought to be due to hydride formatinnzo.

Thus, although both of these examples have strained the resolution of the

technique to its limits, the ability to vary angle has provided an absolutely

essential feature in arriving at the final conclusions.

{11) Surface valence-state alterations. A further surface-specific effect that
has been detected in ARXPS is a change in the average valency of certain rare
earth species near the surface. Wertheim and CreceHusS3 first noted this effect
for metailic Sm. This material fis trivalent in the bulk, and exhibits corres-
ponding multiplet splittings in hoth core and valence levels that can be used as
fingerprints of this 3+ state. However, 2+ multiplets are also seen in the XPS

spectra and they are found to increase in relative intensity as 6 is decreased, as
illustrated for the 3d core levels in Fig. 23. These data were successfully
analyzed in terms of Eqs. (4) and {5), but with the added assumption that all Sm
was located in the first Tayer, although not all first-layer ions were Sm

Z+

{ii1) Surface density-of-states changes. [Inasmuch as the surface atoms of any

material experience a different and usually Jower coordination number in compari-
son to their bulk companions, it might be expected that the distribution of
valence states in energy would also be different from the bulk. Such a
difference, as measured by the density of states, has been predicted in numerous
theoretical studies to occur an the surfaces of transition metals, where the
general expectation is for a reduced d-band width as measured most accurately by
the first moment of the d-band density of statessq.

One of the most convincing observations of such effects to date is based on
ARXPS. Mehta and Fadley55 studied clean polycrystalline surfaces of Cu and ki,
and for grazing emission found unambiguous marrowing of the second moment of the d
band peaks by ~ 19% and 21%, respectively. Experimental data for Cu are shown in
Fig. 24. Caleculations were performed to simulate these effects by taking
thearetical densities of states as computed for each 1ayer56 p{€)., 5 = 1,2,3....
and summing them with allowance for inelastic scattering to yield a weighted
density of states that should be seen in first order in the XPS me2s.rement as.

olE] = ] p(E)Jexp(—zj/AesinB'). (21}
j=1
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Fig. 24. Comparison of experimental and theoretical Cu ld-band widths
as a function of 8. The width is here measured using the second moment
of the 3d intensity, although very similar results are obtained in
using the FWHM. Theory is shown for the three lowest-index surfaces.
(From Mehta and Fadley, ref. (55).)
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Fig. 25. Polar dependence of plasmon inelastic losses for Dlg from
oxygen adsorbed on a polycrystalline aluminum surface. The expected
positions of bulk- and surface- plasmon loss peaks are also shown.
{From Baird et al., ref. (57).)
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Here, zJ is the depth of the jth layer and electron refraction has been a)lowed
for in using 8' instead of 6. The curves calculated {n this way for three
low-index faces of Cu agree very well with the experimental curve, as shown in
fig. 24, The forms of the curves also agree for X1, although theory predicts a
larger effect than that cbserved. However, in view of the simple initial-state-
only model used and the likely greater influence of many-electron effects in
nickel d-band emission, the overall conclusion can certainly be made that these
ARXPS results display surface d-band narrowing effects for both metals, The fact
that decent agreement is obtained even at angles as low as 9+5* aiso suggests that
surface roughness may not be a major problem for very carefully prepared surfaces
(In this case, the metals were deposited fn situ on ultra-smooth glass
substrates.}

Citrin et al.”™ have subsequently used similar measurements on Ay to isolate the
surface and bulk components of the density of states, thus i}lustrating surface
narrowing and other featural changes. The model used In analyzing this data is
analogous to that described in Section 3.G(i) for surface core-level shifts.
Their assumption that only the density of states of the first surface layer
differs from that of the bulk deviates somewhat from theory, howevers"SG. which
suggests that the first 2-3 layers may differ. In any case, their results appear
to be at least qualitatively correct.

Overall then, such ARXPS measurements have provided another type of information
concerning the surface electronic structure of metals, and their application to
other classes of materials should also be of interest.

(iv} Surface plasmon losses. A final effect that is of interest in connection
with the enhanced surface sensitivity achievable at low @ 15 a change in the
relative intensities of various fnelastfc loss processes. For example, for an
atomically clean surface of aluminum {which exhibits well-defined surface- and
bulk-plasmon excitations at different energies), it has been found by Baird et
21.57 that the surface plasmon losses are markedly enhanced in relative importance
at low 8. The reason for this enhancement is that the surface- and bulk-plasmons
are spatially orthogonal. Thus, because decreasing the angle of exit also
decreases the mean depth of emission, the relative probability of exciting a
surface plasmon is also increased at low exit angles. Comparisons of such data
with theoretical calculations for a free electron metal furthermare yield good
agreement with experimental relative intensities and further indicate that the
creation of plasmons occurs by means of both extrinsic processes occuring after
photoelectron excitation and {ntrinsic processes occuring during excitationSJ. A
further feature of such angular-dependent loss measurements that is of interest in

L L"
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curface-chemical sense is that they may be useful in determining the lotations

a surface as noted by Baird et al.
the O1s loss spectrum for an 0.2 monolayer
ting

a
of adsorbed molecules relative to

Bradshaw et al.°C. Specifically,
coverage of oxygen on aluminum exhibits only surface plasmon peaks at gra

electron exit, as shown in Fig. 25, thus suggesting that the oxygen has not
penetrated significantly below the surface plane. Thus, the angular dependence of
such adsorbate 1o0ss structures should provide useful complementary information

and

L r T T T TOTvET T | ] concerning adsorption geometries and near-surface electronic structure.
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Fig. 27. Experimental azimuythal dependence of CuZpys, intensity above

a Cu(001) surface for @ different polar annles cf emission. The data
have been fourfold-averaged into one guadrant from a full 360° scan, but
no mirror synmetrization about & = 45° has been performed. Overall
anisotropies a1/[,,, are indicated as percentages. For certain 0 values
shown here, however {e.g.. & = 45°), it has subseguently been determined
that a non-linearity in the videcon multichannel detector used resul ted
in ~ 1.5% overestimates of the degree of an anisotropy. Comparc the more
accurate 81/1 . values at 9 = 457 5f Fig. 31. (From Kono et al.,

ref. (63).}
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4. Surface Sensitivity Enhancement at Grazing X-ray Incidence Angles

A second mechanism producing enhanced surface sensitivity involves measurements
carried out at very low x-ray {ncidence angles Oha For By £ i°, 1t was first
noted by HenkeZI that the mean x-ray penetration depth in a typical XPS experiment
(which is a very large 103-10° i for B 77 1*) decreases markedly to values of
the same order as the electron attenuation length Ag- This further suggests that
surface-atom signals will be enhanced in relative intensity at Tow ehu. as was
first demonstrated by Mehta and Fadleysg. The reason for this decrsase in x-ray
penetration depth 1s the onset of significant refractfon such that Bhv' <« 8,
(cf. Fig. 9) at the solid surface. The interactions of typical XP5S x-rays with a
homogeneous medium are furthermore well described by a macroscopic classical
treatrnent.21 and detailed expressions for predicting penetration depths and
expected surface sensitivity enhancements in terms of the material optical
constants and other parameters have been presented elsewhere.5'21'59

As a recent example indicating the surface sensitivity enhancement possible
at low 8, , Fig. 26 shows data obtained from a clean polycrystailine Cu surface
for which the Cu2py,,/Culp ratio was measured as 2 function of the mean x-ray
incldence angle E;v . Because the kinetic energy of the CuE.'p:’,2 peak {549 eV¥) is
much lower than that of the Cu3p peak {1406 eV), tts mean free path will be
significantly lower. Thus, the mean depth of 2123,2 emission will be less than
that of 3p emission under normal ¢ircumstances of x-ray incidence, and any
significant reduction in the x-ray penetration depth at low LW will act
preferentially to turn off more of the 3p signal. Therefore, the ~25% increase
in the CUZP3/21CU3D ratio noted for §;v by 0° s a clear indication of surface
sensitivity enhancement. There fs aiso good agreement between experiment and
theoretical calculations including both refraction and reflection effects, as also
shown in Fig. 26. Note the very sharp onset of the l°"'8hv enhancement over a
region of only a few degrees near ehv = 0°, More pronounced effects have also
been noted in the Cls/Audf ratio for Au with a carbonaceous overlayersg. and in
the Si2ploxide)/Si2p(element) ratio for silicon with varying oxide overlayer
thicknesses.61 Also, the known optical properties of several solids at XPS
energies of 1.5 keV have been used to predict that such phenomena should be of
very general or_cuv-rence.s

It should be noted in connection with such grazing-incidence studies, however,
that surface roughness effects can be extremely important in any attempt at
quantitatively analyzing such data.51 This is due to the very small incidence
angles involved, so that if the true microsopic incidence angle e;v deviates by
even ~0.1° from the macroscopicalty measureable By B significant change occurs
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in the degree of refraction and reflection. Thus, surface preparation and
accurate angle measurement are both very critical. Further practical problems are
that the x~ray source ought to have a very well defined direction of incidence
(Aehv < 1* in Fig. 9) and that surface shading by any roughness present wili
generally act to much diminish absolute photoelectron intensities at low LI
Thus, grazing-x-ray-incidence surface enhancements may serve as a useful
complement to those at grazing eiectron emission, but the measurement and
interpretation of the former data may not be as stralghtforward.
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Fig. 28. Experimental polar dependence of Ge XPS and Auger intensities
above a Ge(110) surface for 8 scans in a {110) azimuth. Ge3d and Ge2p;, 2
XPS intensities are shown together with the Ge LiMg,s M, 5 Auger intensity.
No allowance has been made for the instrument response function.

(From Owari et al., ref. {64).)
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5. Core-Level Emission from Single Crystals:
X-ray Photoelectron Diffraction{XPD)

A. Intreduction

In this section, we begin the constderation of effects observed in angle-
resolved x-ray photoemission studies of highly-ordered single-crystal specimens.
Here, emission from highly-localized, atomic-like core levels will be discussed;
in Section 6 following, the more complex case of emission from delocalized valence
levels will be considered. In both situations, a consideration of diffraction
phenomena associated with the wave character of the emitted photoelectrons will
prove essentlal for understanding the observed angular distributions. It is thus
useful to immediately introduce the appropriate non-relativistic relatianship
between photoelectron wavelength Ae and kinetic energy Ekin:
re = MlzmE, 12, (22)

e
where h = Planck's constant and m = the electron mass. In convenient units, this

reduces to approximately

alin ) = [1507E, ( (in e)]"/2, (23)
Thus the relevant wavelengths over the typical XPS range of energies of ~500-1500
will be from Q.55 R at 500 eV to 0.32 ; at 1500 e¥. The magnitude of the asso-
ciated electron wave vector K is 1n turn given by k = 2n/h,, and k= E/k.

In order to qualitatively introduce the different types of effects seen in such
x-ray photoelectron diffraction {XPD) experiments, some typical experimental data
are shown in Figs. 27-306 -64, These are illustrative of the various types of
data which can be obtained, in that Figs. 27 and 28 both represent emission from
core-levels in the single-crystal substrate ({u with (001) orientation and Ge with
{110) orientation, respectively), whereas Figs. 29 and 30 represent emission from
species adsorbed on such a substrate {c{2x2)C0 on N1{001) and ¢{2x2)0 on Cu{001},
respectively. Also, two of the figures (27 and 30) represent azimuthal scans {cf,
Fig. 2} whereas the other two (28 and 29) show polar scans.

From these figures, one can directly draw several useful qualitative conclu-
sions: There are pronounced anisotropies In all of these photoelectron angular
distributions. If the degree of anisotropy is measured as (Imax'[min)/Imax x
AI/]max' we see that the values vary from as large as 73% for Cu2|:'3/2 substrate
emission fn Fig. 27 to as small as 6% for Gls adsorbate emission at large 8 values
in Fig. 30. There are also some rather narrow features in these angular distribu-
tions, with widths as small as + 4-5°, and this indicates the possible importance
of having adequate angular resolutfon [as discussed further below). Not
surprisingly, the patterns seen exhibit certain symmetries of the underlying
substrate: for example, the azimuthal data of Figs. 27 and 30 for a Cuf001)
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Fig. 29. Experimental polar dependence of the Cls intersity for a c{2x2}
overlayer of C0 on a Ni(001) surface. The data have been obtained in

two symmetry-inequivalent azimuths. Also shown is a schematic illustration
of the intramolecular scattering and diffraction preducing such effects,
(From Petersson et al., ref. {62) and Orders and Fadley, ref. (81}.)
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surface with C, symmetry exhibit near mirror symmetry about a [¥10] azimuth for ¢
= 45%, a point we will amplify on below. The strongest substrate diffraction
features are also most often seen along high-symmetry azimuths as well, and this
suggests the possible use of such features for determining crystal orientations.
finally, if the substrate angular distributfons of Fig. 28 are considered, 1t 1is
clear that the lower-energy photoelectron peaks exhibit broader features than
those at higher energy: specifically, the Ge2p3/2 angular distribution at 270 e¥
has less fine structure than that of Ge3d at 1457 e¥. This last observation is a
straightforward consequence of the change in de Braglie wavelength with energy,
with shorter wavelengths at higher energies being capable of producing sharper
diffraction features due to interference effects.

The previous point concerning the desirability of high angular resolution {s
further illustrated in Fig. 31, where experimental Cu293,2 azimathal data from
Cu{001) at a polar emission angle of 45° is shown for two different analyzer
angular acceptances: cones with half angles of 4,5° and 1.5°. The angle steps
used in accumulating the data were A¢ = 1.0° for both cases, It is clear that the
£1.5° aperture yields data with considerably mare fine structure, including some
features of only a few degrees fn width. Although most of these features can also
be seen fn the :4.5° data, they are much easier to resolve in the 1.5 curves,
Thus the optimum use of XPD {in deriving structural Information wil) {in many cases
require instrumental angular resolutions of approximately 1-2°.

The azimuthal data of Figs. 27 and 30 further illustrate some {mportant points
concerning data analysis. The raw data of Flg. 30 for Ols emissfon from c{2x2}0
on Cu(001), which is shown as dashed curves, has been obtained by scanning over a
full 360° in azimuth. Thus, in view of the qu symmetry of the surface, there 1s
redundancy in the data that can be used to average out noise and to check for the
reliability of various features, One useful method ts to fourfold average such
data by adding the points at ¢, ¢+90°, ¢+180°, and $+270°, thys partfally
accounting for the known symmetry associated with the surface; in general, this
averaging reduces the anisotropy Al/lmax. Subtracting off the minimum intensity
and replotting then yields the "flower" patterns shown as solid curves. These can
fn turn be compared with the raw data to be sure that all features present in the
fourfold-averaged data are consistent with similar features in each quadrant of
the raw data. Any misalignment of the azimuthal rotation axis with respect to the
[001] surface normal also becomes very evident in such comparisons. Finally,
since the symmetry operations of mirror reflection across ¢=0°, 45°, etc. have not
been included in the fourfold averaging, the presence or absence of such mirror
symmetry can be used ta judge feature accuracy and overall statistical
reliability. For example, 1n Fig. 27, such fourfold-averaged data for Cu2p3/2

Angle-Resolved X-ray Photoelectron Spectroscopy 323

Ols-Experiment

9:7° Al/Tpoe* 2% 10° 23%

Raw Dora\-\.

TN

Fig. 30. Experimental azimuthal dependence of the Ols intensity for a
c{2x2} overlayer of oxygen on a Cu{001) surface. Seven different polar
angles of emissfon are shown. Both the raw cata of a full 360" scan and
fourfold-averaged data from which the minimym intensity has been subtracted
are shown, The overall anisotropies al/ln., are also indicated for each
set of fourfold-averaged data. (From Kono et al., ref. (63).)
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ed in Cartesian form and is found to be very close
Other forms of azimuthal data averaging would

emission from Cu(001) is plott
te mirror symmetric about ¢ = 45°.
be appropriate for surfaces with different symmetry (as a tnree-fold (111) surface
or the stepped surfaces to be discussed in Sec. 5.F.}, but in general it seems to
be very useful to obtain the fuliest angle scans possibie to enable carrying out
such analyses. Similarly, doing symmetry-equivalent poltar scans (e.g., at & = 0°,
§0°, 180°, 270° for a fourfold surface) and averaging these to check orientational
accuracy and reduce spurious intensity variations is also very usefui.

It is alse worthwhile to note here that the typical mean free paths for
inelastic scattering in XPS of ~10-30 3 imply that all of the features seen in
Figures 27-30 must be associated with atomic grder very near the surface. In
fact, we have found in general that the type of surface pre-treatment utilized
(for example, as to times and temperatures for {gn bombardment and annealing) can
have a dramatic effect on the degree of anisoctropy found, even when simu]taneous
observation with low energy electron diffraction (LEED) shows very 1ittle visual
difference in the sharpness of a pattern for different pre-treatment procedures.
Thus, such %PS measurements seem to be very sensitive and gquantitative indicators
of the degree of near-surface order

Before proceeding to a more quantitative discussion of these effects, we
consider a few examples of how such x-ray photoelectron diffraction patterns can
be used in more or less a fingerprint fashion to derive very useful information.
First, the fact that substrate photoelectron emission along low-index directions
in the crystal is generally asscciated with pronounced peaks in the XPD pattern
can be used to carry out very precise crystal orientations in situ. {This peaking
along low-index directions can be qualitatively explained in terms of Kikuchi
tands associated with different sets of low-index planesas. as discussed in more,
detafl in Section 5.8.) For example, in our Taboratory, the polar- and azimuthal-
arientations of (001)-metal crystals are routinely determined to within +Q.5° by
using a cambination of polar scans through the [0C1] surface normal and azimuthal
scans through a series of <110> directions at 45° with respect to the normal. For
single crystals containing more than ore type of atom, a second type of informa-
tion concerns the nature of the crystal site in which a given substrate atom is
sitting: for example, is it in well-defined lattice sites, has it been inter-
stitially incorporated, or has it been randomly incorporated with respect ta the
other atoms of the lattice? This _.se of XPD was first rade for a Au/Ag alloy by
Fadley and Bergstromj. Some more recent XPO data obtained by Thomas and
co~worker555 from a singie crystal of the mineral muscovite are shown in Figure
32. Here, polar scans of different peak intensity retics are shown. These have
been analyzed by noting that photoelectrons arising from two atoms occupying
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exactly the same type(s) of lattice site{s) fn the crystal should show exactly the
same XPD pattern, as long as their de Broglie wavelengths are not different by
more than ~30%; thus, their normalized ratic should be very near unity regardless
of polar angle. This is trivially the case for the K2p/K3p and Si2p/512s ratlos
arising in a single atom. By contrast, photoelectrons arising from atoms with
very different sites should exhibit the greatest excursions from unity, as for the
4+25% deviations in the S12p/KZp ratio; this is consistent with the known
structure of this mineral. The reduced value of the 5i2p/A12p excursions of =15X
{as compared, for example to S12p/K2p) is furthermore suggestive of some Al in
stofchiometric excess of that needed to occupy normal octahedral sites going into
tetrahedral sites that are predominantly S1. As a second example of site-type
determination, Fig. 33 shows polar-scan data obtained by Nihei et al.57 for a Au
overlayer of ~85 A thickness grown onto a (110} surface of GaSb. With annealing
at 400°C only, the Audf XPD pattern {s relatively featureless, suggesting an
amorphous overlayer, whereas both the Gald and Sbdd patterns exhibit considerable
fine structure, After annealing at 540°C, however, the Audf pattern becomes very
nearly identical to the Gadd pattern; as these two peaks are furthermore very
close in kinetic energy, it is thus suggested that Au has preferentially displaced
Ga in the GaSb tattice. This kind of atom-specific order and site information
would be difficult to obtain 1n any other way.

As a fipal fntroductory comment, we note that Liebsch63 first pointed out from a
theoretical point of view how adsorbate core-level photoelectron diffraction might
be used to determine surface structural {nformation. This work {nvolved
multiple-scattering theory for low energies as appropriate to an ARUPS experiment.

B. The single-scattering cluster (55C) mode)

in discussing more quantitatively such XPD effects, it {s necessary to introduce
a more detailed model of the scattering and interference phenomena that are
expected to occur for photoelectrons in the ~500-1500 eV energy regime. Such a
model can be formulated at varying levels of complexity from a straightforward
single-scattering or kinematical apprOAch62'63'69 to more complex dynamical
treatments incorporating some degree of multiple scatteringss'7°'71. Fortunately,
we have found that a very simple single-scattering model as applied over a finite
cluster of atoms appears to very well describe most of the features in
xp062.63.69' and it is thus this approach that will be discussed below,

The essential elements of this single-scattering cluster (SSC) model are shown
schematically in Fig. 34. The basic assumptions are essentiaily identical to
those used in describing extended x-ray absorption fine structure (EIAFS)72'73 and
a stmilar mode) has also been applied (although rather unsuccessfully) to angle-
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resolved Auger emission at very low energles of {100 ev74. The SSC model as
appropriate to ¥PO is discussed in more detail elsewheresz'sa. so that only the
essential assumptions and mathematical results will be outlined here.

Radiation with polarization ¢ is incident on some atom in the cluster, from
which it ejects a core-level photoelectron, {In Fig. 24, the emitting atom is
shown near the surface, but it could as well be any atom in the substrate.) The
problem is then to describe the single scattering of this wave from all other
atoms j in the cluster, keeping track of the phase shifts introduced by both the
scattering and path length differences and finally to sum the wave amplitudes so
produced to yield the total photoelectron amplitude. Squaring this amplitude then
yields the intensity expected in a given emission direction, as denoted by
the wave vector k. That is, if ¢°(F.E) is the photoslectron wave at © as emitted
directly into direction K and @(F.?J+§) is the wave resulting from fnitial ¢,
emission toward a scatterer j at ¥. and then subsequent scattering so as to emerge
from the surface in the direction of K, the overall wave amplitude will be given
by

WFE) = e (FR) + I 05 (7.7, K) (24)

and the photoelectron intensity by

1K) = [w(F, R . (25)
Because the detector is situated at essentially ¥ = = along K, all of the waves
in {24) can finally be taken to have the limiting spherical forms 4y < exp(ikr)/r
or ¢j a exp(ile-FJI)l|?—;j|, although the actual amplitudes of each type in a
given direction will be modulated by the photoexcitation matrix element and, for
the 4.'s, also the scattering cross section. It is further assumed that the
portion of ¢ which passes to the scatterer § to produce °j also decays in
amplitude according to a spherical wave assumption, or as llrj. If the
scattering angle is ej, the overall path tength difference between ¢, and °j 1s
then rj(l-cosej).

The directional modulation of the Initial photcelectron wave ¢° would most
accurately be treated by considering both the t+1 and £-1 components produced in a
dipole excitation from an nt subshell, and determining the matrix element
70'72. Fujikawa, for example, has recently discussed this approacth.
For the special case of ns emission, however, this reduces simply to an

e-k dependencezs. and it is this form that has been used in most prigr XPD
ana1y5e563’59. Since the differential photoelectric cross section
dcni(a.ﬁ)/dn is proportional to intenstty rather than amplitude, another
approximation would be to use a ¢, modulation of [danl(é.ﬁ)/dnlljz 64. Although
this 1s not strictly correct and does not account for possible sign changes in the

involved
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matrix element with direction due to the photoelectron parity75. it 1s probably an
adequate approximation for XPD in which the electron scattering process will be
seen to select out ¥, cholfces very nearly parallel to K; that {s, for the range of
FJ directions near the k direction that produce significant scattering, the matrix
element varies little, so that a very precise description of it 1s not required.
In fact, predicted XPD patterns have not been found to be very sensitive to the
exact way 1n which the matrix-element modulation 1s included, particularly as
regards averaging over & in an unpolarized sourcesz'sa. We shall thus use the
simple 8-k form in what follows.

The electron-atom scattering that produces ¢, 1s assumed to be adequately
described by a complex scattering-factor

fileg) = If (0 expliy,(6,)], (26)
where wj(ej) is the phase shift associated with the scattering., The scattered
wave °j is thus proportional to fj(ej)expile-Fi|/|?—Fj|. with an overall phase
shift relative to 4 of krj(l-casej) + wj(ej) that is due to both path length
difference and scattering. The use of this form for ¢. implicitly assumes that
the portion of ¢ incident on the jth scatterer has su%ftcfently low curvature
compared to the scattering potential dimenstons to be treated as a plane wave.
This is the so-called "small-atom" approximation’s. and it should be fully .
adequate in XPO for all but perhaps the nearest-neighbor atoms to the emitter.
Even for such nearest-neighbor atoms, the only effect of inclusion of ¢y curvature
will probably be to somewhat reduce the amplitudes of certain forward-scattering
peaks in I{E) in comparison to those predicted with the use of Eq. (26)77. 50 that
its neglect should not be serious. A further important point here {s that, as
energy 1s increased, the region of the potential well that is effective in the
scattering is reduced in diameter, so that the small-atom approximation should
because of this be more valid than prior cr!ter1a75 might indicate.

The scattering factor fj(ej) is most accurately determined by applying the
partial-wave method to a suitable spherically symmetric-scattering potential for
each atomic type in the cluster. The number of partial-wave phase shifts needed
goes.up with energy, and for a typical scattering potential of effective radius
1.5 A, would be 2 8 for Ekin = 500 eV and > 24 for 1500 ev. Tabulations of free-
atom scattering factors at enmergies spanning the XPS regime e:ist’g. Alterpa-
tively, scattering potentials more appropriate to a cluster of atoms with over-
lapping charge densities and potentials can be constructed via the muffin-tin
model employed, for example, in LEEDql'az. The free-atom fj's generally are
larger in magnitude than their muffin-tin counterparts due to their neglect of
charge and potential overlapsz'sg. Both types of fJ's have been employed in XPD
calculations, and they do not yield significantly different }(f) curves, although
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the use of free atom fj's might be expected to predict slightly higher peak inten-
sities due to their larger amplitudes. In the limit of very high energy, the use
of the first Born appruximat10n78 for determining scattering factors might also be
expected to be adequate. However, recent studies by Goldberg, Thompson et al.
have shown that the Born approximation is not sufficiently accurate for XPD
calculations at <5 keV53‘8°

Some typical scattering factor amplitudes and phase shifts for Cu are shown in
Figs. 35 and 36, These curves and other available data79 show that, over the
typical energies In XPS of ~500-1500 eV, the amplitude IfJ(Bj}l 15 very strongly
peaked in the forward direction or near ej = 0%, with & FWHM of only ~10-30°.

This forward peaking is even more pronounced at higher energies, as illustrated tn
Fig. 35. The only other appreciable scattering strength occurs near ej = 180*,
but this is down by roughly an order of magnitude in comparison to the forward
scattering peak. At higher energies, the back scattering peak 1s reduced even
further, essentially disappearing at 10,000 e¥. Considering the phase shifts in
Figure 36 and other availahle data’? also permits concluding that for XPD, ¥y is
rather small (¢30-50°) for the Bj region fn which [fJI 15 large. Thus, for
electron elastic scattering in XPD from atoms of low- to moderate- atomic number,
the scattered waves °j are expected to be significant only for 8. rather near
zerg, and fn this case the scattering phase shift will also be rather small. (The
optical theorem prevents wj from being exactly zero unless the total scattering
cross section is also zero B.) For substrate-atom emission from well below the
surfacae, the condition of near-forward scattering from nefghbors above is
geometrically possible for emission into a large number of directions k above the
surface. However, for adsorbates or near-surface substrate atoms, observation at
special emission directions may be necessary to see significant XPD. This is why,
for example, most of the polar angles 8 1n Fig, 30 are near-grazing with respect
to the surface. It also explains why the anisotropy in Fig. 30 falls off as the
polar angle is increased away from the surface, becoming almost undetectable at ©
= 45°,

The effects of inelastic scattering on wave amplitudes during propagation below
the surface must also be included. Intensity falls off as exp(—L/Ae), where L is
an arbitrary path length, so that amplitude is expected to fall off as the square
root of this or exp(-L/ZAe} z exp{-yL). Thus, y = l/ZAe, although y values up to
~Z2-3 times this have been suggested in prior ERAFS72 and »!nuger74 analyses. Each
wave ¢, or °j can thuys be myltiplied by such a factor involving an L value which
includes the total path length below some surface cutoff point. This surface
cutoff is usually chosen to be the substrate surface as defined by hard-sphere
62'63- although the exact choice is not found to fnfluence the XPD patterns
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Fig. 37. Comparison of experiment and single-scattering cluster {SSC)
theory for the azimuthal dependence of CuZpy., emission from Cu(001) at
varfous polar angles between 7° and 18.4". "The natation damping = 1.0
refers to the use of ifj(ﬁ)jl values with no empirical reduction factor,
whereas dampirg = 2.0 réfers to theuse of values reduced by % to optimize
agreement with experiment. HNote that the only significant changes pro-
duced by the use of such camping are for two fine structure features
near ¢ « 45° and for 8 = 7° and 10°. (From Kono et al., ref. (63}).)
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significantly. Ae values can be taken from prior experimental or theoretical
tabulations, but it is found that this cholce also s not critical: for example,
Ae for Cu hat been varied by ~225T without changing the substrate XPD patterns
signifinantlyﬁz‘SJ.

Vibrational attenuation of finterference effects is furthermore potentially
important, and can be included in a standard way by multiplying each ¢j by its
associated temperature-dependent Debye-Waller factor:

HJ(T} = exp{-AkZUj(T}] = exp[-2k2{1-cosaj)E§(T)] (27)
where Ak is the magnitude of the change in wave vector produced by the scattering,
and Eg(r) is the temperature-dependent one-dimensional mean-squared vibrational
displacement of atom j with respect to the emitter. At this level of approxima-
tion, U} is assumed to be isotropic in gggce and any correlations in the movements
of near-neighbor atoms are neglected. U} values can be obtained from, for
example, LEED ana1y5e552'53 However, the fact that the elactron scattering is
significant only when 8, fs rather close to zero acts through the (l-cosej) factor
in the argument of Eq. {27) to yield Hj's very close to unity for all important
scattered waves. Thus, the U5 values chosen for Cu can in fact be increased by a
factor of four without appreciably altering the I{K) curvess3. So, vibrational
effects are to first order not very important in forward-scattering dominated XPB,
although they are, for example, very important in LEED, EXAFS, and normal photo-
electron diffraction where back scattering is the dominant diffraction mode (and
thus 8, % 180°). An alternate method for allowing for vibrational effects is to
assume some probability distribution of atomic positions due to vibration (as, for
example, a harmonic oscillator envelope) and then to sum separate weighted
diffraction intensities for all possible combinations of atomic positifons., This
is cumbersome, but it has been used to quantitatively look at the effects of
specific types of molecular yibrations at surfaces 7'81.

The expression for intensity 1{K} can now be written down directly as:

. . gt By "
1K) «f[a-ie Y, § Tjilfj(ej)mje T3 expifkr(1-cosoy) + vyle )1} |? &

file.]*
C10EEE '—-'71~ ARTATR (28)
] re
J

Here, £-k and E-Fj represent photoemissfon matrix-element modulations along the
unit vectors k and Fj, respectively, and exp(-yL) and exp{-yL,) are gppropriate
inelastic attentuation factors, Thus, (e+K)exp{-yL) is the amplitude of the

direct wave ﬁJ:.f) and (E-Fj)lfj(aj)le EXP(~YLJ)/rj is the effective amplitude
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of ¢j(F. FJ'E) after allowance for both inelastic scattering and vibrational
attenuation of interferenceé. The complex exponential allows for the total final
phate difference between ¢y and each *j‘ The integrals aon & simply sum over
different poltarizations perpendicular to the radiation progagation direction, as
appropriate to the ysual case of a largely unpolarized x-ray scurce in XPS. The
second [ corrects the first absolute value squared for the incorrect inclusion of

J
Debye-Waller attenuations in terms 1nvblv!ng a product of a scattered wave with
itself. That fs, in expanding the absolute value squared, only products
involving unlike waves as ¢0¢3 or ¢j¢; (i #2) s?ou]d include Debye-Waller
products of Hj or Hj”!' respectively. The (IFHj } factor in the second summatign
is thus necessary to yield overall correct products of the form ¢.4.* without any
sz factor. The second sum is termed the thermal diffuse scatiering term and it is
usually quite small with respect to the overall XPD ﬁodu}ations. because, as we
have already noted, ”j is very close to unity for all strong scatterers. [q. {28)
s thus the basic starting point of the single scattering cluster model. It is
31so worth noting here that such a cluster sum makes no explicit use of the 2- ar
3- dimensional translatioral perfodicities that may be present, even though the
atomic coordinates r. used as inputs may incorporate such periodicities. Thys,
neither surface- nor butk- reciprocal lattice vectors are explicitly involved, and
it makes no sense at this level of description to speak of diffraction "beams”®
associated with certain E's as in LEED,

Averaging over a totally unpolarized source leads to a mare complex expression
for I(K) in terms of various geometric angles, but it can be shown that the strong
forward peaking in f.(8.) permits using the following relatively simple
expressionsz'63 >

(Rt * LA ggereliliny(1cosey) v vy(o, )12 ] $0-wd) (29)
where Bk or erj are the angles between the direction of radiation propagaticn
and K or ;j’ respectively, and Io and [j are defined as

ID = sin 8, exp(-yL)

I. = sin EENT:D -yl .

That ig. in averjgen; ;::i); e;?é ::g}gggn‘re 1 i 3 i
. , placed by sin 9& and e-?j by SlnBrj.
[t is this result that has been used in mast XPD calculations to date.

The last parameter of importance in actually using Eqs. (3] ar {29) fs the
range of j ar the choice of a suitable cluster of atoms. This is done empirically
50 4% to include all significant scatterers by verifying that the predicted XPD
patterns do nect change in any significant way with the addition of further atoms
at the periphery of the cluster. The inherent weakness of 311 scattering events
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for which aj is appreciably different from zero tends to timit cluster stzes in
most cases. They thus can range from 2 atoms for near-normal emission from a
vertically oriented diatomic molecule on a surface77 to as many as several hundred
atoms for substrate emisston in which both the emission and scattering must be
summed over several layers into the bulk62'63. Howevers, even for the largest
clusters sg far considered, the {nherent simplicity of Eqs. (28} and {29) stil)
yields calculations which do not consume excessive amounts of compuier time,
especially by comparison with those necessary for LEED or UPS simulations.

A further physical effect of importance in making comparisons to experiment {3
the possibility of electron refraction at the surface, as discussed previously in
Section 3.C. Fig. 14 {ndicates that, even at the relatively high energies of XPS,
for emission near grazing, angle changes 8'-8 of a few degrees can be produced by
Thus, especially for adsorbate studies such as that shown in Ffg. 30,
a proper allowance for refraction is necessary, at least for @ values £ 10°. This
is done by using a suitable fnner potential VD derived from experiment and/or
theary and £q. {19) to predict & for a given internal propagation direction 8°’.

In the presence of an adsorbate, the exact form of the surface potential barrier
thus becomes fmportant, as it may not then be possible to assume an abrupt rise to
Also, the presence of adsorbate atoms

refraction.

the vacuum level at the substrate surface.
may alter VD through changes in the work function, and these atoms also may occupy
positions above the surface in which only a fraction of Vo is appropriate.

Although a prior study of O on Cu(001) indicates that the predicted XPD results

are not particularly sensitive to the choice of V052‘53. it is 1mp9rtant to

realize that not properly allowing far it may shift theoretical XPD patterns by as
much as a few degrees with respect to the actual 8 values at which they will be
observed.

A fina) step in any realistic calculation based upon this model is to integrate
the direction of emission K over the solid angle a2, accepted into the electron
ana?yzer62'53. For most of the calculations reported here, this has been over a
cone of +3.0-3.5° half angle, although for certain cases a smaller cone of :1.5°
has been used.

There are several reasans, however, why the XPD effects predicted by such SSC
calculations are from the outset expected to be }arger in amplitude than those
observed experimentally. (This is a common type of discrepancy in other
diffraction calculations as well, as, for example, in LEED.) These have been
discussed previously in connection wtih XPL ~, and are: (1) The actual surface
may have irrvegularitfes on an atomic scale that are not included in the usually |
idealized model cluster. Also, adsorbates may exhibit more than one type of bonding !

site, especially if unobserved steps or dislocations are present on the surface to l
t
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some degree. These effects will in general tend to average out XPD effects in
experimental data relative to a highly ideal calculation. (2) The lack of a
fully-converged cluster of atoms in the calculations would also tend to produce
greater anisotropy, a5 atoms near the periphery of a larger cluster add so as to
produce a nearly 1sotropic background. (3) The inclusion of spherical-wave
character for nearest-neighbor scattering will qualitatively tend to reduce the
scattering strength, at Teast in the forward direction. This effect has been
quantitatively estimated in XPD calculations for Cls emission from molecular CO,
where it appears to reduce the forward scattering diffraction peak by about 1/2 as
measured with respect to the background intensity”? (4) Vibrational effects,
especially at a surface or for an adsorbate, may not be adequately described by
simple Debye-Waller factors, and lead to enhanced supression of XPD features. (5)
Multiple-scattering effects also may be present to some degree, and these would
generally be expected to smear out some features, (6) The presence of a non-
isotropic inelastic scattering mechanism (for example, associated with excitations
of rather localized valence electrons) also could reduce the relative intensities
of diffraction featyres. Such phenomena have been noted as a source of reduced
diffraction effects tn EXAFS back scattering, for example, although 1t appears
that for forward scattering the optical theorem

will require an increase in |f_|
due to inelastic processesaz.

Such effects need to be further investigated for !
forward scattering at the '\-103 eV energies appropriate to XPS. The last four of
these effects thus need to be explored in further theoretical treatments of XPD,
but we shall show that the much simpler 55C model not incorporating them still
seems to describe the observed experimental phenomena rather well.

As a final comment concerning the S5C model, we note that it can be directly
reduced to an expression very close to that used in EXAFS analyses72 if it {s
assumed that all scattered waves ¢, are small in magnitude in comparison to L
Then, 1f we begin at Eq. (28) (for simplicity neglecting any averaging over &),
we see that all terms such as ¢j¢; and ‘j‘} can be neglected in expanding the
absolute value squared. The thermal diffuse scattering term thus can also be
neglected. After some simple algebra, it can then be shown that

1R = (202 Py ket ] o (e te e
b ]

x cos{kr,(1-cose,) + v.(8.)), (30)
L J J 307
This simplified form has i{n fact been used recently by Orders and Fadley in

successfully describing several aspects of normal photoelectron diffraction

data?l,

_*This factor of approximately 0.4-0.5 for nearest-neighbor scattering
has also been verified in recent much more detailed XPD spherical-wave
calcutations by Sagurton, Bullock, and Fadley(to be published}.
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Ir subsequent sections, we will consider several applications of this SSC model
to the interpretation of XPD data, including especlally several substrate- and
adsorbate- systems of known geometry to test the degree of its validity.

C. Substrate emission

The first quantitative comparisons of theoretical and experimental XPD curves
were for azimuthal scans above a Cu(001} surfaceez'sa. Some of this data for
Cu2p3/2 emission is shown in Fig. 37 (cf, Fig, 27}, and a more recent comparison

usfng higher and Jower angular resolutions has been presented in Fig. 3.
Consider first the theoretical curves labelled "damping = 1,0" {in Fig. 37, which
represent non-adjusted S5C calculations according to €q. (29), as do the
theoretical curves of Fig. 31. It is clear from these figures that simple SSC
calculations are capable of predicting the positions and approximate relative
intensities of most of the features observed, even down to the very narrow peaks
noted for 15° Lezg 75° in Fig. 31, There are, to be sure, some minor
discrepancies as to features, as for example, in Figyre 37 where the local
minimum in experiment is not present in theory for ¢ = 45° and 0 = 10° and the
maxima in experiment for 4 = 90° and & = 13°, 15, 18.4°, and 45° are local minima
in theory. Also, the degree of anisotropy is overestimated by theory by a factor
of ~1.5-2.0, but this is not surprising in view of our prior discussion of the
mode].

The overall agreement between theory and experiment for Cu is improved
somewhat by the empirical reduction of each scattering amplitude lfjl by a factor
of 11253: such curves are denoted by "damping = 2.0 in Figure 37. Such an
empirical reduction in |fj| might be justified in allowing for some or all of the
last four factors discussed in the preceding section as being responsible for:
overestimates of anisotropy by theoryf'but its magnitude has been rather
arbitrarily chosen to optimize agreement, so that such adjustments will not
generally be utilized in what follows and, if so, will be specifically indicated.

As more recent examples of such comparisons, we note that the closely-related
crystal Ni{001) exhibits XPD azimuthal patterns very close to those of Cu(001),
and somewhat better agreement with non-azdjusted S5 calculations

Also, Kono ™ has recently compared SSC calculations and experiment for polar
scans above a LaB6 crystal, Fig. 38 shows such a comparison for Ladd emission,
and it is clear that all main features are correctly predicted as to pasition and
approximate relative intensity. ({The experimental data here have not been
corrected for a smooth-curve modulation due to the instrument response function.)
Takahashi et al.sn have also recently compared azimuthal XPD data for Ag3d

*Such empirical adjustments in |[f,]| by approximately 0.4-0.5x have also
been found to improve agreement iith experiment in more recent work
{ref. 100 and Trehan and Fadley, to appear in Phys. Rev. 8), and their
principal origin in spherical-wave effects(ref. 77) has also been con-
firmed by Sagurgpn. Bu1leck. and Fadley(to be published).
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emission from a Ag (110} crystal wtih 35C theory and found very good agreement for
all major features.

As a final example, we show in Figure 39 a very recent comparison of SSC
calculations and experimental results obtained by Nihei et al.87 for polar scans
of three core peaks in a crystal of Gay Al As (x 3 0.5) with (110} orientation.
The SSC model utilized was somewhat simplified from that discussed here. Again,
almost all of the features are correctly predicted in position and relative
intensity, with the sole exceptfon being a shift of +6° of two features for Asld
in the range 50° g 8 < 70°.

Overall, the test cases studled to date thus permit tentatively concluding that
S5C calculations provide a very good description of the XPD effects assoclated
with substrate core-Tevel emission, The degree of agreement found is even
somewhat surprising in view of the fact that emission along or near lines of atoms
in the crystal might be expected to enhance the importance of multiple scattering
effects. {Peritaps this is the reason for the slight featural disagreements seen
in fig. 31 near ¢ = 0° and 90°, as this corresponds to emission along <110>
directions.) Comparing $SC calculations with experimental measurements thus
should much increase the certainty of site-type determinations, such as those
represented by Figs. 32 and 33. Anticipating the next sections on adsorbate
emission, we also note that emission along lines of atoms is generally not
possible, so that SSC results might be expected to better describe experiment in
at least this respect.

In concluding on substrate emission, we also note an alternate description of
such effects in temms of Kikuchi bandsz's'ﬁs'aa. This emphasizes photoelectron
diffraction from different sets of planes in the crystal as denoted by Miller
indices {hke), and each set is expected to have associated with it a band of
enhanced intensity for photoelectron emission within plus or minus the Bragg angle
Bk of being parallel to these planes. If the interplanar spacing is dhkz' then
the Bragg angle is determined from

Ay = 2y, singe, . {31)
One thus qualitatively expects peaks of intensity for emission along low-index
directions in which several sets of planes intersect, as discussed previously.
Maxima at i@y, away from the planes are also expected and such features are seen
in both experiment and SSC theory in Fig. 31 for ¢ & 10°, 80°. This model has
been compared to experimental data bath qua'litative]y65 and quantitatively {(using
a simple superposition of independent (hkR) Kikuchi hands)as'ag. and found to
provide a semi-quantitative zeroth-order description of substrate XPD. A more
detailed comparison of the Kikuchi-band and SSC models appears elsewhereae.
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0. Emission from molecular adsorbates

Although the first adsorbate XPD was actually cbserved for an atomic adsorbate
{C on Cu{OOl)Sz'SJ). it 1s heuristically useful to begin by considering two simple
effects arising {n small-molecule adsorption. These have both been studied for
the system c(2x2)C0 on N|(001)77'8‘.

{1) Intramolecular Scattering. Fig. 29 shows polar-scan experfmental data for
Cls emission from c{2x2)CO on Ni(001) for two different high-symmetry azimuthal
orientations The C1s intensity has been normalized by dividing by the
featureless 01s fntensity to allow for the *instrument response function, and a
clear peak along the surface normal 1s found. A qualitative explanation of this
in terms of intramolecular scattering is indicated in the fnset of this figure.
Cls photoelectrons are preferentially forward-scattered by the 0 atom in the same
molecule so as to produce a constructive interference and therefore a peak in
intensity directly along the C-0 bond direction. This forward-scattering peak can
aiso be termed a Oth order diffraction peak, as the scattering phase shift fs very
small (it 15 shown for simplicity to be zero in the schematic drawing). At larger
angles away from the bond direction, Vst order diffraction effects might also be
expected, but they cannot be resolved for certain in this data.

A more quantitative description of this data requires using the 55C model, as
has been dene in two prior studies77'al. Because the electron emission directions
of {nterest are rather near the surface norma), the substrate Ni atoms or other CO
molecules around a given emitter will be associated with scattering angles of
290%. Thus, it has been shown that they have a negligible influence on such
intramolecular XPD and a two-atom cluster (a C emitter and an O scatterer) is
sufficient. The other fmportant parameters of the calculation are the tilt angle
By of the bond axis away from the surface normai and an rms vibrational amplitude
8 rms for a wagging or frustrated rotational motion of the CO. % ms is
incorporated via a ground-state harmonic oscillator probability distribution, and
is expected to be near 10° for CO on K1{001) at ambient temperature.

Fig. 40 compares experiment and theory for enns = 10° and varifous cholfces of 0,.
{Again, theory predicts %2 times larger XPD effects than are observed and at least
half of this overestimate has been shown to be neglect of curved-wave effects due
to the short C-0 d1stance7 .) An fntensity maximum along the surface normal such
as that observed experimentally is found in the SSC curves for all tilt angles
£14®. Considering further the FWHM of this Oth order peak is found to limit the

tilt to 8, £ 10°. This conclusion is also possible in the presence of greater

degrees of vibrational motional.
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Thus, this analysis permits rather straightforwardly determining the orientation
of CO on this surface to within ~10°, It also suggests the general utility of
such effects in studying the orientations of small molecules on surfaces, as the
Oth order peak Intensity in general follows the bond direction. A1 that is
r:;hfred 15 for an atom of reasonable scattering power {that is, of atomic number
24~8) to lie between the emitting atom and the detector. Such intramolecular
scattering effects thus provide a type of information very similar to that %
availabie from electron stimulated desorption ionangular distributions {ESDIAD)
and polarization-dependent core-level absorption edge structure measurementsgl.
However, the theoretical picture in XPD seems both simpler and more clearly
understood than either of these other two methods, and a synchrotron radiation
source is not needed to carry out the XPD measurements, although it is for

absorption edge studies.

{11) Intermolecular scattering. A further type of XPD effect possible for an
ordered averlayer of adsorbed molecules is illustrated for the case of ¢{2x2)C0 on
Ni{001) in Fig. 41. Cls emission is again considered, but in this case, for near-

grazing emission directions for which scattering by 0 atoms in near-neighbor
molecules along the surface {s possible. fach 0 atom thus may generate bath Oth
order and 1st order XPD structure. For the expected C-0 bond length, these
effects are expected to occur for emission angles of ~10°-20° with respect to the
surface, At Tower angles, intermolecular scattering by C atoms in adjacent
molecules also may be significant., The gualitative expectaticn is thus that
azimuthal scans of Cls intensity should exhibit Oth order peaks at ¢ = 0°, 45°,
90°, ... {as measured from the [100] direction}, with extra structure at
intermediate angles possible due to st order effects,

Such intermolecular effects have been experimentally observedel, as illustrated
in Fig. 42 for scans at varijous polar angles. These data have been fourfold-
averaged over a full 360° scan to reduce noise. As noted previously, the degree
of mirror symmetry about ¢ = 45° can be ysed to judge the statistical accuracy of
a given feature. Although low intensities make the statistical scatter of these
measurements rather high, intermolecular scattering effects are clearly seen at
the two Towest angles of 6 = 7° and 11°, including 1st arder peaks at 4 positions
of ~22° and ~68°. The overall anisotropies are ~15% for these low 9 values, with
rapidly decreasing values as 8 is increased to a maximum of 18%. Alsg shown in
Fig. 42 are S5C thecretical curves incorperating the effects of both types of
adjacent €O molecules (that is, those at ¢ = 0° and 45°). Independent wagging
vibrations of these molecules have also been included, with a arms value of ]0°.8]

Although theory again cverestimates the degree of anisotropy, this time by ~4
1
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Fig. 43. General atomic geometry for c(2x2) and p(2x2) adsorbate over-
layers on a [001) surface of an fcc metal, assuming that adsorption is
In c(2x2), all sites are occupied: in p(2x2}
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times, the peak positions and approximate relative {ntensities agree very well
with experiment, especially at the two lowest 8 values. A more detalied
discussion of these effects, including theoretical curves for varying degrees of
vibratiocnal motion, appears elsewhere.a1

Thus, such intermolecular scattering effects should provide rather direct
information on the short-range order in an adsorbate overlayer. This is by
contrast with measurements such as LEED, for which long-range order over distances
of ~10% & 1s necessary for sharp patterns to be observed. Partfcularly with
further developments in instrumentation to increase intensity, as well as angular
precisfon and accuracy, such XPD effects thus should provide very usefyl surface
structural information. . )

£. Emission from atomic adsorbates

We begin here by discussing several recent test cases designed to explore the
angular sensitivity of x-ray photoelectron emission from core levels of atomic
adsorbates, as well as to determine the degree to which the single scattering
c¢luster model can be used to quantitatively describe such effects. Several
practical applications to structural determinations are then discussed, together
with estimates of structural sensitivity for different types of adsorption, and
suggestions for improving the structural sensitivity. The use of polarized and
energy-tunable synchrotron radiation for such XPD studies is also considered.

(i) well-defined test cases. Fig. 30 makes it clear that XPD effects can be
observed in emissfon from a core level of an atomic adsorbate, and furthermore
that the resulting azimuthal patterns are very sensitive to the polar angle of
emission. The discussions of the preceding two sections on substrate- and
molecular adsorbate- emission also strongly suggest that a single scattering
cluster model should be adequate for describing these effects. However, it is
nonetheless necessary to test this idea by comparing experiment and S5C calcula-
tions for some well-defined adsorbate geometries. This has been done recently by
Orders et al.ﬁg for c{2x2)$ and ¢(2x2)Se on N1{001). These overlayers have been
studied previously by LEED and NPD and both consist of atomic adsorption fn
fourfold hollow sites, with § at a vertical distance of z = 1.30-1.35% i azbove the
first Ni layer45 and Se at a distance of z = 1,55-1.60 3; every other fourfold
site is occupled, as illustrated in Fig. 43,

A series of azimuthal scans for S2p emission from c{2x2)S on NI(001)} at
different polar angles B between 7° and 17° are shown in Fig. 44 in compariser to
S5C theoretical curves for 2 = 1,30 i. Note that some of the 6 steps here are
only 1° in magnitude. Considering first only the dashed experimental curves, we
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see that the patterns change very much with 8, particularly in the range of
~7°-11°. The expected mirror symmetry about ¢ = 45° 1s also seen in all of the
experimental data, and provides strong confirmation of all of the features present
in these curves. A comparison now of experiment with the S5C calculations shows
that, with very few exceptions, all of the peak positions and relative
intensities, and by implication thus also the changes in structure with 8, are
correctly predicted by this simple model. As usual, theory predicts more
anisotropy than experiment, here by »1.4-4.9 times, depending on the 8 value.
However, the only significant discrepancies as to features between experiment and
theory are associated with the symmetry-identical peaks at ¢ = 0° and 90° for 8 =
7° and 9° (and very slightly alse for 10°); these peaks are predicted to be ~2-3
times too high in theory for 8 = 7°, and for this reason also persist as signi-
ficant features at & » 9° even though they are not observed experimentally. A
consideration of the SSC calculations shows that, for Tow 8 values <7°, the peaks
at ¢ = 0°, 90° are produced by forward scattering or Oth order diffraction

from nearest-neighbor S atoms to the emitter which are located along <100>-type
directions {cf. Fig. 43). Similarly, the peak for very low @ values at ¢ = 45° {s
assoclated with forward scattering by next-nearest neighbor S atoms along
<110>-type directions. One likely reason for overestimating the strength of
nearsst-neighbor scatterfng is that these 55C calculatfons assumed no refraction
in scattering events from the adsorbate, thereby emphasizing smaller-angle
adsorbate events too much fn the final angular averaging. Also, for such close
distances between emitter and scatterer, the use of the small-atom approximation
may not be fully valid, and curved-wave corrections would thus be expected to
effectively reduce the forward-scattering strength. It s also possible that
surface non-idealities and microscepic roughness could become more important for
very low takeoff angles (as discussed in another context in Sec. 3.C), and that
both naon-isotropic inelastic scattering andmultiple scattering effects could be
more important for this type of nearest-neighbor forward scattering. In any case,
the overall agreement is very encouraging.

A similar comparison of experiment and 53 calculations has also been made for
c{2x2)5e or Ni(ool)sg. and it yields essentfally identical conclusions. Some of
this data is shown In Fig. 45, where the only significant discrepancies are again
in the relative intensities of the ¢ = 0°, 90° peaks at @ = 7°, as well as in
slight pesition shifts of ~3-4° in the doublets for 10° 45 35° and 55° £ 9 £
80°. Overall, then, these twg test cases thus provide further strong support for
the quantitative utility of SSC in describing XPD from adsorbates. (Further
experimental and theoretical studies aimed at explaining the few dis¢repancies
noted are nonetheless desirable.)
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{ii) Structural sensitivity and structura) determinations. In addition to the
test cases discussed in the prior section, adsorbate XPD measurements combined
with SSC calculations have been used to study the atomic geometries of several
more complex systems: <(2x2}0 on Cu(DOl)GZ’Ba. p{2x2)0 and c{2x2)0 on Ni(OOl)gz.
and 0 on the stepped Cu surfaces {211) and (4!0)80. We bdegin by discussing the
apparent structural sensitivities seen in some of these studies from both
experimental and theoretical points of view.

As a first example of sensitivity to the type of overlayer structure present,
Fig. 45 compares experimental and theoretical azimuthal scans from the
well-defined overlayers c¢(2x2)Se on Ni{001) and p{2x2)5e on Ni(001). Considering
experiment first, we see that there are major differences between c(2x2} and
pi2x2) for all three polar angles shown. Thus, XPD is clearly very sensitive to
this change in overlayer structure, albeit a rather large one. Again with only a
few exceptions as to relative intensity, the theoretical curves very well predict
the experimental curves fer both overlayers; in fact, the only points of signi-
ficant disagreement are for c{2x2}Se at 8 = 7°, and have been discussed in the
last section. This comparison thus also lends further support to the applica-
bility of the S5C model for describing XPD data.

In proceeding further to consider structural sensitivity, the adsorbate vertical

position emerges as a critical parameter of interest. As a first illustration of
how this can affect adsorbate XPD, we consider in Figs. 46 and 47 comparisons of
experiment and theory at different z values for 0)s emission from the expected
fourfold hollow sites of c(2x2)0 on Cu(001)2¢53,  (Although most of the
theoretical curves shown are for B = damping = 2.0 and thus have had the Ifj]
values reduced by /2, their forms do not change significantly for 8 = 1.0, and
thus none of the discussion below is altered with the use of unadjusted Ifjl's.)
Comparing experiment and theory here for z values above and below the atomic
centers of the Ni surface plane at 2 = 0.0 R shows that at @ = 10° the region of
best agreement is for ~ -0.1 i to +0.1 i. For 8 = 13°, it would seem that 0.0 ;
te -0.1 3 is the region of maximum agreement. Similar comparisons at a total of
five 8 values ultimately permitted Kono et 31.52’63 to propase that c{2x2}0 is
bonded in 4-fold hollow sites at a position that fs co-planar with the surface Cu
atoms to within ~0.1 A {that is, at z = 0.0 2 0.1 E). Including the Cuy atom
immediately below the hollow, this yields a five-fold coordination for 0 with a
Cu-0 bond distance of 1.8 R that is not very different from the 1.85 K in the
compound Cu20. Although no prigr definitive determination of this Structure has
been made, very recent NPD measurements on this system are also at least partly
consistent with a nearly in-plane adsorptiongz. and previous LEED 4 and SIMS
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degendence 22 01s emission from c(2x2)0 on Cu(001) at @ = 10° and for
different adsorption geometries. § = 2.0 has the same significance
as damping = 2.0 in Fig. 37; 8= 1.0 corresponds to damping = 1.0 or
no adjustment of the |fy(6j)] values. Experiment and theory are com-
pared for five z positions of 4-fold bonding and for the empirically
optimum value for a previously proposed reconstructed geometry.

{From Kono et al., ref. (63).)
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angular d{stribution95 studies have also found this geometry to give one of the
best fits to experiment.

A further indication of structural sensitivity is shown by the bottom curves in
Figs. 46 and 47, which were calculated for another trial adserption geometry: a
reconstructed Cu surface in whish 0 replaces every other Cu atom in the first
layer. The z distance of -0.2 A was chosen to optimally fit experiment at all @
values, but this fit is clearly very poor at & = 13°, even though it is reasonable
at & = 10°, The reconstructed geometry thus could be ruled out. This {llustrates
both the necessity of using & rather full XPD data set at multiple polar angles
and also the potential sensitivity of XPD to the bonding site type.

A similar XPD study of various O exposures on N{{001) spanning the p{2x2} to
c{2x2) transition in LEEDgz’99 also permitted concluding that lower exposures
involve fourfold O atoms at z »0.8+0.2 R. whereas at higher exposures, a
considerable fraction of the fourfold 0 {s nearly co-planar with Ni at z =
0.1 20.2 A This conclusion has subsequently been confirmed in high-resolution
electron energy loss measurements on the same systemgs, although it is at variance
with recent NPD97 and SEXAFS98 measurements, which suggest above-plane adsorptions
for both p{2x2) and c{2x2). Possible explanations for this apparent discrepancy
are a variable degree of above-plane and co-planar mixing with different specimen
preparation treatments, as well as an enhanced sensitivity of XPD to O in the
co-plamar sites where smaller-angle substrate scattering is possible92

However, the situation concerning vertical sensitivity is not quite as simple
for all cases as that illustrated in Figs, 46 and 47. Fig. 48 shows a similar
comparison of experiment and theory at different z values for ¢{2x2)S on N1{DO1).
Although stgnificant changes fn features occur with z for z values up to ~1.0 i.
beyond this point, the pattern is rather stable, with only very subtle changes in
fine structure. Thus it would be difficult to conclude much more than z 2 1.0 i
by comparing experiment and theory for this case, and similar conclusions obtain
for the other polar angles of emission in Fig. 4499. The same sorts of trends are
seen 2lso for c{2x2)5e on Ni(001)99. and lead to the conclusion that vertical
position sensitivity is lost if the adsorbate is too far above the surface plane.

The explanation of this lies straightforwardly in the forward-peaked nature of
electron-atom scattering in XPS, and fs 11lustrated schematically in Fig. 49. For
Tow 8 values and an adsorbate lying closer to the substrate surface, small-angle
scattering is possible from both other adsorbate and substrate atoms. Since only
substrate scattering can provide infonnation on the adsorbate-substrate distances,
a high z sensitivity of the order of 0.1 A results On the other hand, when the
adsorbate is too far above the surface ({1 3 A for 0 on Ni, {] 0 A for S on Ai,

2 0.8 A for Se on N{, and 20.7 A for Te on Nf ), the scattering angles from the
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and a broader range of T values; 3 = 1.0 for ali curves. (From
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near-neighbor substrate atoms of most significance are too large to yield —— 13" Broodening
appreciable scattered waves ¢,, and the z sensitivity s very Yow. In fact, the 4-loid e §110° ""gjo-m°“::7z _
XPD is predominantly produced by scattering 1n the two-dimensfonal adsorbate N N sJ:?
overlayer, as is found to be the case, e.g., for both § and Se on N1{001). The ' -~ oo e Yomo-na05%
inherent scattering strengths of the atoms involved alse are important parameters -',::;:

here, and ane can see a systematic trend through the chalcogenides in the values = Wit
given above. Thus, a very low atomic number adsorbate on a very high atomic WML NS TN N Y ar ey
number substrate would tend to show more site type and 2 sensitivity at higher z

9

values, and vice versa. =" ok -~ I 08
4

Thus, although there are to be sure a great many surface chemical problems for “ WO e AN \. 2

o Fearpaa™s" Te=ra- — TS L Y

which adsorbed or reacting specfes will occupy sites at z 3 1.0 A with respect to
the substrate surface and thus be amenable to high-precision study by XPD, the
amount of information derivable for other problems involving greater z distances
will be more 1imited. The question thus arises as ta whether the method of
carrying out such measurements can be changed in some way so as to improve z
sensitivity, and two possible solutions seem promising. The simplest 1s to
increase the angular resolution of the analyzer, so that more fine structure can
be resolved fn the XPD patterns. A theoretical simulation of this for c(2x2)$S on
Ni{0D1) is shown in Fig. 50, where curves for a cone of 3.0° half angle are
compared to those for a cone of 1.5° half angle at various z values. Although the
+3.0° curves are essentially constant in form for z > 1.2 i. those for £1.5°

S 2p INTENSITY {Arb Unihs}

continue to show changes in fine structure up to the rather high value of 1.8 A. ALIMUTHAL ANGLE ¢
Thus, especially if a family of such azimuthal scans at high angular resolution Fig. 50. The effect of reducing analyzer acceptance from £3.0° to :1.5°
and for various 8 values were analyzed simultaneously, it should be possible to on azimuthal XPD. Theoretical 5SC curves for tha azimuthal dependence

of S2p intensity from c(2x2)S on Ni{001) at € = 10° are shown for the

increase the sensitivity to both site type and z for higher z values. (On the two _angular acceptances and a range of 4-fold-coordinate z values from
negative side, however, would be the unavoidable intensity loss in increasing the 0.0A to 1.8A. (From Connelly, ref. {33).)
angular resolution.}
i s polarization:
A second possibility for improving z sensitivity is to use polarized synchrotron —_—

radiation and preferentially direct the primary photoelectron emission toward the
substrate, as shown in Fig. 51, In so-called s polarization with the € vector
lying in the plane of the surface, the maximum emission from a Jevel exhibiting a
typical XPS differential cross section will be toward the other adsorbate atoms,
thus minimizing substrate scattering and lowering the z sensitivity. By contrast,
in a p polarization geometry chosen to maximize the emission toward the substrate
and minimize that teward the other adsorbate atoms and in the direct wave ¢, the reduced
influence of the substrate should be markedly emhanced in the observed XPD. ey ”° ¢, reduced
(Although to be sure a potential disadvantage of such a geometry is that the ¢, enhonced
overall photoelectron intensity may also be markedly reduced.) As an illustration

of the possible magnitudes of such polarization effects, Fig. 52 shows a

Fig. 51. Schematic explanation of how azimuthal XPD experiments in a
p-polarized geometry would be expected to inCrease the senstt|v1ty to
adsorbate-substrate vertical displacement.
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comparison of calculated XPD curves for ¢(2x2)S on Ni{C01) with s- and p- A T g

polarization,and for various z values. The forms of these curves at 8 = 10° {as
well a5 at other angles not shown) are very much changed by the change in
palarization,and the anisotropies for the p-polarized cases are larger by as much
as a factor of 2. Recent experiments by our group at the Stanford Synchrotron
Radfation Laboratory have confirmed this polarization sensitivity in J(I’I).]00

Also, although the curves for s polarization cease changing appreciably with for
tr1.4 A in p polarization, changes in fine structure continue to occur all the
way up to z = 2.0 A, Thus, with increased angular resolution and/er the use of
polarization varfation, 1t appears that the high-z limitations on z sensitivity in

%PD could be substantially improved. - “_‘___;:g:

As a further example of structural determinations using APD, we briefly consider Wu 5

a recent study by Thompson and Fadleyso of 0 adsorbed on the stepped Cu surfaces b.O-“ i “'“-,;: ?:

(211) and (410). Such surfaces are of considerable interest as controlled models a6t
of what may be the active sites on metal catalysts. As one illustration from this
work, the [211) surface 15 found via LEED examination to reconstruct under oxygen
exposure to the geometry shown in Fig. 53. It consists of a regular series of
S-atom terraces of {111) orientation and 2-atom step faces of (100) arientation.
The most Tikely high-symmetry adsorption sites for atomic oxygen are also shown as
A-C, and these can be further designated as A = 4-fold top, B = 4-fold bottom, and
C = 3-fold. However, there {s no prior evidence to suggest which of these sites
will be occupied first, or whether a mixture of occupled sites may arise. Prior ]
chemisorptfon studies on the separate low-index (111} and (100} faces do suggest f ;:,3 5?;,,3:5::7‘&‘,’;5":231zﬂef;‘:?«;Eh:? 3::;23!:::::‘30223"1:3::f:;l
however that {(100) atoms should ba much more reactive than (111) atoms, and it is from c{2x2)S on Ni{001) at 8 « 10° are shown for the two polarizations
2150 expected that atoms on or near step faces may exhibit higher reactivity as s:_':.:s'::g'c"_‘fsf';g;‘:;;"“’::;::ﬁ!:e;‘l::zl::?’“ pq;g‘ n‘& iﬂi‘ri"&'t:]' and
weli. theoretical results in ref. 100.)

[t is thus of considerable interest to see whether oxygen adsorbed on this
stepped surface exhibits any XPD features that are clearly influenced by the i
presence of the steps. A 5 Langmuir exposure to 02 was found via an analysis of ‘
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i RECONSIRUCTED
| Cof211)+ CulSI] ${189) = 203000}

XPS core-peak intensities to yfeld a coverage equivalent to ~1 atom per. high-
symmetry site along the step face (or about 11X of a monolayer); this exposure
also occyrs at a distinct break in the curve of coverage vs. exposure for which

the surface can be considered nearly saturated with 0. Full 360° azimythal scans ® HOP it
of the 0)s intensity for this system showed pronounced XPD effects, as fllustrated
in Fig. 54 for 0 = 10%. ¢ = 0° here corresponds to emission in an azimuth ® -, /l'“’j E""]

perpendicular to and away from the step faces. The reproducibility of features ©-
between the two halves of the scan {which should be mirror symmetric due to the

presence of the steps) is also very good, especially for the most pronounced peaks
between ¢ % 60° and ¢ 3 140°. Similar reproducibility was found for data obtained

PERSPECIIVE w Ik W S VW

Fig. 53, Three views of a sterped Cu(211l) surface as it is found to
reconstruct under oxygen expasure. Included are the three possible
high-symmetry coordination sites expected for oxygen bonding on ar

near the step faces: A v 4-fold top, B = &-fold bottom, and C = 3-fold.
(From Thompson, ref. (B0}.)



ife

356 Charles S. Fadley

from (211) and (410) surfaces at different exposures.80

average of these two halves will give the best representation of the true XPD
peaks, and that alsc is shown in Fig. 54. A full set of such mirror-averaged
experimental data for six 8 values between 7° and 23° s shown as dashed curves in
Fig. 55, and it is clear that the diffraction features are very sensitive to polar
angle as well. The anisotropies are as high as 31% for (211} and 40% for (410).
The most reliable data range is for 10° L0z 20°, as below this the count rates
are much lower due to the {nstrument response function and possible residual
roughness effects, and above 1t, the anisotropies are too low due to the large
scattering angles reguired.

In order to next ask what the experimental data in Fig. 55 can tell us
concerning the adsgrption geometry, a series of SSC calculations was performed for
various physically reasonable vertical positions z of oxygen in the different
sites A, B and ¢ of Fig. 53. Comparison of these theoretical curves with
experiment showed that the B = 4-fold bottom site clearly gave the best fit to
experiment, with A = 4-fold top being reasonably good as well, and C = 3-fold
being very poor. Choosing the optimum z value for each site type proceeded via
comparisons 1ike Fig. 56 for the 4-fold bottom site at @ = 17°: it is clear here
that a z distance of 0.4-0.6 R above the centers of the Cu atoms in the step face
gives the best fit to experiment. Overall use of all six & values yields 0.6:0.2
A as the best estimate, and the final theoretical curves for this value are
summarized in Fig. 55. Although not all features are correctly predicted,
especially as to relative intensity, the overall agreement in the structure-rich
region for ¢ > 90° is very good, especiaily for the region 10° £ 8 < 20° expected to
be most reliable. The search and optimization procedure used thus strongly
suggests a predominant 4-fold bottom adsorption site far this O exposure on
Cu(211). A minority admixture of 4-fold top adsorption alse is possible.

Having tentatively solved this structure it {5 also of interest to see whether
any of the XPD features are capable of simple physical interpretation. In fact,
the strong peaks seen near ¢ = 135° for 7° < @ < 20° are all found to be due to
forward scattering or Oth order diffraction from the two nearest-neighber Cu atoms
just above a B-site oxygen on the (100) step face (cf. Fig. 53). (The symmetry of
the surface also dictates that similar peaks would arise in A-site emission as
well, but they are found to be s)ightly shifted in position relative to
experiment.) Alsc, the general dip in {ntensity seen at ¢ » 100°-120° is found to
be due to enhanced inelastic scattering for emission through the step face at
angles nearly parallel to it. The excellent agreement between experiment &nd
theory for these simply explicable features thus further reinforces the 4-fold
site assignment.

In general, & mirror
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Fig. 54. Azimuthal XPD data for Ols emission from a SL exposure of 03

on a stepped Cu({211) surface. Themirrer syrmetry of the surface across
a plane perpendicular to the steps is reflected in the excellent agree-
ment batween the two halves of the full 360" scan. The average of these
two halves has been used for subsaguent structural analysis.

(Thompson, ref. (83}).)
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Fig. 55. Comparison of experiment and SSC theory for the data of fig. 54,
with experiment being shown here as dashed curves. The theoretical curve
are for oxygen in all sites of type B in Fig. 53 and at a distance of 0.6i
above the first layer of Cu atoms on the step face; this geometry is

found to optimize agreement with experiment,
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It has thus been possible using this type of XPD analysis to tentatively suggest
adsorption geometries for several exposures of D on Cu{2V1) and (410)80. More
importantly, this work indicates that XPD way be able to provide unique structural
information for this complex, yet chamically very important, class of surfaces
about which rather 1ittle is known, Determination of adsorbate bonding geometries
from LEED for such surfaces {s a very difficult matter, for example, due to the
much larger unit cells and relatively wesker substrate effects 1nvolved10‘.

As 3 fina) and very recent example of the use of XPD In a surface-structural
study, Kono and co-workers %2 fnvestigated the {/ITx/JJR30° Ag overlayer on
Si{111). They see strong XPD features in azimuthal scans of Ag3d intensity, and
have made use of kinematical theory to propose a new structure for this overlayer.
(5ee below.)

F. XPD Measurements Using Synchrotron Radiation

We have already noted in the last section that the use of polarized synchrotron
radlation may permit enhancing the sensitivity of XPD to adsorbate site type and
vertical position, and preliminary experiments of thfs type have recently been
pgrformedIOD. A further interesting question {s whether it would be advantageous
to be able to tune the radtation energy so as to have photoelectron energles
either below or above thase fixed by the usual XPS sources of by = 1.2-1.5 keV.

Going to lower kinetic energies of say 200-500 eV would have the advantage of
yielding scattering factors less strongly forward peaked, and therefore possibly
more substrate sensitivity in azimythal scans. Also, a useful degree of
anisotropy might persist up to higher p values, thus avolding the need for
extremely small-angle grazing emission with its attendant low intensity and
possible surface roughness problems. Possible problems at lower energies,
however, are the need for a more complicated theoretical model invelving mitiple
scattering (MS) effects. Very complex MS calculations are, for example, clearly
necessary {n the very low energy (+30-100 eV) adsorbate core-level photoelectron
diffraction studies ploneered by Smith, Woodruff, Norman and co—ucrkers’oj.

A partial answer to these questfons has been obtained in recent measyrements by
Orders et a1 100 They obtained S1s azimuthal scans from the well-defined cf2x2)s
overlayer on Ni{Q01), tuning the x-ray radfation so as to sweep the photoelectron
energy from 230 eV to 900 e¥. Some of this experimental data for o = 10* 15 shown
as solfd curves In Flg. 57, and 1t is clear that the XPD effects are very
sensitive to photoelectron kinetic energy. This directly suggests the alternate
possibility of fixing # at some convenient value and making ¢ scans for varfous hv
values to build up a data set for structural determinations. Also shown in Fig.
57 are SSC curves for the known adsorbate geometry and the agreement between

Since the writing of this review, two additional aspects of XPD have
been explored: (1) The use of near-nefghbor forward scattering such as

that in Figs. 40 and 41 fn the analysis of epitaxial overlayer growth [W. F.
Egelhoff, Phys. Rev., B30, 1052 (1984) - expt. . ¥. L. EullocE anﬂ C. S.IFadley.
Phys. Rev,, 5;1. 1212 (T985) - theory; and (2} The use of multiplet-split

core levels to permit spin-polarized photoelectron diffraction studies of
?ﬁggggic T:terial; (ai nkgvia and C.”5, Fadley, Phys. Rev., B31, 4665

~ theory, 8. Sinkovi¢, B. Hermsmeier, and C. E. FadTey -"e;
be published |, Phyr. Wau. Lott $5,1227 (1185)) P Tadley - expt., to
Y :
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Fig. §7. Comparison of SSC theory to the results cf the first azimsthal
XPO experiments using synchrotron radiaticn for excitation. The system
Is &gain ¢{2x2)35 on Ni{001), and photon energies have been chosen to yield
electron kinetic energies of 900 eV, 500 eV, and 230 eV. The electron
emissfon angle is & = 18" and the radiaticn is s-oolarized {f is parallel
to the surface). {From Orders et al., ref. {100).)
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correctly predicted as to position, and generally also as to relative intensity,
although a few deviations as to the latter are seen, especially at the Towest
energy of 230 e¥. Thus, the 55C model definitely seems useful down to a few
hundred e¥ in energy, making this region a potentially very fruitful one for
future XPD studies. A more detailed account of this study 1s in preparatioalou.

On the opposite end of the energy scale, would higher photoelectron energies of
say 10,000 eV be of any advantage? Scattering factors would be more sharply
forward peaked (cf. Fig. 35) and a single-scattering approach probably more 1ikely
to be highly accurate. However, on the negative side, the total scattering cross
sections would be lower and effects thus smaller, and angles even closer to
grazing would be needed to see significant substrate scattering. Also, the
smaller deBroglie wavelengths would lead to very fine features in the XPD patterns
perhaps difficult to resolve,

A recent theoretical study by Thompson and Fad]eyB used SSC calculations to
compare typical XPD effects at 1000 eV with those at 10,000 e¥. The cases chosen
for study were polar-scan intramolecular scattering in a vertically-oriented CO

0

-motecule with differing degrees of wagging vibration, and grazing emission

azimuthal scans from c(2x2)Q on Cu(001) at two z positions: in-plane at z = 0.0 i
and above plane at z = 1.0 R. Some of these results are summarized in Figs. 58
and 59. In Fig. 58, the sharper intramolecular peak fn a polar scan for 10,000 e¥
and no vibration (ar'ms = 0°) could permit more precisely determining the molecular
orientation relative to a surface, but adding in a reasonable amount of vibration
(enns a2 10°) quickly leads to comparable FWhHM*s for both energies, and an even
lower anisotropy A”Imax for 10,000 eV¥. The negative effect of the lowered total
scattering cross section at 10,000 eV 1s also seen in the larger relative
importance of the unscattered waves. In Fig. 59, the overall anisotropy Aillmax
in an Ols azimuthal scan is shown as a function of the polar angle at which the
scan is made. The two energies and two adsorbate vertical positions are shown
separately. These curves make {t clear that for efither in-plane or above-plane
adsorption, the degree of anisotropy falls off much more rapidly with 8 for

10,000 eV electrons, and that angles <5-10° would be necessary to see significant
effects. Ffor & » 10°, almost no anisotropy is seen at 10,000 ev. This is a
direct result of the additional peaking in the scattering factors at higher
energy. The effects of increasing energy on the detailed form of the azimuthal
XPD patterns is also considered elsewhere in detailso Overall, however, it can
be concluded that increasing kinetic energy markedly from the present XPD regime
of 103 eV does not seem to provide any significant advantages for XPD work, even
though going to lower energles does seem promising in several respects.

Angte-Resolved X-ray Photoelectron Spectroscopy k()
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G. Oiffraction in core-level Auger emission

Inasmuch as Auger emission inevitably accompanies x-ray photoelectron excita-
tion, and also can be produced very easily by other forms of bombardment, for
example by electrons, it is of interest to ask whether similar kinds of Auger
diffraction effects may arise in emission from a single crystal., For simpiicity,
we will concentrate on Auger energies in the 500-1500 eV XPS range and on transi-
tions of the core-core-care type that are minimally influenced by chemical effects
or valence-level complexities. (In fact, prior studies of the angular distribu-
tions of very low energy (<150 eV) core-valence-valence Auger electrons have

proven to be rather difficult to interpret, even with the use of multiple-
73,105
)

scattering theory

Fig, 28 due to Owari et ,]_5“ already contains some polar-scan substrate Auger
data of this type for the Ge L3H4.5H4.5 transition, which in this case has a
kinetic energy of 1147 eV not very different from the Gedd photoelectron peak at
1457 e¥ (the deBroglie wavelengths would have a ratic of 1.13, rather close to
unity). Comparison of the gbserved XPD curves (a) and {b) for these two transi-
tions reveals that they are very close in structure., Fig. 60 shows similar
azimuthal-scan data due to Qrders et .].69 for adsorbate core-cove-core Auger
emission from c{2x2}Se on Ni(001). The Auger transition here is the same as that
studied for Ge (L3H4‘5H‘.5) and 1t has an energy of 1311 eV extremely close to the
Se3p photoelectron peak at 1322 e¥; the de Broglie wavelengths here are thus
essentiaily tdentical. The five curves shown for different polar angles of
emissfon are essentfally {dentical for the Auger and photoelectron peaks. It thus
seems clear that in the ~10° ev energy regime and for core-core-core transitions,
the predominant source of such Auger anisotropies is final-state scattering and
diffractifon of exactly the same nature as that discussed in detail here for XPD.
8y implication, one would also thus expect a single-scattering theory to provide a
reasonably good description of such Auger phenomena.

Because of the much different natures of the basic emission processes for
photoelectrons and Auger electrons, 1t might at first sight seem difficult to
understand why their overall diffraction effects should be essentially fdentical
for emission at the same kinetic energy. This, however, is easily explained
qualitatively in terms of the forward-peaked nature of the electron-atom
scattering at these vnergies. That is, even though the basic Auger emission
intensity will be essentially isotropic for a core-core-core transition, in
contrast to the polarization-associated directionality of the photoelectraon
emission (cf, Fig. 34), in either case, it is only for inftial emission rather
close to the final observation direction K that the scattering can be sfgnificant
enough to produce measureable diffraction effects. Thus, for most current XPS

Angle-Resolved X-ray Photoelectron Spectroscopy

(2% )5 on N[DON

— S Jo phoroslecron
— = e LM, Mg Auger alecioon

¢ e av__-
T N TR
¥ IS
K
] Ry, el el
Pt iy ~ T
3 - Va1
- &
z ST . =7 P
- == g
F rn
x

Fa i Lo

fig. 60. Comparison of experimentally-observed diffraction effects o
in azimuthal scans of Sa3p photoelectron- and SebiMy sMy g Auger- emission

ALIMUTHAL ANGLE ¢

from ¢(2x2)Se on Ni(001).

Fig. 61. Some early experimental and theoretical angle-resolved xP¢
gle-crystal Au with electron emission atong the
directions. "D.T." represents calculations
ransition model, and "M.E." calculations using
iement model. The two.sets of theoretical curves
stightly different choices of tre band structure

valence spectra for sin
[0011, 1101, and {111}
based uypon Lhe direct-t
the plane-wave matrix-e
in each case represent

used as 2 starting goin

8 & 4 2 E

m|
D1 : Expt i ME ’:\ ‘]
AN foo:) S !
h v iy

Y ! A v |

= i i 14 Vo
=Y f g \ ]
> > ‘m‘!
5 ] ~ i
3 ;'Ef/ b
= i -
. i
H o S
g T
£ R s 1
.'/I\L.;./*— ]i |

iovo g

A

B 6 4 2 E, 8 6 % 2 f
Binding energy (eV)

t {cf. refs. 6, 110, and 111).

363



364 Charles S. Fadley

experimental gecmetries, the variation of the primary emission intensity over the
so}id angle that is effective in producing the diffraction effects will be rather
small; overall then, the XPD patterns should look very much tike their
isotropically-excited Auger counterparts, as is observed experimentally. However,
for very special polarization geometries in XPS such as the p case shown in Fig.
51, one would expect the anisotropic character of the primary emission to be more
important, and this should lead to inherent differences between photoelectron- and
Auger- diffraction effects.

In any case, it is of considerable {nterest that Auger electrons exhibit effects
completely analogous ta those of XPD, and this suggests that future cross
comparisons of the two types of data could be very useful in structure studies.
The same sort of $SC model should also be valuable for interpreting Auger data,
perhaps modified so as to assume isotropic iniftial emission simply by removing
the 2-k and &-f; factors in fq. (28).

H. Concluding remarks and comparison to other techniques
Overall then, XPD appears to have considerable potential as a surface structural

tool, especially with expected improvements in angular resolutfon and intensity,
as well as with the use of polarized, energy-tunable, synchrotron radiation for
excitation. The fact that a very simple single scattering theory appears to
describe these effects very well is also an advantage. Intra- and inter-
molecular scattering effects can provide very direct and simply interpretable
information on adsorbate structures, and similarly simple through-bond scattering
has also been observed for adsorption on stepped surfaces. Azimuthal-scan data
can also be analyzed by comparison to single-scattering theory so as to derive
geometries with accuracies that can be as high as :0.1 i. although for adsorbates
situated well above the substrate surface (31.0 i). further improvements will be
needed to achieve high positional accuracy. Analogous Auger diffraction effects
at comparable energies of A500-1500 eV may also be useful for structural studies.
A brief comparison to some other currently used surface structural techniques fis
also worthwhile here. LEED“‘42 is certainly the most used method to date, but
the accumulation of accurate [-V data is a difficylt task {certainly of the same
order as an XPD experiment} and the final analysis must then proceed via very
complex multiple-scattering calculations. Also, rather long-range order over a
region of {100 R in diameter 1s needed to do LEED, whereas XPD should require only
very short range order, or, for certain effects, no long-range order at all beyond
that in the substrate. Reflection high-energy electron diffraction (RHEED) with
energies of '\.‘Io4 eV and grazing incidence angles of ~5°
of both LEED {in general experimental geometry) and XPD (in using rather high

is also a close relative
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energies). However, to date only preliminary attempts have been made at derfving
quantitative structural information from RHEED’Dd. even though 1t s very
generally useful in a qualitative sense.

Angle-resolved UPS of valence levels has been shown to provide very useful
structural information as well"g. but this must often rely on a rather complex
theoretical analysis of the valence states involved. This analysis may also have
to include the detalled matrix elements involved in the photoemission process,
although in certaln cases, symmetry-based selection rules can be used to semi-
quantitatively derfve structural informatfon. Angle-resolved UPS of core levels
(often referred to as “PhD" for photoelectron diffraction) attempts to do the same
thing as XPD, but at much lower energies whers a more complex multiple-scattering
theory must be used]04; here again long-range arder s not necessary. In general,
synchrotron radiation is necessary to fully sxploit either form of ARUPS.

Two other diffraction-based techniques requiring synchrotron radiation are
normal photoelectron diffraction {NPD)‘I'IGG (and the closely-reiated off-norma)
photoelectron diffractionlor). as well as surface EXAFS or SExAFSga']OB. Neither
of these require long-range adsorbate order. Both fnvolve scans of photon energy,
but NPD is experimentally more difficult in requiring that a certain core phato-
electron peak fntensity be monitored accurately throughout this scan; thus the
monochromator flux and electron analyzer acceptance must be measured carefully at
each hv, and Auger peaks also may cause fnterferences at certain hv values. By
contrast, detection can be much simplified in SEXAFS. NPD seems to require
muitiple-scattering calculations for comparison to experiment in order to derive
adsorbate structures, Prior suggestions of the possibility of Fourfer trans-
forming NPD data to more easily derive distance 1nformation”'m6 do not seem to
be fully quantitatively justifiable or usefulBJ. By contrast, Fourier transforma-
tions of SEXAFS data are routinely used, with accuracies of ~0.05 i appearing to
be possible. Thus, although each of these electron-based techniques has certain
unique aspects as far as information context, 1t is also cléar that each has
certaln Timitations and/or practical problems of execution.

The use of intramolecular scattering n XPD has already been compared to deriv-
ing analogous bond-orientation information from electron stimulated desorption
(£SDIAD)90 and core-level absorption edge structure measurements®! in Section S.c.

Finally, other surface structural techniques involving, for example, different
types of jon scattering and x-ray scattering have been reviewed recently by
Eisenberger and Feldman 09. It is again clear that each of these techéiques has
its advantages and disadvantages.

Overall, XPD thus appears to provide various types of structural information
that should well complement these other methods and be of general utility in

surface science, »
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6, VALENCE-LEVEL EMISSION FROM SINGLE CRYSTALS

A.  Introduction

As the last major subject, we turn to angle-resolved XPS spectra from the
valence levels of single-crystals. [t was first noted by Baird et 31.110 that
such angle-resolved valence spectra for Au sxhibited significant changes with
emissfon directfon, and some of these earliest experimental results are shown in
Fig. 61. For electron emission along the three low-index directions {0011, [101],
and [111], the relative intensities of the two main Sd-band components vary
considerably, and there are also roticeable changes In the fine structure within
these components. Such angular sensitivity has subsequently been observed fn a
number of systems encompassing both transition metals and semiconductors,
including Ag''T, cul12, P13, 64719, o5, 11% Gasel™5, ang W', 1t 15 thus
clear that there may be no simple connection of a given single-crystal valence
band spectrum with something as straightforward as the non-directional total
density of electronic states, even though angle-integrated or polycrystalline XPS
studies have previously been shown to be capable of deriving density-of-states
infonnations. However, the angular dependence of such spectra may provide much
more detailed kinds of information concerning the electronic states, and it is
toward this end that two rather simple 1imiting theoretica) models have been
developed for interpreting such effects., Although much more general treatments of
the photoemission process have been presented by several authorsllT'llg, these
have not been applied to XPS in a quantitative way, and in fact, the higher energy
of excitation (vis a vis UPS) makes certain simpiifications readily possible.
These two simplified models are introduced briefly below, and their likely
Timitations and domains of applicability are discussed. Comparisons of theory
with illustrative experimental spectra are then given,

8. Simple theoretical models

(1) Introduction. A detailed treatment of angle-resolved XPS valence emission
would require accurate wave functions for both the initial state and the final
state, which involves a photoelectron at mlD3 eV, Matrix elements between these

two would then have to be evalvated. Although very accurate and complete methods
for doing this have been discussed''’ 119

, it is convenient and adeguate in
discussing ARXPS to use as a starting point the simple one-electron, three-step

model of photoemission. This model predicts the kinetic energy distribution just
cutside the surface to be given by:
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where Ef is the final energy of the excitation as measured inside the crystal, E1
{5 the initial emerqy from which excitation occurs, &zf is a final-state
one-electron function carresponding to wave vector If and energy Ef, i is the
initial-state ore-electron function, E-¥ 1s the relevant operator for the radia-
tion, F{E} is the Fermi function {3 1.0 for E<EFenni an¢ % 0 for E>EFermi) and T
is an escape function that could allow for {nelastic scattering effects and
internal reflection at the potential barrier Vo. Energy conservatien is implied
in setting Ef = Ei+hu. In XPS, the energies and mean free paths are high enough
to assume that emission involves pure bulk states and to set 7 = 1.0 for all but
grazing angles of emission (cf. Figs. 5 and 14}, The sum is over all cccupied
bands and the integral over 211 initial wave vectors i‘ inside the redu;ed
Brillouin zone: The initial-state band-structure can thus be denvted E‘(Ii). Theg
relevant one electron functions are assumed to be Bloch functions due to the full
translational periodicity assumed for the crystal, so that the evaluation of the
%-% matrix directly results in a wave-vector conservation relation implied by the
delta function: ‘

e WGt (33)
Here ff {5 the final-state wave vector expressed in an extended zone scheme, fi is
the initial-state wave vector expressed in a reduced-zone scheme, § is a unique
bulk reciprocal lattice vector connecting the two, and fh is the wave vector
associated with the radiation. In general, lfhv! = Zn/{radiation wavelength).
Eﬁv can be neglected with respect to reduced-zane dimensions in experiments at uv
emergies, but 1t cannos be in typical %PS measurements, as will be i1tustrated
below for a specific example. Transitions satisfying Eq. (33) are termed direct
transitions or wave-vector conserving transitions. Eqs. (32) and (33) thus
implicitiy assume long-range order, neglect surface effects except as a potential
barrier which may produce refraction at lower takeoff angles, and do not inciude
any consideration of vibrational effects (which can be considered to be the
introduction of a type of positional disorder}.

At very high energies of excitation sych as those in XPS, a further approxi-
mation that seems reasomable is to assume a free-electron final state inside the
crystal with momentum
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5f o= atf (34)
and energy
2, f\2
Ef = Ei + hy = ﬁpik_l {35)
2m
The observed photoelectron just outside the surface would then have a momentum
ATy (36)
and energy
2,12
Epip = EN -V - ) (37)
n o 2m !

with Kf being most sfmply related to ﬁf by refraction at the surface barrier V

as discussed previously in Sec. 3.(. An angle -resolved measurement of Ekin and the
direction of emission thus determines f . and, 1f ¥ 1s known, K can then be used
to derive Ef inside the crystal.

A further point first made by Shevchik 20 1s that vibrational effects can
effectively weaken the wave-vector conservation requirement in XPS and introduce a
degree of averaging over the entire Brillouin zone such that all K points can be
excited for ail emission directions Ff+i . Such phonon-induced non-direct
transitions thus can be described in terms of Eq. (32) simply by removing the
delta function so that the integral on it now can have non-zero contributions for
all possible I‘ values. Let us call this zone-averaged non-direct transition
component of emission "NDT(Ekin) and the direct-transition component as given by
Eq. (32) without modification NDT(Ekin)‘ Since a direct transition can be viewed
as a diffraction process, the observed strength of NDT is furthermore reduced by
vibrational effects according to a bulk temperature-dependent Debye-Waller factor
W(T) as given by Eq. (27): the relevant 8K ts here the reciprocal lattice vector
§. Then finally the total spectrum can be written as:

Ntot(Ekin'T) = H(T)NDT(Ekin) + []-H(T)]"NDT(Ek‘in) . {38)
from which it is clear that the Debye-Waller factor represents the fraction of
transitions that are direct. Shevchik pointed out that the E vectors involved in
XPS are sufficiently large that Debye-Waller factors of ~0.05-0.10 are not
uncommon at room temperature, and thus that direct transitions might be very
difficult to observe. Experiments with temperature variation also clearly may
involve changes in the relative importances of the two component NDT and NNDT‘

With this general background, we naw discuss the two limiting madels,

{i1) The direct-transition model. This model emphasizes the component NDT of Eq.
(38) (as calculated from Eq. (32)), and was first proposed by Baird, Wagner, and

Anglie-Resolved X-ray Photoelectron Spectroscopy 3%

Fadley for interpreting angle-resolved XP5 spectrallo.

Rigorous wave-vector
conservation according to Eq. {33) is required for a transition to be allowed.
The matrix elements <¢Ff11-3|¢gi> in Eq. (32) are also assumed to be constant for
all allowed transitions, so that each transition is equally weighted in summing
and integrating over the band structure Ei(Ei). The free-electron dispersion
relation of Eq. (35) is also assumed, so that with Eq. {37) and perhaps an
allowance for refraction at the surface, the observed energy and wave vector can
finally be calculated. As noted previously in XPS, suth refraction corrections
will only be important for very low take-off angles < 10°, but in applying this
same model at lower energies of ~40-160 eV they have been shown to become more
important!ﬂ’nz

To illustrate the nature of k conservation for a typical XPS transition, Fig. 62
shows a scale drawing in % space of a possible direct transition in W involving
photoelectron emission nearly along the [010] direction. The Brillouin zone
radius is approximately 2n/a, where a is the W lattice constant. Mgka radistion
is assumed for excitation, leading to kf values via Eq. {35) that range from
9.18(2n/a) for emission from the Eottom of the 54 bands to 9,20{2n/a) for emission
from the Fermi energy. Thus, the magnitude of Ef in XPS 15 very nearly constant
over the full spectrum as judged against the 8rillouin zone dimension within which
F1 is eventually to be located, although this is not true {n UPS. The finite
solid angle cone of observation of the electron analyzer further distributes the
observed 14 values over a disc-like region in K-space: in Fig. 62, this is taken
for illustration to be a cone of 1.5° half angle. Ehu will in this case be
0.32(2n/a) and thus clearly non-neqligible with respect to Brillouin zone dimen-
sions. Thus, its effect on wave vector conservation must be included. The effect
of Ihv can be allowed for by shifting all points on the %f disc of the
observation cone by 'Ihv as shown in Fig. 62, For an assumed angle of 48° between
x-ray incidence and electron exft (a characteristic of the spectrometer geometry),
this yields the right-hand shaded disc. This disc can then be projected back via
one or more E vectors to yield Ii points within the zone from which emission can
occur. The emission geometry here has been arbitrarily chosen so that the fi set
is centered along the x axis or [010] direction, and is shown as the left-hand
shaded disc. Thus, the large value of ff in XPS produces some degree of averaging
in E1 via the finite disc sizes involved; in UPS by contrast very little averaging
is produced by this effect. Alsc, this finite size in XPS may make it necessary
to use different E vectors for different regions of the disc. Thus, this model

finally predicts that an angle-resolved NDT spectrum will be proportional to the
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DIRECT TRANSITIONS IN XPS OF TUNGSTEN
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Fig. 62. Scale drawing in k-space of the direct transitions that would be
allowed for electron emission very nearly along the (010] direction from
2 W single crystal, An angle a of 48° between photon incidence and elec-
tron exit 15 assumed, together with an analyzer acceptance of :1. 5°

HgKa js used for excitation. The emission angle has been chosen su

that kf— Ky, = ki + g lies exactly along the 1010} direction. The
angular shift between K f ang k¥ f - is 1.46°, as indicated. Those k!
values from which emission could occur witl lie on the shaded disc inside
of the Brillouin zone at lefy; the center of this disc lies —5/8 of the
way from T to H along the (010} direction,
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density of electronic states as computed aover the allowed i1 region or disc, 2
quantity much different from the tatal density of states.
This direct-transition model was first shows to successfully describe normal

emission angle-resolved UPS spectra from Cy at the lawer energies of

40 £ hv 2 200 eV by Wagner et al. 123. and it has subseguently alsoc been used to

121-125 and serniconduu:tors‘26 in both nonﬁal—12“‘]25

map band structures of metals
and off-nu:;rmallz]‘122']26 emission {where refraction may became important). Its
utility in describing XPS spectra we discuss in the next section, but it 1s
important to note that a Debye-Waller factor of too small magnftude would make
direct-transition effects very difficult to see. In fact, for the example of Au
in Fig. 6] at room temperature, W = 0.04, so that direct transition effects would
certainly be very weak at that temperature; cooling Au to 4°K would by contrast

yield approximately 65% direct transitions in Eq. {38}.

[11i) The plane-wave matrix-element model. The second approach was first
discussed in connection with XPS by McFeely et al.]ll Although Eq. {32) is again
used as a starting point, it is here assumed that [1 gonservation is somehow nat an
important selection rule, or equivalently that all ' values in the zone can
contribute to emission in a given ff direction. The most 1ikely source of this
full ii averaging is vibrational effects, as pointed out by Shevchik12?, but it

was also originally suggested that final-state complexities due to electron
scattering might cause such averaging as welI]]] In this limit of complete Zone
averaging, only the matrix elements of Eq. (32) remain as weighting factors of all
of the occupied initial states to produce variations fn spectra with direction.
These matrix elements are further assumed to be calculable by using plane-wave or
free-electron final states of the form ¢;f(?) = exp(iffoF). and tight-binding or
LCAD injtial states. The matrix elements then can be shown to have the form of
linear combinations of Fourier transforms of atomic orbitals. There is also a
further simplification in that the anqular shape of the arbital in real space
(for example, p, or d 2 2) is preserved in the Fourier transform in if space
{for example, a Py orbital shows preferred emission along *x, and a d 2 2

orbital along tx,ty}. Thus, fnformation concerning the atomic-orbitaT ;ikeup of a
given set of levels is in principle derivable by analyzing the directionality of
emission.

This plane-wave matrix-element model would not be expected to be usefu) at low
energies where direct transitions are gemerally more important, and moreover the
final states are expected to be much more complex than plane waves. In fact, the
use of such matrix elements in Eq. (32) in an attempt to improve upon
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direct-transition mode! calculations for Cu at ~40-200 eV was found to markedly
123

decrease agreement with experiment™ ™.

C. Comparisons of experiment and theory

Fig. 61 shows results of some of the eariiest XPS studles of this type and
compares XPS+spectra for Au with emission along [001], [101], and [111] with
theoretical curves generated by both the direct-transition (DT) and plane-wave
matrix-element (ME) modelsﬁ'110'11l. Although the DT mode! predicts more change
than is seen experimentally, both models qualitatively agree with the spectral
variations seen experimentaily. However, as already pointed out, the Debye-Waller
factor for this case is only (.04, sc that the DT madel 1s not appropriate for
this particular case and its agreement with experiment must be viewed as
fortuitous. However, Sayers and McFeer]27 and Goldberg et al.25 have subse-
quently made more accurate matrix-element calculations relevant to zone-averaged
tight-binding matrix-elements and they conclude that much of the ME agreement fin
Fig. 61 is fortuitious as well. Ley et a1.]!5 have however, been able to use this
model in describing changes in angle-resolved XPS spectra from Hosz. GaSez. and
SnSez. Thus, it remains to fully resalve the degree to which the plane-wave
matrix-element model can be used in XPS for systems where full zone averaging is
expected.

A final important question is thus whether direct transitions can be observed at
all in XPS, but this has been unambiguously resolved in the affirmative with
recent studies by Hussain and co-workers10']16 The tungsten system chosen for
study has an especially high Debye-Waller factor at room temperature: W = 0.55 at
JOOK. Thus A85% of the transitions at this temperature ocught to be direct, and
angle scans might be expected to produce spectral variations predictable by the
direct-transition model. Also, raising the temperature would be expected
according to €q. (38) to reduce the effect of direct transitions, leading to more
importance of zone-averaged matrix elements via NNDT‘ thus, any significant change
in spectra with temperature would.be suggestive of direct transitions.

Fig. 63 shows a room-temperature azimuthal scan of W valence spectra at a polar
angle of 8 = 63.4° with respect to the (001}-oriented crystal surface; the
azimuthal steps were 5°. The solid-curve experimental spectra show marked changes
with angle, particularly as to the relative intensities of the components labelied
1-3. {Component 1 at 4.8 eV below EF in particular is very strong at ¢ = 0° and
45°, and very weak at ¢ » 15°.  The dashed curves in the figure are based on the
direct-transition model and make use of £q. (38} with Ny,p taken to be the total
density of states for W as a reasonable first approximation to this quantity that

Angle-Resotved X-ray Photoelectron Spectrascopy
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Fig. 63. Tungsten XPS valence-band spectra at 7 = 295°K for 3 5%-step
azimuthal scan from ¢ = 0° to 45% and a polar angle of 63.4°. Experi-
mental curves (solid lines) are compared to theoretical curves [dashed
1ines} as calculated using Eq. {32), with Typr(E) assumed to be propor-

tional to the total density of states. {(From., Pussain et al., ref. (116).

i
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is in any case not expected to change rapidly with direction. Even though this
theocry thus totally neglects matrix element effects in both NDT and NNDT' it
correctly predicts all of the trends in relative intensity change found
experimentally, including for example, the marked drop in importance of the 4.8 e¥
peak at ¢ 3 15°. As a more guantitative {ndicator of the peak intensity changes
with ¢, Fig. 64 shows the ratio of the 4.8 eV peak to that at 2.3 eV¥ for the
azimuthal scan of Fig. 63 and another at 8=33°, Here again all of the
experimental features are predicted by the direct-transition model, even if
somewhat more dramatically than is actually cbserved. Some of the small
discrepancies remaining are no doubt due to the neglect of matrix elements in the
model. Similar agreement is found also for peak Intensity ratios from polar scans
of spectral]ﬁ.

A further impertant cbservation made in this work
vector clearly influences the wave vector conservation in the manner expected.
Fig. 65 overlays a palr of 2°-step symmetry-related polar scans around the [102]
and [201] directions, and these would be superimposable with the [102] spectrum
over that at [201] if ¥, were not significant. Including the effect of K, (as
shown in the figure insets) produces 2 4.0° shift in matching the two scans. This
shift, together with a 0.6" refraction correction, yields an overall value of 4.6°
in very good agreement with the 6.0° empirical shift needed to make the spectra
optimally agree with one another. Without such a shift, the agreement is very
poor, for example, the {102] and [201] spectra are very different.

The pronounced temperature dependence of W valence spectra also supports the
presence of direct transitions in W near room temperature]ls. as is shown in Fig.
66. Here, spectra obtained at two azimuths that are 6° apart for 8 = 33° are
shown as a function of temperature. At 295 K with a Debye-Waller factor of 0.55,
the two spectra are very different, particularly as regards the 4.8 eV component,
but they become essentially identical at 1000K where the Debye-Waller factor is

18 is that the photon wave

down to 0.14. The marked difference at 295K suggests direct transitions, as
zone-averaged matrix elements by themselves would not be expected to alter
intensities that rapidly with ¢. Conversely, the near identity of the spectra at
T000K is thus attributed to the slow varfation of the now dominant zone-averaged
matrix elements with direction,

Such temperature-dependent data can also be used to decompose spectra into their

Nor and Nyoy componentsllﬁ. as Eq. (38) indicates that measurements of N at any

tot
two temperatures, together with calculated W values at those temperatures, can be
used to solve for Ny and NNDT' This is found to yleld self-consistent
decompositions into components for various spectra and various pairs of tempera-

tures, as shown in Fig. 67. The direct-transition components so isolated
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Fig. 64, Azimuthal dependence at T = 295°K of the relative intensity of

the W valence-band peak at — 4.3 eV (cf. Fig. 63). The intensity of this
peak 1s measured with respect to that at — 2.3 eV, and results are shown

for polar angles of both 63.4° and 33°. Both experimental and direct-
transition theoretical curves are shown. (From Hossain et al., ref. {116}.)
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F1g. 65. Effect of photon wave vector k v On wave vector comservation in

W valence-band emission at T = 295°K. Ashift of 6.0° is needed in order
to match spectra obtained at 4 = 0° and various 8 values near the symmetry-
equivalent (2011 and (102} directions; most of this shift is due to ky,,
as explained in the insets. (From Hussain et al., ref. (116).)
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Fig. 66. Temperature dependence of W valence-band spectra for & = 33°
and emission along two azimuths separated by 6*. The temperatures and
their associated Debye-Waller factaors are also given, along with the
relative intensity of the peak at — 4.8 ey {as measured in % of that
at - 2.3 e¥). (From Hussain et al., ref. (116).)
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furthermore agree very well with pure direct-transition caleulations af Nog only.
This method thus could be very useful in future band:mapping studies wsing XP3.

As a further example, Hussain et al. 'Y have carried out the first swept-hy
angle-resolved XPS study of valence spectra, again on tungsten to emphasize direct
transition involvement. These measurements were done in normal emission from W
(011) with monochromatized synchrotron radiation in the rarge 1100-3250 e¥. Some
of the results are shown in Fig. 68 together with direct transition calculations
of the same type as thoese in Fig. 63. The agreement with experiment is thus
excellent, especially with regard to the relative intensity change of the peak at
a4.8 eV, thereby providing more support for the applicability of the simple
direct-transition model. -

As a final point concerning the diract-transition model, one can ask why it
works as well as it does and why, far example, complexities in the final state
wave function do not cause significant deviations from itll]'sza. Such’ final-
state complexities can be considered most simply as the mixing in of other plane-
wave components exp(i(ff+§')-?) to an tnitial exp(iif-;) excitation via diffrac-
tion aevents associated with the reciprocal lattice vectors 3'. Here, §' is not the
same as the § involved in the primary % conservation, but may be anocther bulk 3
vector or a vector associated with the reciprocal lattice of the surface. That
such §' mixing events may be very weak in XPS is reasonabie in view of the
forward-peaked nature of the electron-atom scattering factors (cf. discussian of
Sec. 5.B) that must be invelved in producing such diffracted waves, An additional
effect of possible importance is a smearing in If due to the inelastic scattering
that effectively limits the wave function to a region of order A in size along
its propagation direct10n1‘9. Thus, the uncertainty principle d?ctates
ak AE w 1/2 or 4k » 1/2Ae as a reasonable estimate of such smearing. That is,

a ¥ disc such as that in Fig. 62 will come to have an added thickness Akf along
Kf. nHowever, for the specific example of W with a mean free path in XPS of

~13 A, akf + 0.02{2n/a), which is not very large compared to the Brillouin zone
size as represented by {Zn/a). Direct calculations also verify that this much
smearing along the propagation direction does not significantly alter the
predicted XPS Spectra.116 even though such Akf aeffects appear to be important for
understanding UPS spectra in the 40-200 e¥ regionlzz. Thus neither of these two
final-state complexities appears to be highly significant in describing XPS
valence spectra.

D. {(ongluding remarks

In conclusion, although it may at first sight appear to be difficult to see
direct-transition effects in the XPS spectra of many systems due to Debye-Waller



380

Fig. €B. Comparison of direct-transition theory to the first XPS
valence-band experiments making use of tunable synchrotron radiation,
Emission was normal to a W{0ll) surface; the gecmetry is shown as an

inset.

Chartes 5. Fadley

[on).&
o}

e Expt
--~ DT theo

1150 eV

!
'

Intensity (arbiirary wnits)

(From Hussain et al., ref. (10).}

[l I S S Al B A SR
T T WHOHN)
Normal emission

M

Angle-Resolved X-ray Photoelectren Spectroscopy k1|

attensation, the inherent simplicity of the theoretical model which describes such
effects at high energies of emission makes such measurements very appealing for
band-structure studfes. In fact, with the possible use of cryogenic cooling to
increase W (see table of representative values for different elements in ref. 116}
and muiti-temperature measurements to permit isolating the direct-transition
component, it should be possible to expand the range of systems that could be
studied in this way. Using synchrotron radiation at lower energies of

n 200-400 8V would also reduce [J] and thus increase W while at the same time
probably retaining the desired theoretical simplicity. Also, decreasing the
angular acceptance of the analyzer would be very beneficial in reducing the size
of the disc over which K‘ is averaged, thereby providing more precise band mapping
information,

To provide some indication as to how much increased angular resolution might
affect such spectra, Fig. 69 shows recent direct-transition theoretical curves by
Hussain and Fad\ey'z9 for several very close-lying emission directions above a W
{001) surface at two different anqular apertures: <£1.5° and £3.0° (at about which
all prior XPS experiments have been carried out). It is clear that the :1.5°
curves are much more sensitive than the £3,0° curves to small changes in emission
direction. The $3.0° curves are expected to show a greater degree of zone
averaging, and this is borne out by the fact that at least some non-zero
direct-transition intensity is predicted over the entire valence band reglon from
0-7 eV for all of the angles shown, By contrast, the £1.5° curves exhibit greater
differences, sharper features, and regions of zero predicted intensity {e.g., &t
~3 eV for 8 = 56° and 57°). Furthermore, an analysis of these calculations shows
that the £1.5 curves for certain angles directly reflect that the ! disc is
centered very near a high-symmetry 8rillouin zone point. For example, for 6 =
53%, the disc center is near N and the J-peaked structure reflects the 3 bands
there 0. whereas for 8 = 56°, 57°, the disc is near H where only a single
low-1ying band lies below the Fermi level‘ao. The positions of the major peaks
noted at these angles also correlate very well with band positions. Thus, for the
first time, it 15 possible to predict that high-angular-resolution XPS can provide
detailed point-by-point mapping of band structures. Recent experiments on W in
our laboratory at a }.5° resolution]3} also confirm this enhanced sensitivity to
angle, and the results are also consistent with direct-transition theory.

Finally, it would certainly be of interest from a theoretical point of view to
further explore the calculation of the relevant X-¥ matrix elements involved in
such studies, as a fully accurate treatment of either direct transitions or
zone-averaged non-direct transitions requires accounting for them and it is at
present unclear as to whether a simple model can be relfably used to include them.
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As a final comparison to the closety-related use of angle-resclved UPS to study

valence 1eve1s7'9. it is clear that this technigue has contrituted very much to
our understanding In general, it
can be carried out at higher resolutions than ARKPS
to ~0.5-1.0 eV in XPS), and both phonon effects and ¥ smearing due t
o the much smaller

of both bulk- and surface- électronic structure.
(~0.2-0.3 e¥ in UPS compared

o the finite

analyzer acceptance core are much less as problems due t
energies involved. However, a detailed analysis of ARUPS data may require
knowledge of both the initfai- and final- state band structures, as well as a
proper inclusion of both matrix elements and myltiple-scattering effects. 1In
ARAPS, by contrast, a very simple theory seems to describe the data very well, at
least as far as the direct transition component is concerned. Thus, it seems that

ARKPS will serve as a very vseful complement to ARUPS, especially in bulk band

structure studies.
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