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ABBREVIATIONS AND ACRONYMS

A E D Auger electron diffraction
APD azimuthal photoelectron diffraction
ARPEFS angle-resolved photoemission fine structure (acronym for scanned-

energy photoelectron diffraction)
CMA cylindrical mirror analyzer
DL double-layer model
EELS electron energy toss spectroscopy
ESD1AD electron stimulated desorption ion angular distributions
EXAFS extended X-ray absorption fine structure
FT Fourier transform
FWHM full width at half maximum intensity
GIXS grazing incidence X-ray scattering
HT high temperature limit (in SPPD experiment)
LEED low energy electron diffraction
LT lower temperature of measurement (in SPPD experiment)
ML monolayer
MEIS medium-energy ion scaltering
MQNE magnetic quantum number expansion
MS multiple scattering
MSC multiple scattering cluster
MTL missing-top-layer model
NEXAFS near edge X-ray absorption fine structure = XANES
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NPD scanned-energy photoelectron diffraction with normal emission
ODAC one-dimensiona! alkali-chain model
OPD scanned-energy photoelectron diffraction with off-normal emission
PD.PhD photoelectron diffraction
PLD path-length difference
PPD polar pholoelectron diffraction
PW plane-wave scattering
RBS Rutherford back scattering
SEXAFS surface extended X-ray absorption fine structure
SMSI strong metal support interaction
SPAED spin polarized Auger electron diffraction
SPPD spin polarized photoelectron diffraction
SRMO short-range magnetic order
SS single scattering
SSC single scattering cluster
STM scanning tunneling microscopy
SW spherical-wave scattering
XANES X-ray absorption near-edge structure = NEXAFS
XPD X-ray photoelectron diffraction, typically at energies of 5OO-]4OOeV
XPS X-ray photoelectron spectroscopy

1. INTRODUCTION

A knowledge of the atomic identities, positions, and bonding mechanisms within
the first 3-5 layers of a surface is essential to any quantitative microscopic
understanding of surface phenomena. This implies knowing bond directions,
bond distances, site symmetries, coordination numbers, and the degree of both
short-range and long-range order present in this selvedge region. A number of
surface-structure probes have thus been developed in recent yean in an attempt
to provide this information.1 Each of these methods has certain unique
advantages and disadvantages, and they are often complementary to one another.

We will here concentrate on the basic experimental and theoretical aspects of
photoelectron diffraction (PD or PhD) and its close relative. Auger electron
diffraction (AED). Although the first observations of strong diffraction effects in
X-ray photoelectron emission from single-crystal substrates by Siegbahn et ol.1

and by Fadley and Bergstrom3 took place almost 20 years ago, and the use of
such effects at lower energies to determine surface structures was proposed by
Uebsch4 IS years ago, it was not until about 10 years ago that quantitative
experimental surface-structure studies were initialed by Kono et a/.,5 Woodruff et
«/-,* and Kevan et at.'' By now both photoelectron diffraction and Auger election
diffraction are becoming more widely used to study surface atomic geometries.*""
We will thus consider here both the present status and future prospects of these
methods, and then return at the conclusion of this chapter to make a critical
comparison of them with several other surface-structure probes such as LEED,
grazing incidence X-ray scattering (GIXS), and scanning tunneling microscopy
(STM).
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The basic experiment in PD or AED involves exciting a core photoelectron
or a relatively simple core-like Auger transition from an atom in a single-crystal
environment and then observing modulations in the resulting peak intensities that
are due to final-state scattering from atoms neighboring the emitter. For a general
Auger peak of the type XYZ, it is thus imponant that the upper levels Y and Z
involved are not so strongly influenced by chemical bonding as to induce an
anisotropy in emission that is more associated with initial-state electronic
structure. The directly emitted photoelectron- or Auger electron-wave exhibits
interference with various scattered waves, and this interference pattern is
analyzed to derive structural information. Peak intensities can be monitored as a
function either of the emission direction or, in the case of photoetectron
diffraction, of the exciting photon energy. In A E D , excitation can also derive
from anything producing core holes: an electron beam, VUV/soft-X-ray radia-
tion, or even an ion beam.

The three basic types of measurement possible are as shown in Fig. 1: an
azimuthal or <p scan, a polar or 8 scan, and, for photoelectron diffraction, a scan
of energy in a normal or off-normal geometry. Several abbreviations and
acronyms have arisen in connection with such measurements. With soft X-ray
excitation at about 1.2-1.5 keV at the typical X-ray photoelectron spectroscopy
(XPS) limit, scanned-angle measurements have been termed X-ray photoelectron
diffraction (XPD).5* Scanned-energy photoelectron measurements spanning the
VUV-to-soft-X-ray regime have also been called normal photoelectron diffraction
(NPD),7-"" off-normal photoelectron diffraction (OPD),'5 or angle-resolved
photoemission fine structure (ARPEFS)8 to emphasize their similarity to the more
familiar surface extended X-ray absorption fine structure (SEXAK).'6 Both
standard X-ray sources and synchrotron radiation can be used for excitation, with
photon energies being as low as 60 eV* 1 ' 1 8 and as high as a few keV.7-81'
Synchrotron radiation adds the capability of varying the photon energy con-
tinuously and of studying the dependence of the diffraction on polarization.

The degree of modulation of intensity observed in PD or AED experiments
can be very large, with overall values of anisotropy as high as (An,,-/,™,,)//.™, =
A///IBD = 0.5-0.7. Thus, it is not uncommon to observe 30-50% changes in the
peak intensity as a function of direction or energy, and such effects are relatively
easy lo measure. This is by contrast with the related surface-structure technique

FIGURE 1 . The three basic types ol photoeleciran
a Auger electron diffraction measurement: an
atimuthal ($) scan at constant polar angle, some-
times referred to as azimuthal photoelectton
Attraction or APO; a polar (0) scan at constant
tamuthal angle, referred to as polar photoelectron
^fraction or PPD; and a scan of hv in fixed
Owmeiry thai can be done only In pholoelectron
tfflraction and for emission either normal or off-
normal to the surface (denoted NPD or OPD,
"selectively) The scanned-energy type has also
'•en referred to as angle-resolved photoemission
•oe structure or AWEFS. Note thai 6 is measured
"*» respect to the surface.
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of SEXAFS," in which typical modulations ate about one tenth as large. This
difference arises horn the fact that SEXAFS effectively measures an angle-
integrated photo electron diffraction pattern as a function of energy, and it is not
surprising thai this integration averages over various phases and leads to
considerably lower relative effects.

We shall consider both scanned-angle photoelectron and Auger results and
scanned-energy photoelectron results here. To date, scanned-angle studies are
much more numerous; this is due to their greater simplicity, since scanned-energy
work has several requirements in addition: the sweeping of photon energy with a
synchrotron radiation source, the correct normalization of photon fluxes and
electron-analyzer transmissions as a function of energy, and the possibility of
allowing for interference between Auger peaks and photoelectron peaks in
certain kinetic-energy ranges. Finally, it requires more-complex theoretical
calculations in that scattering phase shifts and other nonstructujal parameters
have to be generated for all of the energies in a scan.'-1*"22 However, an
advantage in scanned-energy work is that Fourier transform (FT) methods can be
used to estimate the path-length differences for various strong scatterers.*-20"21

A key element in either photoelectron or Auger electron diffraction is the
energy dependence of the relevant elastic-scattering factors. Figure 2 illustrates
this for the case of atomic Ni with curves of the plane-wave scattering amplitude
]/ N , | as a function of both the scattering angle flNi and the electron energy. For
low energies of 5O-2O0 eV, it is clear that there is a high amplitude for scattering
into all angles. For the intermediate range of about 200-500 eV, it is a reasonable
approximation to think of only forward scattering ( 0 M = 0°) and backscatlering
[6m = ISO*) as being important. However, at energies above 500 eV, we see that
the scattering amplitude is significant only in the forward direction, in which it is
strongly peaked. The degree of forward peaking increases as the energy is
increased. The utility of such forward scattering at higher energies in surface-
structural studies was noted in very early XPD investigations,3"21 and it has more
recently been termed a "searchlight effect"" or "forward focusing"1* in connec-
tion with XPD analyses of epitaxial overlayers. This effect turns out to be one of
the most useful and simply interpretabte aspects of higher-energy photoelectron
or Auger electron diffraction, and we will make reference to it in several of the
examples considered in following sections. These qualitative observations con-

SCATIERIMG ANGLE.

FIGURE 2. N«*e) plans-wave
factor ampMudes | f j " t ^
th. scattering angle 0« * * *»
etect™ kinetic « * W - N<*- * • ?
owning toe bctn M0.V • " « » * £
which have been tefflied a a f * * ™ !
ftamsauef-Townsend ellect. (Fiwn Bai.

21)
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eerning ihc energy dependence of the scattering (actor will later also assist in
explaining which multiple scattering effects may be the most significant, A special
aspect of such scattering factors is that they may exhibit zeroes for certain angles
and energies; this has been termed a generalized Ramsauer-Townsend effect,
and its influence on the analysts of ARPEFS data is considered elsewhere.21"23

A final important aspect of either photoelectron or Auger electron diffraction
is that both are atom-specific probes of short-range order. Thus, each type of
atom in a sample can in principle be studied, and each will have a unique
diffraction signature associated with the neighbors around it. Previous work
shows that the principal features of diffraction curves are due to the geometry of
the first 3-5 spheres of scatterers around a given emitter, although data may
exhibit useful fine structure that is associated with scatterers as far as 20 A
away.20-2* This short-range sensitivity is thus shared with SEXAFS. We will later
point out the potential uses of PD and AED in studying the degree of order
present in the near neighbors of the emitter.

The remainder of this chapter begins by briefly reviewing the experimental
requirements of these methods and considering both the simplest single-scattering
model and other more accurate models that have been used to analyze both PD
and AED data. The bulk of the text discusses several illustrative cases to which
these techniques have been applied. This is not intended to be an exhaustive
listing of alt such studies to date, but the examples have been chosen to
demonstrate certain basic phenomena, to illustrate the range of structural
information that can be obtained, and to provide some idea of the different
dasses of systems that can be fruitfully studied. In certain cases, the limitations of
the analysis or the need for future improvements are pointed out. Finally, some
particularly interesting new directions for the future are discussed, and com-
parisons to other currently used structural probes are also made.

The studies discussed represent a mixture of work utilizing both standard
X-ray or electron excitation sources and synchrotron radiation, with (he number
of investigations using standard sources certainly being greater to date. Thus, the
methods discussed here are not limited to synchrotron radiation, by contrast with
several others discussed in this volume.71JB However, both PD and AED will
benefit greatly by the use of the higher-intensity facilities in the vacuum
ultraviolet/soft X-ray range that are now becoming more available, and we return
to this point toward the end of the chapter.

2. EXPERIMENTAL CONSIDERATIONS

The basic experimental requirements for carrying out photoelectron or
Auger electron diffraction measurements are relatively simple. A minimal
experiment can consist of (he excitation source, a specimen holder with only one
«is of angular motion (usually the polar angle as defined in Fig. 1), and an
electron energy analyzer with an angular resolution of at least approximately ±5°
Thus, most of the commercially available hemispherical analyzers are suitable,
Md even a cylindrical mirror analyzer (CMA) with some sort of baffle at its entry
*lit can be used. Peak intensities can be measured very simply as the difference in

3
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height between some point at the maximum and a point in the high-energy
background. Measurements at this level are thus quite easy to take, and
interesting surface-structural information has been obtained from them."

Going beyond this minimal experiment to be able to tap all of the
information available in the diffraction pattern involves several possible
elaborations:

• The specimen holder should have both polar and azimuthal axes of
rotation (cf. Fig. 1) so that the electron emission direction can be oriented
arbitrarily with respect to the surface. The optimal scanning capabilities in this
case are to be able to vary 6 from grazing excitation incidence to grazing electron
exit and to vary <p over a full 360* or more. The latter is very useful for
establishing the symmetry of the surface and for verifying the reproducibility of
features from one symmetry-equivalent azimuthal direction to another. Scanning
4> over its full range is the most difficult to achieve in practice if there are
electrical or mechanical connections to the sample for heating, cooling, or
measuring temperature, but designs of this type have been in use for some time.*
The reprodudbility and accuracy of both of these motions should be at least
±0.5*. with even smaller values on the order of ±0.1* being required for very
high angular resolution work.

• Automated scanning of spectra, determining of peak intensities by more
accurate area-integration and/or peak-fitting procedures, and stepping of angles
under computer control are also essential for efficiently obtaining the most
reliable data. Systems for doing this are discussed elsewhere.*'"

• It also may be desirable to rotate both the specimen and the analyzer (or
excitation source) on two axes so as to be able to orient the excitation source at
various positions with respect to the electron emission direction. In photoelectron
diffraction, this permits making use of the radiation polarization to preferentially
excite the direct wave toward different scatterers while at the same time observing
the electron intensity along a special direction.*'1* This is particularly important in
studies utilizing synchrotron radiation. In Auger electron diffraction, it can also
be useful for assessing the degree to which the penetration of the exciting flux
along different incidence directions influences the outgoing diffraction pattern,
even though results to date indicate that such effects are minor.30 (Similar
anisotropic penetration might also be expected with X-rays due to Bragg
reflections,3-3 but such effects have so far not been found to be significant in
photoelectron diffraction patterns.)

• Improving the angular resolution of the analyzer to the order of ±1.0° has
also been found to yield data at higher energies with considerably more fine
structure.IOJ* Achieving this may involve specially designed entrance optics,3'3'
or more simply the use of movable tube-array baffles at the entry to a more
standard analyzer.31 High-resolution results of this kind will be discussed in more
detail in sections 4.2.1, 4.2.2, and 5.1.

• Improving the energy resolution of the system to on the order of 0.1 eV is
also desirable, because it permits resolving small chemical shifts or surface shifts
of core levels and studying the diffraction patterns of these species separately.1*

• Scanning angle or energy obviously involves an added cost in time for any
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study, and so it is desirable to have the highest overall count rales. This can be
achieved by using a more-intense excitation source (as, for example, from
insertion-device-generated synchrotron radiation) and/or the most efficient and
highest-speed electron analyzer and detection system. Making the latter as
effective as possible is important, since there are always potentially deleterious
effects of radiation damage as the excitation intensity is increased. Analyzer
improvements include the use of multichannel energy-detection systems involving
several single-channel electron multipliers or a microchannel plate11-** and the use
of special spectrometer geometries in which spectra at several angles can be
recorded at the same time.35"" However, a potential disadvantage of systems
recording several angles at once is that the angular resolution may be limited,
particularly if it is desired to scan kinetic energies to several hundred eV. A final
method for increasing data acquisition rates with a pulsed synchrotron radiation
source is to use a time-of-flight analysis system;39 a logistical problem with such
systems however, is that they may require running the storage ring in a less
frequently used "timing" mode with fewer electron bunches. Leckey39 has
recently reviewed many of the more novel proposals for analyzers with high
energy resolution, high angular resolution, and/or high data acquisition rates.

• Finally, if scanned-encrgy photoelectron diffraction is to be performed, it
is essential to use a reasonably stable synchrotron radiation source and to have an
analyzer system whose transmission properties as a function of energy are well
understood. This is because photon energies must be scanned in small steps over
a total period on the order of hours in present experiments, and the influences of
both the decay of photon flux with time and the change of the analyzer's
sensitivity with kinetic energy must be corrected out of the final intensity data so
as to yield something that is truly proportional to the energy-dependent
photoelectric cross section in a given emission direction. Methods for making
these corrections are discussed elsewhere.•-20

3. THEORETICAL MODELING

3.1. Single-Scattering Theory

3.1.1. Overview of Mode!

Since the first theoretical paper on low-energy photoelectron diffraction by
Liebsch,4 several detailed discussions of the modeling of photoelectron and
Auger electron diffraction have appeared in the literature.915-2114"-40-*5 Thus, we
will begin here by presenting only the essential ingredients of the simplest
approach, the single-scattering cluster (SSC) model, and then comment toward
the end of this section on several improvements that can be made to it, as well as
on some effects expected due to multiple scattering (MS) events.

The basic elements of this single-scattering cluster model arc shown
schematically in Fig. 3(a). The fundamental assumptions are essentially identical
to those used in describing extended X-ray absorption fine structure (EKAFS),41

and a similar model has also been applied some time ago to angle-resolved Auger
emission at very low energies of slOOeV.*0 We consider photoelectron emission
first and then discuss the modifications required to describe Auger <• emission.
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observed intensity will be given in the dipole approximation by

(1)

The final-state wave function in single scattering is further described as being the
superposition of a direct wave 0o(r, k) and atl singly scattered waves d>,(r, r, —• k)
that result from initial <j>0 emission toward a scatterer ; at r, and then subsequent
scattering so as to emerge from the surface in the direction of k. Thus, the overall
wave function can be written as*1-41

Y(r,k) = k). (2)

Because the detector is situated at essentially infinity along k, all o( the
waves in Eq. (2) can finally be taken to have the limiting spherical forms
^0 « exp(tJfcr)//- or 4>i a exp(i*:|r — «>|)/|r - r,l, although the effective ampli-
tudes and phases of each type in a given direction will be modulated by the
photoexciution matrix element and, for each 4>t, also txp{ikrl)/rl and the
scattering factor. Flux conservation also dictates that the portion of d>0 which
passes to the $catterer / to produce d>, decays in amplitude as a spherical wave, or
as lfrt. This decay is a principal reason why PD and AED are short-range probes,
although the effects of inelastic scattering contribute additionally to this. If the
scattering angle is 0,, the overall path length difference (PLD) between <p0 and
any <p, is ry(l — cos 6,), and it is these PLDs that provide most of the bond-length
information in photoelectron or Auger electron diffraction.

3.1.2. Matrix Elements and FtnaJ-State Interference

When this model has been applied to photoelectron emission, the dipole
matrix element has usually been treated as involving a p-wave final state (that is,
the case that is appropriate for emission from an s subshell). This yields a
matrix-element modulation of the form e • k for an arbitrary direction of emission
t.J1" For emission from other subshells with / not equal to zero, more complex
expressions including both of the interfering / + 1 and / - 1 channels are
involved,45'4*"*' and we return below to consider how important these effects
can be. However, at higher energies, the assumption of a p-wave final state
has been found to be reasonably adequate in several prior studies of non-j
emission.'10-4"-50

Since the differential photoelectric cross section da*,(i, h)/dQ is proportional
to intensity rather than amplitude, another possible approximation might be
to use a <pa modulation of [da^{t,V)ldU\ia.il Although this is not strictly correct
and it also does not account for possible sign changes in the matrix element with
direction due to the photoelectron parity, l i s I it may be a reasonably adequate
approximation for higher-energy XPD in which the forward-dominated electron-
scattering process selects out r, choices very nearly parallel to k. That is, for the
range of r, directions near the k direction that produce significant scattering, the
matrix element varies little, so that a very precise description of it is not required
In fact, predicted XPD patterns have not been found to be very sensitive to the
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exact way in which the matrix-clement modulation is included. At lower energies
such simplifications are noi generally possible, however, and Treglia" has, for
example, recently shown that not using the correct final-state angular momenta
can have a strong effect on predicted azimuthal diffraction patterns at energies of
about 30 eV.

Such final-state momentum and interference effects have been studied in
more detail recently by Friedman and Fadley,1" who have made use of a newly
developed Green's function matrix approach due to Rehr and Albere.*1 Repre-
sentative results as a function of electron kinetic energy are presented in Fig. 4
Here, a Cu emitter is 3.5 A away from a single Cu scatterer, and three different
electron kinetic energies of 100. 300, and 1000 eV are considered. Scattering is in
all cases full spherical wave. The intensity fluctuations as a function of scattering
angle are normalized to the unscatiered intensity 4 as x = V — loVU- In order to
illustrate in these calculations only the effects of changing the final-state angular
momenta that are involved, emission from a Cu 2p orbital was taken as a
reference. For this p-emission case, the correct final-state interference involves s

iftg Angle

FIGURE 4. Theoretical cafculatioru of elec-
tron scattering Irom a single Cu atom el •
distance of 3.5 A from the emitter and fa
m r g i n of <a) 100 eV. (b) 300 •V. and (c)
1000 »V. Intensity is shown u Ihs normal-
ized function x - ( I - « / % . Full spheric*
w a n (SW) scattering it used, and dWerent
final-state assumptions are compared: ( -
O (* to a single p channel). < - 1 (p to
interfering j + d channels), (. - 2 (d »
p + f). and { - 3 (C to <* + p). The orf*-
Bon is taken 10 be unpolarized, with (Me
plan* of polarization tying in the plan* ot
TQ, and k. Note the sign reversals due to
photMiedron parity In the baefcscanerino
direction. (From Ref. 47.)
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and d waves, and includes the radial matrix elements R, and Rj and the phase
shifts 6, and 6d. These have been calculated using an atomic cross-section
program due to Manson." The ratio R,/R, changes relatively little, from 4.62 to
3.91, as we go from 100 cV to 1000 eV. The curves shown for /, = 0 are the
simple limit, discussed previously, of an J initial state and single p final slate with
no interference. The results for /, = 1 are the correct description of Cu 7p
emission. For the other two cases of /, = 2 and /, = 3 shown, emission into final
waves at lt = 1 and 3 and lf ~ 2 and 4, respectively, is allowed, and the same
radial matrix elements R, and R4 and phase shifts 6, and 6d were used for the
i - /. + 1 and lf = f. — l channels in both cases. These sets of four curves thus
permit systematically observing only the effect of the different final-state
character and interference associated with the dipole matrix element.

Several general conclusions can be drawn from the curves of Fig. 4:

• Increasing the angular momenta in the final state from 1 to 0 + 2 to 1 + 3
to 2 + 4 is found to decrease systematically the amplitude of forward scattering,
thus constituting a reason for which calculations using the p final state may
overpredict the degree of anisotropy for emission from subshells with /,• a I.

• In the backscattering direction, the parity of the photoelectron waves is
evident, since the odd waves from /, = 0 and 2 exhibit the same sign of x. and the
opposite sign is seen for the even waves from I, = 1 and 3. The previously
discussed approximation of using the square root of the differential cross section
neglects these sign differences. It implicitly assumes photoelcctron waves of even
character unless an ad hoc sign change is introduced as appropriate for emission
angles greater than 90* with respect to the polarization vector.15

• The smallest differences between different final-state angular momenta are
for the highest energy, where, in the dominant forward direction, the main
effect is a reduction of amplitudes in the forward scattering direction, but little
change occurs in the shapes of the 'Oth-order* peak at a scattering angle of 0* and,
for /,- < 3, also in the lst-order peak at about 22*. However, as energy is
decreased to 100eV, the differences between the curves become increasingly
more significant, and they begin also to involve phase changes in the regions of
both of these peaks nearest forward scattering.

• At the highest energy typical of the XPS limit, one thus expects the
general shape of the Oth order or forward scattering peak to be the same
regardless of final-state angular momenta, and to see a general suppression of the
relative importance of the higher-order features.

Overall, these results indicate that the use of the correct final-state angular
momenta with interference will probably be important for energies below about
500eV. For higher energies of 1000 eV or move, forward scattering should be
reasonably well treated by the simple p final state (as has been verified in prior
XPD studies), although both overall anisotropies and the relative intensities of
higher-order features may be overestimated. Similar conclusions concerning the
suppression of higher-order diffraction features have been reached by boih
Parry*4

 a n c | Sagurton54 using more approximate calculations based upon plane-
wave scattering-and/or plane-wave final states.
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Keeping in mind the discussion of the last paragraphs, we shall for simpllc«y
and heuristic reasons in what follows still use the p final state and its factor I • k in
describing photoelectron emission.

3.1.3. Electron-Atom Scattering

The electron-atom scattering that produces <t>, is most simply described by a
complex plane-wave (PW) scattering factor

where rl> f 8 ) is the phase shift associated with the scattering. The scattering factor
is in turn calculated from partiaJ-wave phase shifts 6, according to the usual
expression:

(21 i$,) - l)P,(cos 6), (3')

where the P, are Legendre polynomials. For large r, the scattered wave <t>, is thus
proportional to fjifij) exp (ik |r - r,|)/|r - r̂ |, with an overall phase shift relative
to <pa of kr,{l — cos &,) + V>(fy) A*1 >s due t o both path-length difference and
scattering. The use of this form for (p, implicitly assumes that the portion of <p0
incident on the /th scatter has sufficiently low curvature compared to the
scattering potential dimensions to be treated as a plane wave. This is the so-called
small-atom approximation,17 and its limitations in comparison to the more
accurate spherical-wave (SW) scattering11-11'"-*' of Fig. 4 are discussed below.

The PW scattering factor fj(9t) is thus determined by applying the partial-
wave method to a suitable spherically symmetric scattering potential for each
atomic type in the cluster. The number of partial-wave phase shifts needed for
convergence goes up with energy, and for a typical scattering potential of
effective radius 1.5 A would be fc8 for £Mn = 500 eV and s=24 for 1500 eV.
Tabulations of free-atom scattering factors at energies going up to the XPS
regime also exist.*0 Alternatively, scattering potentials more appropriate to a
cluster of atoms with overlapping charge densities and potentials can be
constructed via the muffin-tin model employed, for example, in iwn theory.*'
The free-atom f, is generally larger in magnitude in the forward direction than its
muffin-tin counterparts due to the neglect of charge and potential overlap.12 Both
types of fi have been employed in higher-energy PD and AED calculations, and
they usually do not yield markedly different /<k) curves, although the use of the
free-atom fi is expected to predict slightly higher peak intensities due to its larger
amplitudes in the forward direction. The PW scattering factor amplitudes in Fig-
2 were calculated using the more accurate muffin-tin procedure. Whatever
procedure is used to calculate these scattering 'acton, there are two useful
generalizations concerning their behavior as atomic number is varied:

* The forward scattering amplitude |/,| at higher energy is found to be
primarily sensitive to the radius of the atom (or muffin tin) involved. It is for this
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rea that free-atom forward scattering amplitudes are always larger (nan those
for a muffin tin in which the potential is effectively truncated at the tin radius.
This behavior can be rationalized by a classical argument in which it is noted thai
forward scattering trajectories graze the outer reaches of the scattering potential
and so are only deflected slightly; these trajectories are thus primarily sensitive to
the outer regions of the potential.

• The backscattering amplitude at higher energy is by contrast found to
increase monotonically with atomic number. This also is expected from a classical
argument in which backscattering involves strongly deflected trajectories that pass
dose to the nucleus.

3.1.4. Inelastic Scattering

The effects of inelastic scattering on wave amplitudes during propagation
below the surface must also be included. If intensity falls off as exp(-L/A,},
where L is an arbitrary path length below the surface and A, is the inelastic
attenuation length, then amplitude is expected phenomenologically to fall off as
the square root of this or exp (—Z-/2A,) = exp( — yL). Each wave <p0 or $, >s
multiplied by such an exponential factor involving an L value which includes the
total path length below some surface cutoff point (cf. Fig. 3a). This surface cutoff
is often chosen to be the substrate surface as defined by hard-sphere atoms/"
although this choice should not influence the diffraction patterns unless some
atoms are positioned above the cutoff. Thus, the attenuation coefficient y =
1/2A,, although y values up to 1.3-2 times this have been suggested in prior
EXAfs,4162 AED,12 and PD*1**" analyses. That is, the effective inelastic
attenuation length A, in these diffraction experiments is suggested to be about
0.50-0.75 times literature values based upon intensity-attenuation measurements
or theoretical calculations.*1 In fact, some inelastic attenuation lengths derived
from EXAFS measurements do not appear to take account of the difference
between amplitude and intensity mentioned above.**

These reduced values of A, are not surprising in view of several factors:
Uncertainties of at least ±20% are common in measurements of attenuation
lengths,**'*5 and some recent measurements in fact yield values that are
significantly lower than others in the literature.*5 The effects of elastic scattering
and diffraction on intensities can introduce additional uncertainties of this
order,**-47 and it is, for example, now well recognized that the actual mean free
path between inelastic scattering events is about 1.4 times the attenuation length
discussed above. Finally, the effective attenuation length in a diffraction
measurement should be shorter than in a simple intensity-attenuation experiment,
because quasielastic scattering events of small energy (e.g., from phonons) that
leave the electron kinetic energy within the peak being measured6* can still
introduce direction changes and phase shifts that effectively remove such
electrons from the coherent intensity for diffraction. In addition, multiple
elastic-scattering events similarly cause a reduction of the effective coherent
intensity in a single-scattering theory. Thus, one overall expects effective
attenuation lengths related as ^(intensity) > A^multiple-scattering
diffraction) > A,(single-scattering diffraction).
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Fortunately, electron diffraction features for most cases are not strongly
affected by varying A, over its plausible range, and so its choice is in general not
crucial to final structural conclusions. Nonetheless, it is desirable to verify this
insensiliviiy by varying A, in model calculations.*2**"

3.1.5. Vibrational Effects
Vibrational attenuation of interference effects is furthermore potentially

important and can be included in the simplest way by multiplying each fy by its
associated temperature-dependent Debye-Waller factor:

W,(T) = exp I - = exp [-2k\l - (4)

where &kj is the magnitude of the change in wave vector produced by the
scattering, and TJ)(T) is the temperature-dependent one-dimensional mean-
squared vibrational displacement of atom j . At this level of approximation, V} is
assumed to be isotropic in space, and any correlations in the movements of
near-neighbor atoms are neglected. (The importance of correlated vibrational
morion in certain types of lower-energy diffraction experiments is considered
below.) Suitable bulk and surface TJJ values or Debye temperatures can be
obtained from the literature. At high energy, the electron scattering is significant
only when 8 ; is rather close to zero, and this acts through the (1 — cos 6>y) factor
in the argument of Eq. (4) to yield W, very close to unity for all important
scattered waves. So vibrational effects axe to lint order not very significant in
forward-scattering-dominated XPD or A E D , although they can be very important
in LEED, EXAR, and lower-energy PD and A E D , where backscattering is the
dominant diffraction mode and thus 1 — cos Bt is a maximum.

An alternate method for allowing for vibrational effects is to assume some
probability distribution of atomic positions due to vibration (as, for example, a
harmonic-oscillator envelope) and then to numerically sum separate weighted
diffraction intensities for all possible combinations of atomic positions. This is
cumbersome, but it has been used to quantitatively look at the effects of specific
types of wagging molecular vibrations at surface-x>t9

3.1.6. Single-Scattering Cluster Model
With these assumptions, the simplest SSC-PW expression for photoelectron

intensity /(k) can now be written down from Eqs. (1-3) as

/(k) « f li
J '

S f (£ " ?y)' ^ ^ (1
/ J n

. (5)

Here, i • k and t • it represent p-wave photoemission matrix-element modulations
along the unit vectors k and f>( respectively, and e x p ( - y L ) and exp (-y/,y) «e
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appropriate inelastic attenuation factors. Thus, (i • k) exp ( - y L ) is the amplitude
of (he direct wave 0o(r, k) and (£ • f,) \fj(8,)\ Wt cxp <-vL,)/r(- is the effective
amplitude of * , 0 , r, — kj after allowance for both inelastic scattering and
vibrational attenuation of interference. The complex exponential allows for the
total final phase difference between <p0 and each <p,.

The integrals on i simply sum over the different polarizations perpendicular
to the radiation progagation direction, as appropriate to the particular case at
hand. Closed-form expressions for a totally unpolarized source that are applicable
to high-«nergy work are given elsewhere;42 however, the simplest way to carry
out this integration for a general case is just to sum the intensities for two
perpendicular polarizations of convenient orientation.

The second £,• corrects the first absolute value squared for the incorrect
inclusion of Debye-Waller attenuations in terms involving a product of a
scattered wave with itself. That is, in expanding the absolute value squared, only
products involving unlike waves like <po4>' or <p,4>i(j * 0 should include
Debye-Waller products of HJ or WjW,, respectively. The (1 - W?) factor in the
second summation is thus necessary to yield overall correct products of the form
jHp* without any Wj factor. The second sum has been called thermal diffuse
scattering,™ and it is often quite small with respect to the overall modulations.
Equation (5) is thus the basic starting point of the single-scattering cluster model.

tn modifying this model to describe Auger emission, the usual assumption is
that the much freer mixing of angular momenta in the final state overall leads to
an outgoing wave with s character.l2lJ*°'70"" Although selection rules do limit the
allowed final angular momentum states in Auger emission,72 for certain cases, the
1 = 0 channel is dominant. Also, if filled subshells are involved in both the initial
and final levels of the transition, the implicit sums over all initial and final m,
values would be expected to produce an overall distribution of emitted primary
intensity that could be approximated as an s wave. Although it is possible for
higher-/ components to be present in the final state that could affect the
scattering,71-" these are often found at higher energies to be minor effects.II-70-71

For Auger emission into such an assumed s final state, we thus simply remove all
factors involving £ • k and i-it in Eq. (5). Non-j character in Auger final states
deserves further study however.

It is also worth noting here that the cluster sum on / in Eq. (5) makes no
explicit use of the 2- or 3-dimensional translational periodicities that may be present.
even though the atomic coordinates tt used as inputs may incorporate such
periodicities. Thus, neither surface- nor bulk-reciprocal lattice vectors g are explicitly
involved, and it is not appropriate at this level of description to speak of diffraction
"beams" associated with certain % vectors as in LEED. However, in section 5.1
we will consider the relationship of this model to an alternative Kikuchi-band picture
that does involve g vectors and the idea of Bragg reflections from sets of planes.

The last parameter of importance in actually using Eq. (5) is the range of / or
the choice of a suitable cluster of atoms. This is done empirically so as to include
*ll significant scatterers by verifying that the predicted diffraction patterns do not
change in any significant way with the addition of further atoms at the periphery
of the cluster. Clusters can range from a few atoms for near-normal high-energy
emission from a vertically oriented diatomic molecule on a surface" to as many as
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several hundred atoms for substrate emission in which both the emission and the
scattering must be summed over several layers into the bulk." In the latter case
each structurally unique type of atom emits incoherently with respect to (he
other, so that intensities from each must be added layer by layer. However, even
for the largest dusters so far considered, the inherent simplicity of Eq, (5) stin
yields calculations which do not consume excessive amounts of computer time
especially by comparison with those necessary for such procedures as multiple!
scattering LE£n simulations.

A further physical effect of importance in making comparisons to experiment
is the possibility of electron refraction at the surface in crossing the surface
barrier or inner potential of height Vo. Evert at the relatively high energies of
XPS, for emission angles near grazing, refraction effects of a few degrees can be
produced (cf. Fig. 14 in Ref. 9). Thus, for lower takeoff angles relative to the
surface and/or lower kinetic- energies, a proper allowance for refraction is
necessary. This is accomplished most simply by using a suitable inner potential Vo

derived from experiment and/or theory to predict the internal angle of emission
$' for a given external propagation direction 0.9 The resulting expression for an
electron energy of Ei^ = E ^ + Va inside the surface is

(6)

where, as before, 0 and 6' are measured with respect to the surface. In the
presence of an adsorbate, the exact form of the surface potential barrier thus
becomes important, as it may not then be possible to assume an abrupt rise to the
vacuum level at the substrate surface. Also, the presence of adsorbate atoms may
alter Vo through changes in the work function, and these atoms also may occupy
positions above the surface in which only a fraction of Vo is appropriate. In some
photoelectron diffraction studies, V'o has also been treated as an adjustable
parameter.3"-25-43 Although prior studies indicate that structural conclusions arc
not particularly sensitive to the choice of Vi,15-42 it is important to realize that not
allowing for it properly may shift theoretical diffraction patterns by as much as a
few degrees with respect to the actual 6 values at which they wilt be observed.
The precise method of allowing for inner potential and related image-force effects
has also been considered in more detail theoretically.15

We stress also at this point that any uncertainties in final structures
associated with the choices of nonstructural parameters such as the scattering
phase shifts, the attenuation length for inelastic scattering, vibrational attenua-
tion, and the inner potential are equally well shared with the techniques of LE£O,
EXAFS, and SEXAFS. although in EXAFS/SEXAFS, empirical phase shifts from known
structures can sometimes be used.

A final step in any realistic calculation based upon this model is to integrate
the direction of emission It over the solid angle £20 accepted into the electron
analyzer. For most of the calculations reported here, this has been over a cone of
±3.0-3.5° half angle, although for certain high-resolution cases a smaller cone of
±1.0-1.5* has been used.
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3.1.7, Improvements to the Model

We now consider some possible improvements to this simple SSC-PW
model-.

• A first possible correction is to choose a mart correct form for the primary-
wave as it leaves the emitter. The SSC-PW result of Eq. (5) assumes a simple
outgoing plane wave from the emitter which then scatters to produce an outgoing
spherical wave from each scatterer. In fact, the correct primary wave should be of
the type used in free-atom photoelectric cross sections and should consist of an
ingoing spherical wave plus the outgoing plane wave.11"*5-7' Such a primary
wave experiences the emitter potential and represents the correct solution to the
Schrodinger equation inside of a muffin-tin-like region centered on the emitter. It
this form of the primary wave is used, the equivalent of Eq. (5) with neglect of
effects due to vibrations is:11"'

/(k) + yiliifrre^i *->"-'yl\fliei)\e-^{cxpilkrl{l - cost?,) + Vj(fl,)!}

dt. (7)

This result, although still single scattering in assumption, now contains, through
the scattering of the incoming wave, a second sum of terms that are the classic
double scattering events of the type emitrer —• scatterer —• emitter —» detector
discussed in EXAFS theory." Because these added terms are in effect double
scattering and also exhibit stronger attenuation due to both l/rf and *,~2rT, this
sum is expected for many cases to be a small correction to Eq. (S). This should be
especially true for higher energies where backscattering is negligible. In fact, the
inclusion of this sum can be shown to lead to the central-atom (emitter) phase
shift that is always present in EXAR theory, and we comment further on this later
in this section.

• A next important correction is the use of spherical-wave (SW) scattering
instead of the asymptotic and much simpler plane-wave (PW) scattering. The
nature of such SW corrections in reducing forward scattering amplitudes in XPD
was first pointed out some time ago,21 but more recent studies have presented
detailed comparisons of PW and SW results for different systems.MJ' For
example, Fig. 5 compares PW and SW scattering at energies from 50 eV to
95OeV,SI with the results being displayed in a format identical to that of Fig. 4.
Emission from an s level (/, = 0, // - I) to a single Ni scatterer 2.49 A away is
considered. For larger scattering angles 0 4 0 ° ) and higher energies (fe200eV),
the PWand SW results are essentially identical. However, for lower energies and
in the forward scattering direction, there are significant differences. In particular,
for energies aiOOeV, the forward scattering peak is significantly reduced in
amplitude by a factor that can be as low as 0.5. As expected, the differences
between PW and SW curves also decrease as the scatterer is moved away from
'he emitter,sa because in the limit of a scatierer at infinity, the incident wave is

f
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SCATTERING ANGLE

FIGURE 5. As in Fig. 4. but comparing ptatie-wav*
(PW) and spherical-wave (SW) scatlering tram (
single Mi scatterer at • distanca at ZSk horn tn*
emiBer wMi energies of (a) 50 eV. (b) lOOeV, (c)
200 eV. (d) 500 eV, and (e) 850 eV. Here. PW resits
a n compared lo SW results lor the case o i l - 0 (J
omission to a single p channel). Polarization o
parallel to the emission direction. The curves labeled
SW"1 rerxmenl a (Irst-onJef approrimaUon lo the W
SW scatlering. (From Rels. 21 and SB.)

planar. One genera] conclusion from these results is thus that, at higher energies,
the primary effect of including curvature in d>o is to reduce the amplitudes of the
forward-scattering peaks in /(k) for near-neighbor atoms as compared to those
predicted from Eq. (3).

Fortunately, such SW corrections can now be very simply and accurately
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incorporated into the SSC framework via effective SW scattering factors
developed by Banon and Shirley using a Taylor-series magnetic quantum number
expansion (MQNE)23 and by Rehr el a!, using separable Green's function
approaches.45-*1 For example, Rehr el al.tS derive an equation identical to Eq. (7)
in form, but in which the plane-wave scattering factors f,(8) are replaced by three
effective spherical-wave scattering factors /{',?«( 0 . r,)> f}2ca(n> '/)- a n d /".LtK* ~
6, ry) that are used to describe the three types of scattering events present. These
effective scattering factors depend on ry, as they must converge to the PW result
as rj goes to infinity. They are also very simply calculable, involving expressions
doscly related to that in Eq. (3')-

However, particular!)' at higher energies, the much simpler PW approxima-
tion is still found to yield results very similar in form to those with SW scattering,
and it has been found possible to draw useful structural conclusions with it.
Sometimes, PW scattering at high energy has been used together with an
empirical reduction factor of forward scattering amplitudes by a factor of
0.4-0.5'2 that can be largely justified as being due to SW effects (cf. Fig. 5).

• An additional important correction for some cases is the use of correlated
vibrational motion in which atoms that are near neighbors of the emitter have
lower vibrational amplitudes relative to the emitter, and thus Debye-Wallec
factors for diffraction that are nearer unity. This correction is more important in
special geometries and at lower energies for which large-angle or, particularly,
backscattering events become more important, as first pointed out in connection
with the interpretation of scanned-energy data by Sagurton ei at.2' and also
discussed by Barton and Shirley." This more correct form for vibrational
attenuation involves a factor W*°" of the form:21

(8)

where af(T) = <(Aky • u,)1) is a thermal average of the projection of the atomic
displacement u, as measured with respect to the emitter onto the direction of I he
change in wave vector produced by the scattering Ak,. Thus, each scatterer in a
pbotoelectron diffraction experiment is sensitive to a different type of vibrational
displacement, varying from no effects for forward scattering, to small effects for
small-angle scattering associated with components of uj perpendicular to the
emitter-scatterer axis, to maximum effects for backscattering associated with
components of u, along this axis. By contrast, in SEXAFS, it is only the along-axis
components that contribute. Correlation effects are also expected to be largest for
Moms that are backscaltcrers, because along-axis vibrations will be reduced
more than those perpendicular to this axis. Ultimately, this might make it
possible to measure anisotropies in vibration in a more precise way with
temperature-dependent photoelectron diffraction, for example, by looking at the
variation of different peaks in Fourier transforms of scanned-energy data. A first
atlempt at this has recently been made by Wang et a/." Also, even forward
^altering features at high energy contain vibrationat information because of peak
broadening by motion perpendicular to a bond,23" and this has permitted
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Wesner el «f.7* to determine the vibrational amplitude anisotropy for an adsorbed
molecule, as discussed further in section 4.1.3.

* A final aspect of the model which might be improved but which has only
been discussed in a limited way to date is more accurate allowance for both
surface refraction and attenuation due to intlastic scattering. Refraction has been
treated differently from the phenomenological approach indicated here both by
Lee" and by Tong and Poon,77 who have considered the proper matching of the
attenuated photoelectron wave inside the surface to the free electron wave
outside the surface. However, the latter have found that, if refraction is allowed
for in the way described here in calculating the path length for inelastic scattering
in approaching the surface, the net result is very linle different from the correct
treatment of the wave matching. Another more complex problem is choosing the
proper value for the inelastic attenuation length: As we have noted above, these
lengths in electron-diffraction problems appear empirically to be only about
0.5-0.75 times the typical literature values based upon intensity attenuation. It
would be desirable to understand these attenuation lengths more quantitatively,
including both elastic and inelastic effects, for example, within the framework of
more accurate methods of measuring peak intensities developed by Tougaard."
Finally, it might be useful to consider the possibility of nonuniform or anisotropic
inelastic scattering. Such effects have been considered in both LEEO7*" and
EXAFS,7*6 where the use of complex scattering phase shifts is proposed; but the
influence of such effects on predicted diffraction patterns in FD or AED has not
been assessed. More recently, Treglia et a/.*°* have used SSC-SW calculations to
describe very low energy photoelectron diffraction at about 30 eV from different
surfaces of IV. They sec evidence for a significantly different inelastic attenuation
length in emission from W (001) and W (110). This could well be possible, but at
this low energy, it would also be useful to carry out full MS calculations to
eliminate such effects as another cause of effective anisotropic attenuation. In
another recent paper, Frank et at.*"" have discussed Auger electron diffraction
data from Pt( l l l ) with various adsorbates and for energies varying from about
65 eV to 420 eV. They have analyzed these results in terms of a classical model of
anisotropic inelastic attenuation which totally neglects all wave inteferences and
diffraction phenomena. Unfortunately, there is no basis in prior experiment or
theory for this extreme model, even though it seems to fortuitously fit some of the
features in the experimental data. Thus, this classical analysis by Frank et el.
provides neither a useful method for analyzing AED data, nor any new
information concerning the possibility of anisotropic inelastic attenuation. Such
attenuation is in any case expected to produce only small corrections to the strong
anisotropies associated with diffraction effects.

3.1.8. Relationship to EXAFS/SEXAFS Ttieory
As a further aspect of the SSC model, we note that it can be directly reduced

to an expression very close to that used in EXAFS/SEXAFS analyses if it is assumed
that all scattered waves 4>j axe small in magnitude in comparison to 4>a-

1 Then, if
we begin at Eq. (5) (for simplicity neglecting any averaging over i), we see thai
all terms such as 4>/t>? and tprf? can be neglected in expanding the absolute value
squared. The thermal diffuse scattering term can also be neglected. After some
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simple algebra, it can then be shown thai

/(It)

and that this can be converted to a normalized function x(k) if we take the
unseattered intensity to be ^ = (t • k ) 2 * - 2 ^ and finally write

x cos[*i-,(l - cose,) + v>,(0,)l,

2 ^ t f,

x cos [kr^l - cos 6,) + (10)

This last equation thus has a form very close to the standard kinematical
expression for EXAFS/SEXAFS, with the only differences being that double
scattering events of the type emitter —• scatterer —• emitter —* detector in Eq. (7)
are included in the integration over direction in EXAFS to better describe the
primary wave,41 with these producing the central-atom phase shift; and the integra-
tion over direction changes the cosine function here finally to a sine function for
EXAFS/SEXAFS. Equations (9) and (10) were first used in connection with the
interpretation of ARPEFS data by Orders and Fadley," and they have later ..been
refined in this context by Sagurton et al.21 Their form also suggests the possibility
of using Fourier transform methods in scanned-energy PD to derive information
concerning the set of path-length differences associated with a given structure, as
discussed first by Hussain et a!.1* and now in active use by Shirley and
'co-workers10'25 as a preliminary step of ARPEFS analysis.

As a final comment concerning this level of the diffraction theory, we
consider the conservation of photoelectron flux In the small-atom (or large r,)
limit, where PW scattering is adequate, the usual optical theorem assures that flux
will be conserved if it is integrated over 4jr." Thus, even if high-energy scattering
produces forward-scattering peaks, there will be, somewhere else, sufficient phase
space with reduced intensity to exactly cancel them. However, in using the
SSC-PW model for cases in which some scatierer distances require SW
corrections, it is doubtful that flux will be conserved properly.*0 Nonetheless, with
SW scattering corTectly included. Rehr et a/4 5 have shown that their SW
equivalent of Eq. (7) does conserve flux and lead to a generalized optical theorem
on each / channel involved.

In subsequent sections, we will consider several applications of this SSC
model to the interpretation of experimental data, including especially several
substrate and adsorbate systems of known geometry to test the degree of its
validity.

3.2 Effects beyond Single Scattering

Finally, the possible importance of multiple scattering (MS), particularly
along rows of atoms in a multilayer substrate, has been discussed qualitatively for
some lime,*41 and more recent papers have presented quantitative estimates of
such effects and suggested improved methods for including MS corrections if (hey
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are needed.2*'"-540"** In general, the MS analogue of Eq. (2) can be written as

i i *

o r d e r s -

(11)

where events up to fourth order are shown here and, in the multiple scattering
sums, the combinations of / , k, /, and m are limited only in that they do not
involve consecutive scattering by the same scattcrer. Such MS calculations have
been done in two basic ways: first by Tong and co-workers using LEEp-type
methods that require full translational symmetry along the surface," and more
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FIGURE 6. Calculated Auger
electron diffraction patterns i t
9 l 7 e V from Omar chains of Cu
atoms in single and multiple scat-
tering. The geometry ol lh« cal-
culation with tho emitter at me
base of the chain is shown at the
top. The primary outgoing Auger
wave is treated as having jchar-
ecter. The rmdbple scattering re-
sults are shown at three levels of
the mattw used to desenbe the
scattering: (1 x 1). (3 x 3). and
the most accurate. (6 x 6). The
(1 x 1) and (3 x 3) cases are
•rxind to be supenmposeble (or
this case. (From Het. 84. * * *
similar results also appearing in
Rets. 73 and 83{b).)
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recently by Barton and co-workers using a cluster approach with SW scattering
and the Taylor series MQNE method to simplify the calculations.13S1W The
cluster method is really more appropriate to the physics of such a short-range
order probe, and we will terra it MSC—SW. More recently, Rehr and Athers14

have proposed a Green's-f unction matrix method for such MSC—SW calculations
that shows promise as an alternate approach in extensive applications by
Kaduwela et ol.**

One effect of MS first discussed by Poon and Tong2* is a defocusing of
intensity occurring in multiple forward scattering at higher energies along a dense
row of atoms, such that an SSC-PW or SSC-SW calculation along such a row
may overestimate the intensity by a factor of two or more. This is illustrated
schematically in Fig. 3b(ii). For an embedded species at some distance from the
surface but again emitting along such a row, it has mote recently been shown that
these defocusing effects may be even more dramatic.73'*2-**

Such defocusing effects have been very nicely illustrated in recent MSC-SW
calculations by Barton, Xu, and van Hove73-*1-** and by Kaduwela et a/.*1 for
emission from chains of Cu atoms of variable length. Some recent results of this
type are shown in Figs. 6 and 7. In both figures, chains of 2 , 3 , or 5 atoms with
the emitter at their base are tilted at 45° with respect to the surface of a medium
of uniform density that simply serves to attenuate the emitted waves inelastically
(see inset in Fig. 6). This geometry thus simulates the intensity distribution
expected for emission from the 2nd, 3rd, and 5th layers along a low-index [110]

. -~ UtTtTIPU (4X4)

90 80 TO 60 50 40 30 20 10 ~b
POUB ANCLE FROU SURFACE (Dejrtes)

FIGURE 7. As in Fig. 6 (bottom), but lor an energy of 100 eV
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row of Cu with (001) orientation, but without any diffraction effects due \a

scatlerers adjacent to tht row. Emission into a simple j-wave final state
approximating Auger emission is treated. Both single-scattering and fully
converged (6 x 6) multiple-scattering calculations are shown for each icase.

In Fig. 6, for ao emission energy of 917 eV, it is clear that the single- and
multiple-scattering curves are identical for the two-atom case (as appropriate to a
diatomic adsorbate, for example), but they diverge more and more as additional
scatterers are added between the emitter and the detector. For the five-atom
chain, the forward scattering peak is suppressed to only about 10-15% of its
value for single scattering. There is also a systematic narrowing of the width of
this peak as more defocussing due to multiple scattering comes into play. For
scattering angles more than about ±15* from the chain axis, the differences
between single and multiple scattering are much more subtle, as is to be expected
since strong multiple forward scattering is no longer possible directly in the
emission direction. At the much lower energy of 100 eV in Fig. 7, one expects less
strongly peaked forward scattering, as shown by the wider peaks along a polar
angle of 45*. Here again, the single-scattering and multiple-scattering results are
identical for a two-atom chain, but one sees a suppression and narrowing of the
forward scattering peak with increasing chain length that is qualitatively similar
to, but less severe than, that observed at the higher energy.

Overall, these and other recently published results by Xu and van Hove71

indicate that, for emitters in the first one or two layers of a surface and/or for
which the emission direction does not involve near parallelism with a dense row
of scatterers, a single scattering model should be quite accurate. For atoms
further below the surface and/or for emission directions along such high-density
rows, certain forward scattering features are expected to be suppressed by
multiple scattering, but single-scattering calculations should nonetheless predict
their positions with good accuracy.

An additional important multiple scattering effect pointed out by Barton ei
a/.15 is due lo strong nearest-neighbor backscattering at lower energies. This they
find in certain scanned-energy cases to significantly increase intensity due to
events of the type emitter —» neighbor —• emitter —» detector, as illustrated in

Fig. 3b(t).
A further important point in connection with such multiple-scattering,

calculations is that events up to at least the fifth order have to be included to
assure reasonable convergence."•" In fact, it is found that including only:

second-order events cao often lead to curves which are in much poorer agreement
with experiment than the corresponding first-order calculation!*4 This is similar to
the experience in EXAFS theory, in which including only lower-order multiple-
scattering corrections can yield worse results than those of single scattering.1*'*1 A
more reasonable procedure is to include events up to, say, the fifth order if the
total path length rt + rjk + rk, + • • • is less than some cutoff value of 10-
20 A.,*"-0-"-*3 although an inproved cutoff criterion has been suggested by
Kaduwcla el a/.*4

As noted previously, there is by now a considerable body of data which
indicates that useful structural information can be derived at the SSOSW or even
SSC-PW level, and we will show illustrations of this in subsequent sections.
Nonetheless, MS effects such as those described above can cause discrepancies

PHOTOELECTRON DIFFRACTION AND AUGER ELECTRON DIFFRACTION «S

between experiment and theory for certain cljvsci of system, and full MS
ireatments of both photoelectron and Auger electron diffraction are beginning to
be more often used. Several advances in the simplification of these methods, as
well as rapid improvements in computer technology, should lead to a greater
reliance on MS approaches in future work. In the examples which follow, a
variety of theoretical models have been used, and the specific approach followed
will be indicated with each set of results to permit the reader to draw his or her
own conclusions.

4. ILLUSTRATIVE STUDIES OF DIFFERENT TYPES

4.1. Small-Molecule Adsorption and Orientation
We here consider primarily the case of small-molecule adsorption as studied

by higher-energy XPD. The cases treated are thus of considerable interest in
studies of surface chemistry and catalysis, and they provide the first simple
illustrations of the utility of the forward-scattering peaks discussed in the
preceding section. Auger peaks at similar energies of about lOOOeV could also in
principle be used for such studies, but all of the cases to date involve
photoelectron diffraction.

4.1.1. CO/Ni(001)

We begin with the first system of this type studied by Petersson et a/." and
Orders et al.:" c(2 x 2) CO on Ni (001). Figure 8 compares experimental C Is

FIGURE 8. Comparison of polar-
Kan C I s XPD data from c(2 x 2)
CO on Ni (001) at a kinetic energy ol
'202 eV with SSC-PW theory. The
«*»t indicates the type ol in-
Tamoleajlar forward scattering and
•uwierence invroived. Nole defini-
•>ons of zeroth-onJer and fiist-order
•fleets, as shown also in Figs. A and
5. (From Re[. 69.)
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polar scans in two high-symmetry azimuths (normalized by dividing by the O \s
intensity to eliminate the 0-dependcnt instrument-response function) to SSC-PW
calculations for varying degrees of CO tilt relative to the surface normal.*9 The
theoretical model also includes a wagging or "fnistrated-rotalion" molecular
vibration with an rms displacement of 10 A. The experimental curves arc
essentially identical along both azimuths and show a strong peak along the surface
normal that represents about a 35% anisotropy. Comparing experiment and
theory furthermore permits concluding very conservatively that CO is within 10*
of normal for this overlayer and that it has no preferential azimuthal orientation.

The inset in this figure also indicates that, in addition to the forward
scattering or zeroth-order diffraction peak, one expects higher-order features such
as the first-order peak indicated. (These also appear in the single-scatterer
calculations of Figs. 4 and 5, where higher orders also are shown.) The first-order
peak corresponds to a In phase difference between the direct wave and the
scattered wave, or a path length difference of approximately one deBroglie
wavelength. We will further consider such higher-order features in the next case
and subsequent examples.

4.1.2. CO/Fe(00i)

A more recent and more complex case of CO adsorption is that on Fe (001).
In Figs. 9a and 9b, we show both polar and azimuthal C Is data obtained by Saiki
et al."1 from CO adsorbed at room temperature on Fe{001) so as to form
predominantly the so-called a-, state. This rather unusual species has been the
subject of prior studies by several techniques, including EELS, ESDIAD, and
NEXAT5." Its structure is of considerable interest because it is thought to be bound
in a highly tilted geometry with a significantly weakened C-O bond and thus to
be a possible intermediate state for the dissociation of the molecule. However,
the best that the till angle could be determined from NEXAFS data was 45 ± 10*,
and no information was obtained on the most likely azimuthal orientation(s) of
the molecules. It is thus of interest to see what more can be learned about such a
species from XPD.

The strong peak in the normalized C Is polar-scan results for the [100]
azimuth shown in Fig. 9a immediately permits a direct estimate of the tilt angle
with respect to the surface normal as 0,iK = 55 ± 2° (that is, with the molecule
oriented 35* from the surface). Also, the fact that this forward scattering peak is
not seen in polar scans along the [110] azimuth indicates that the preferred tilt is
along (100) directions, or into the open sides of the fourfold-hollow sites that are
the sterically most reasonable choices for the bonding location. Complementary
evidence confirming this structure comes from the azimuthal data at a polar angle
with respect to the surface of 6 = 35* in Fig. 9b- These results again show the
preferred tilt in the (100) azimuths via strong peaks along <f> = V and 90*. It is
thus concluded that the CO molecules are tilted along the four (100) axes,
perhaps in separate but equally populated domains, as illustrated schematically
for one fourfold-hollow site in Fig. 9c.

As a self-consistency check of these data, it is also of interest that the overall
effects seen in both parts a and b of Fig. 9 are of very nearly the same magnitude.
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FIGURE 9. (3) Experimental polar
scans of the C I s / O 1s intensity ratio
for the ff3 slate of CO on Fe (100). The
C IS kinetic energy is 1202eV. Curves
are shown for two azimuths: [100) (solid
curve) and | 1 , \.Q) (clashed curve), (b)
Experimental azimuthal scan ol C 1 i
intensity tor the ff3 state ol CO at a
polar angle of 35" chosen to coincide
with the peak in the [10Q| data of part
(a), (c) The bonding geometry as de-
duced from these data. (From Rel. 66.)
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That is, if the overall anisotropy as mentioned previously is measured as a
percentage by A/ / / M 1 , we find about a 14% effect in Fig. 9a and a 16% effect in
Fig. 9b. Thus, it is possible to reliably measure rather small diffraction effects
with XPD, particularly in the azimuthal data, which do not need to be corrected
for any systematic instrumental changes in intensity. By contrast, polar scans will
always be influenced by a ©-dependent instrument-response function* and must
somehow be corrected for this. Since the O U intensity is not expected to be very
much affected by final-state scattering and diffraction, using the C Lf/O U ratio in
Fig. 9a acts to normalize out any such instrumental effects.

Another useful observation from Figs. 9a and b is that the main peaks exhibit
very similar full widths at half-maximum intensity (FWHM) of 30-35°. Thus, the
resolutions for determining both the polar and the azimuthal senses of the tilt are
about the same.

The results in Fig. 9b also exhibit much smaller but quite reproducible peaks
along the (110) azimuths (that is, at d> = 45°) that could be due to scattering
from Fe atoms in the (110) comers of the hollow. A more detailed theoretical
analysis of these azimuthal results using the SSC-SW model in fact shows that
inese peaks are due to constructive addition of first-order scattering from oxygen



CHARLES S FATJLEY

-40 0 « BO 120 160
AZIMUTHAL ANGLE • (DEC.)

FIGURE 10. Experimental results of Fig. 9<b) ate
compared with theoretical SSC-SW calcuiabons o(
C i s azimuthal scans lor CO on Fe (001) Wed al
35- win respect to the sortace aloog the (100)
directions and assumed to be in four equally
populated domains. In the top ttieorebcal curve,
noFe seanereis are included. In tha tower theore-
tical curves, five Fe seatterers are added, as in Fg
9(c) The C atom is cantered in ihe fourfold hollow.
and me distance 1 with fespect to me Fe surface
plane is varied. The inset shows the ralio of the
two main peak intensities / ' / ' as a (unction cJ t
(From Bel. 86.)

(see inset in Fig. 8) and second- or third-order scattering from the corner Fe
atoms, depending upon the distance z of the tilted CO from the Fe surface. Some
results of these calculations of the azimuthal scan of Fig. 9b are compared to
experiment in Fig. 10. The top theoretical curve is from a calculation in which
only CO molecules are present; these are assumed to be present in four equally
populated domains tilted at 0 = 35°. This very simple calculation correctly
predicts the positions and approximate widths of the strong forward scattering
peaks along {100) azimuths, as well as the additional weaker first-order features
seen along (110) at 0 = 45*. However, if the five Fc nearest neighbors are also
included as scatterers (as shown in Fig. 9c) and the C atom is further assumed to
be centered in the fourfold hollow but with variable vertical distance z relative to
the first Fe layer, we arrive at what should be a more realistic set of curves. These
are striking: in that the small peaks along (110) are predicted to oscillate in
intensity, as shown in the figure inset. Comparing experiment and theory for the
ratio III as indicated yields z values of both about 0.22 ±0 .10 A and
0.63 ± 0.10 A that agree best; these z values also correspond to very reasonable
C-Fc distances of 1.6-2.0 A. Multiple-scattering calculations for this system by
Kaduwela a at.** also quantitatively confirm the single-scattering results shown
here; this is as expected in view of the high energy and high takeoff angles

relative to the surface.
Figure 11 shows-a further aspect of this analysis in which the experimental

polar scans of Fig. 9a are compared to SSC-SW theory for the two azimuths
involved and for several z distances. Polar scans are also seen to be sensitive to
both azimuth and vertical distance, with in particular the results for the (HOJ
azimuth favoring a r value nearer 0.3 A. This study thus indicates the significani
advantage of having both polar and azimuthal XPD data for such systems.

The theoretical anisotropies &/ / /„„ in Figs. 8, 10, and 11 are found to be
about 2-3 times larger than those of experiment. This kind of discrepancy has
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FIGURE 11. Comparison of experimental C I s
polar scans lor a , CO on Fe (001) to SSC-SW
theory for two azimuths and different vertical
distances 2 (From Ret. 86.)
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been found in most previous XPD studies of adsorbates* 10-"** and can be
explained by the combined effects of the following:

• Molecular vibration. This has not been included in the calculations for
CO/Fe (001) shown here, but is considered in prior work for CO/Ni (001) .""

• The presence of more than one type of emitter on the surface. For the
present case, this could be due either to the method of formation of the a-3 state
or to adsorption at defects. There could also be additional C-containing
impurities beyond those associated with CO and its dissociation products on the
surface. All of these act to diminish diffraction features relative to background
and thus to reduce the experimental anisotropy. Such effects will tend to be
present in any adsorbate system to some degree.

4.1.3. CO/Ni (110)

A final example of a molecular adsorbate system is that of CO on Ni (110),
as studied with polar-scan measurements by Wcsner, Coenen, and Bonzel.76M

For this case. Fig. 12 shows a comparison of normalized C 1J polar scans from
CO adsorbed to saturation on Ni (110) at two different temperatures of 300 K. and
120 K. The polar scans are markedly different, with the high-temperature results
being very similar to those of CO on Ni (001) (cf. Fig. 8), and thus suggestive of a
simple vertical adsorption of the CO, and the low-temperature results being
widely split into a doublet along the [001] azimuth, but retaining a weaker peak
along the normal for the {110] azimuth. The low-tempeature, higher-coverage
results have been explained by a structure in which the CO molecules are tilted
by ±21° along the [001] azimuth, as shown in Fig. 12d." This structure is nicely
confirmed in Fig. 12c, where SSC-PW calculations with an rms vibrations!
amplitude of 8° are found to yield excellent agreement with experiment.

Wesner el al."* have also considered the effect of adsorbing CO on a Ni (110)
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surface pretreated with K, which is known to act as a promoter in many catalytic
reactions. This system is found to have both vertical and more highly tilted CO
species present. Finally, the same group has made use of the temperature
dependence of the widths of peaks such as those in Fig- 12 for CO on Ni (011) to
study the anisotropy of wagging vibrational amplitudes in different azimuths.
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4.1.4. Other Syslems and Other Techniques

These simple examples thus show that XPD (or in principle also higher-
energy AED) is a very powerful tool for studying the orientations and bonding of
small molecules on surfaces, and that it is well suited to even very highly tilled
species that may exhibit enhanced reactivity and thus be important in such
phenomena as catalysis. Each of the cases discussed here is also significant in that
other surface structural probes have been applied to the same problem without
being capable of a clean resolution of the structure. Similar XPD measurements
and theoretical analyses have also recently been applied to several other systems:
CO and CHjO on Cu (110) by Prince el a/.90 and CO on Pt (111) treated with K
as a promoter by Wesner el a/."

Similar forward-scattering effects have also been seen by Thompson and
Fadley" in emission from an atomic adsorbate on stepped surfaces: oxygen on Cu
(410) and Cu (211). For this case, scattering by near-neighbor atoms up the step
face from the emitter is found to be particularly strong. Stepped surfaces in fact
represent a particularly attractive kind of system for study by this technique, since
any atomic or molecular adsorbate that bonds preferentially at the base of the
step has atoms on the step face as nearest-neighbor forward scatterers in the
upstep direction.

The use of intramolecular forward scattering also appears to have several
advantages for determining molecular or fragment orientations on surfaces in
comparison to other techniques such as high-resolution electron energy loss
spectroscopy (EELS)," electron stimulated desorption-ion angular distributions
(ESDIAD)," and NEXAFS95 or SEXAFS.14 In EELS, the presence of a titled species can
be detected by which vibrational modes are excited, but estimating the magnitude
of the tilt is difficult.*7*" In ESDIAD, the ion angular distributions for bond tilts
away from normal can be significantly distorted by image forces and ion-
neutralization effects,'71'-*4 and tilts further away from normal than 25-30°
therefore cannot in practice be measured accurately, if at all. In NEXAFS" and
SEXAFS,16 the experimental intensities of different features vary only relatively
slowly with polarization, as sin1 a or cos1 a, if a is the angle between the
radiation polarization and the appropriate molecular symmetry axis. In forward-
scattering XPD or AED, by contrast, it is the much narrower peak in the
scattering amplitude | / | near 0° (cf. Fig. 2 and Fig. 8) that controls the precision
of orientation determinations, leading to FMWHs of 25-35° for all molecules
studied to date. Comparing these values to the effective widths of sin2 tr or cos1 a
thus leads to the conclusion that forward scattering in XPD or AED should be
about 3-4 times more precise in determining bond directions. An additional
problem in NEXAFS is that a correct assignment of the pcak(s) to be studied is
necessary.

We close this section by noting that scanned-energy photoelectron diffraction
or ARPEFS also has been applied recently to the study of small-molecule fragments
such as formate (HCOO) and methoxy (CH3O) adsorbed on Cu (100). The lower
energies involved in this work imply that information on bond distances to
backscattering neighbors below the adsorbate are also derivable. Such studies are
described in more detail in the chapter by Haase and Bradshaw in Volume 2 of
(his set.
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_..IJ the Oxidation of Metals

..<..i. Oxygen/Ni{001)
Saiki and co-workers26 have carried out an XPD/LEED investigation of the

interaction of oxygen with Ni (001) over the broad exposure range from c(2 x 2)
O at 30 Langmuirs (L) to saturated oxide at 1200 L. Scanned-angle measurements
were performed with Al Ka radiation at 1486.6 eV for excitation. Although this
system has been extensively studied in the past by various structural and
spectroscopic probes ,v*~°* several questions remain as to the exact structures
formed. The combined use of XPD and LEED proves capable of answering several
of these, as well as pointing out some new features of XPD that should be
generally useful in surface-structure studies.

For example, in Rg. 13a, we show azimuthal scans of O Ls intensity at a
relatively high polar angle 0 of 46° with respect to the surface for four oxygen
exposures from the onset of sharp c(2 x 2) LEED spots (30 L) to full oxide
saturation (1200 L). The experimental curves are compared to SSC-SW calcula-
tions for a c(2 x 2) overtayer in simple fourfold sites with a vertical oxygen
distance of i = 0.85 A above the first Ni layer (the by now generally accepted
structure), for two monolayers (ML) of NiO (001) with ideal long-range order,
and for two monolayers of NiO (111) with long-range order. The dominant peaks
al 0 = 0° and 90* for the highest two exposures of 150 L and 1200 L are correctly
predicted by theory and are due to simple forward scattering of photoelectrons
emitted from oxygen atoms below the surface by oxygen atoms situated in the
upper layers of the oxide, as indicated by the arrows in Fig. 13b. These peaks
furthermore persist as the strongest features down to 30 L, indicating very dearly
the existence of buried oxygen emitters, probably in small nuclei of NiO (001),
over the full region of observation of the c(2 x 2) overlayer. The presence of
such oxide nuclei in varying degrees on Ni (001) surfaces prepared in different
laboratories is thus a likely cause of some of the previous controversy surrounding
the vertical positions of both c(2 x 2) and p(2 x 2) oxygen on this surface,**"
but XPD provides a sensitive probe of the presence of any son of buried species
via such forward-scattering effects.

Comparing the 1200-L experimental curve and the theoretical curve for 2 ML
of ideal Ni (001) in Fig. 13a for the region near <jt = 45° shows qualitative
agreement as to the existence of a region of enhanced intensity for 30° < <f> <
60*. but disagreement as to exact fine structure, with theory showing a doublet
where experiment shows a single broad peak. However, annealing this saturated
oxide to approximately 250 *C for —10 minutes to increase its degree of
long-range order parallel to the surface (as well as perhaps its thickness)91 is
found to yield a significantly altered XPD curve, with a doublet centered at
4> = 45° that is in very good agreement with theory for NiO (001), as shown in
the higher-resolution results of Fig. 14. li is also striking that the annealed oxide
overlayer shows much more fine structure and generally narrower features, even
though the dominant peaks in both the unannealed and annealed data arc Mill
those for simple forward scattering along (101) directions (i.e., at <p = 0* and
W). The theoretical curves for 2 ML or 3 ML of ideal NiO (001) in Fig 14 are
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FIGURE 14. O 1s azimuths) XPO data from tha
•ted oxide formed at 1200L exposure en Mi (001)
obtained at a high angulw resolution of ± 1 f with an
wiussran angla of 45* with respect to Die surface.
Experimental curves are shown for both the ambiert-
teroperarure oxtdo and tha samo overtayer after a brief
low-temperature «nnMl. SSC-SW calculations am «teo
shown for several c i t u : smaller five-atom and 35-atom
dusters lo simutalB toss of long-ranpa order tnd strain
and large fully converged clusters to simulate ideal NiO
growing in either the ( M l ) orientation (with 2 ML or 3 ML
thickness) or the (111) orientation (wWt 2 ML thickness).
(From Rsf. 26.)

also in remarkably good agreement with the annealed data, verifying that
annealing has produced a very highly ordered overlayer, and suggesting that the
unanncalcd oxide exhibits diffraction effects due to strain and disorder.

The data shown in Fig. 14 are different from all results presented up to this
point in being obtained at a very high angular resolution of ±1.5° or less; precise
angular resolution has in this case been obtained by using interchangeable tube
arrays of the proper length-to-diameter ratio, as discussed in detail by White et
al.33 Note the additional fine structure in the unannealed 1200-L curve of Fig. 14
as compared to that of Fig. 13a.

The bottom theoretical curves in Figs. 13a and 14 are for 2 ML of NiO (111),
an orientation of oxide growth which is also thought from LEED to coexist with
NiO (001) on this surface.97 The total lack of agreement of the NiO (111) curve
with experiment makes it dear that this is only a minority species affecting no
more than 5% of the NiO present.

In order to better understand the unannealed oxide data in Figs. 13a and 14,
we also show in Fig. 14 theoretical curves for smaller 35-atom and 5-atom clusters
of NiO (001). The previous calculations discussed involved much larger clusters
with about 100 atoms per layer to insure full convergence. The 35-atom cluster
includes atoms in about the first l{ unit cells around a given oxygen emitter; the
5-atom cluster is minimal and represents only nearest-neighbor and next-nearest-
neighbor scatterers. The results for the full 2-ML cluster and the 35-atom cluster
are found to be very close except for somewhat more fine structure in the
full-cluster curve. This is consistent with prior XPD studies which have concluded
that near-neighbor scatterers dominate in producing the observed patterns.
However, much better agreement with the unannealed oxide results is seen if
either the first-layer oxygen atoms (but not the nickel atoms) in the 35-atom
cluster are relaxed upward by 0.2 A or the effective cluster size is reduced to five
atoms. Both of these models are consistent with a highly strained unannealed
oxide overlayer of (001) orientation in which the long-range order is severely
disturbed. The LEED spots for NiO (001) in fact indicate a lattice expanded by
very nearly J relative to the underlying Ni (001) surface, as indicated schemati-
cally in Fig. 13b. Although these results do not permit choosing between these
two possibilities for stress relief in such a disordered system, they are significant
in that both the experimental and theoretical XPD curves are quite sensitive to
these more subtle deviations from an ideal NiO (001) overlayer with long-range
order. This suggests a broad range of applications of XPD or higher-energy AED
to studies of epitaxy and overlayer growth.

It is also significant in the comparisons of experimental data for annealed
oxide with theory for 2-3 ML of NiO (001) in Fig. 14 that the agreement
extends even to the overall degree of anisotropy, as judged again by A///mM . The
theoretical anisotropies are only about 1.2-1.3 times those of experiment. As
noted previously, theory is in general expected to overestimate these ani-
sotropies, in some previous cases by as much as factors of 2-3. One important
reason for this kind of discrepancy is the lack of allowance in the calculations for
atoms bound at various defect or impurity sites along or below the surface, as
these are expected to produce a rather diffuse background of intensity, thus
lowering the overall anisotropy. However, for the present case, the very good
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agreement suggests thai the annealed oxide overlayer consists of oxygen aloms
that are almost completely bound in a highly ordered NiO (001) structure.

At lower exposures, XPD has also been used to determine the c(2 x 2)
oxygen struaurt on Ni (001)." The high 6 values of Figs. 13 and 14 minimize the
effects of any forward-scattering events in emission from oxygen in the c(2 X 2)
overlayer (cf. Fig. 2), so that ihe 30-L curves here are dominated by the

(2x2)0 ooNi(OOl)
0=11.0*. AlKa

(2*2)OonNi(001)
6=8.0* AIKo

AZ-MUTH^ ANGLE* ^ ^ AZ.MUTHAl ANGIE *

BGURE 15. (3) Graiing-emission O I s suimithal data from c(2 x 2) O on Ni (001) al 6 = a*. The
experimental data are compared to SSC-SW curves for four possible Ioorlo4d-ho)k3w c(2 * Z)
structures, including the pseudobridge geometry ol Rei. 98. (b) As in (a), but 1w B - 1 ! ' . (From Rel.
26.)
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presence of a certain fraction of buried oxygen, probably in oxide nuclei.
However, at very low takeoff angles with respect to the surface of approximately
8*-15", forward elastic scattering from adsorbed oxygen becomes much stronger,
and the signal from buried oxygen is also suppressed by enhanced inelastic
scattering.* Thus, the diffraction patterns at such low 6 values are expected to be
mote strongly associated with overlayer effects.

Figure 15 shows such experimental and theoretical results for two repre-
sentative 9 values, 8* and 11,° of the four angles studied (data were also obtained
for 14* and 17"). Experiment is here compared with SSC-SW theoretical curves
for four possible c(2 x 2) structures: in-plane fourfold bonding (z = 0.0 A);
slightly-above-plane fourfold bonding (r — 0.2 A); the vertical distance in four-
fold bonding yielding the empirical best fil to experiment at that 8 value as
judged both visually and by R factors;2" and the so-called pseudobridge
geometry suggested by Demuth tt al. on the basis of a UEEO analysis.9* For this
last geometry, i = 0.8 A and the oxygen atoms are offset horizontally by 0.3 A in
the fourfold hollow toward any of the four symmetry-equivalent (110) directions.

In Fig. 15a for 8 = 8°, it is very clear that c(2 x 2) oxygen does not
occupy a position in the 0.0-to-Q.2-A range, although certain prior studies have
suggested this as the most likely bonding position.***7 Simple fourfold bonding at
z = O.SOA. by contrast, yields excellent agreement with experiment, with all
observed features being present in the theoretical curve. The only points -of
disagreement are the relative intensity of the weak doublets centered at <f> = 0°
and 90°, which is too strong in theory; and the degree of anisotropy &.IV/™,,
which is predicted to be too high by approximately a factor of 2.6. The latter
discrepancy could be due to a significant fraction of oxygen atoms occupying
defect or buried sites, e.g., in the oxide nuclei mentioned previously. Also, for
such a low takeoff angle that begins to be within the forward scattering cone at
this kinetic energy (=954 eV), there may be some defocusing and reduction
of peak heights due to multiple scattering effects; in fact, <p = 0° and 90°
are the directions of nearest-neighbor oxygen scatterers in the c(2 x 2) structure,
as shown in Fig. 16a. The pseudobridge geometry does not fit experi-
ment as well, since the relative intensity of the doublet centered at <p = 45° is
too high.

In Fig. 15b, for 6 = 11°, the two geometries close to being in plane again do
not agree at all with experiment, which is very well described by simple fourfold
bonding at an optimum z of 0.70 A. The pseudobridge geometry in this case also
differs considerably from experiment as to the shape of the two main peaks.
When these results are combined with those at the other two 6 values studied," it
can overall be concluded that c(2 x 2) oxygen does not bond in either simple
fourfold positions at 0.0 < z < 0.3 A or in the pseudobridge geometry, but does
occupy simple fourfold positions at z = 0,80 ± 0.10 A. This choice of structure is
also confirmed by an i!-factor comparison of experiment and various theoretical
curves. The z distance found here also agrees very well with several more recent
structural studies of this system.***7

A final point in connection with the results of Fig 15 is that, in order for
theory to adequately refiec! all of the fine structure seen in experiment, the
cluster used in the calculations must include all O and Ni atoms within the first
few layers of the surface (adsorbate plus two layers of Ni) and out to a relatively
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large radius of about 20 A from the emitter. The rate of convergence with cluster
size is illustrated in Fig. 16. Due to the rotational symmetry of the surface,
calculations need be performed only over the 45° wedge indicated in Fig. 16a, but
it is important to include sufficient atoms at the edge of this wedge. It is clear
from the diffraction curves in Fig. 16b that going out to only 10 A in radius does
not yield the correct diffraction fine structure. This indicates sensitivity in forward
scattering at grazing emission lo well beyond the first 3-5 spheres of neighbors.
The effective diameter of the cluster is thus about 40 A.

Thus, these results for a prototypical surface oxidation over a broad exposure
range, from ordered overlayers at partial monolayer coverage to saturated oxide,
indicate several very useful types of structural information that can be derived
from XPD (or by implication also by high-energy AED) in conjunction with SSC
calculations.
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4.2.2. Sulfur/Ni{001)

The sulfur/Ni (001) system has been much used as a test case for
surface-structure techniques because it represents a rather unique example of a
system for which there is a general consensus on a structure: the c(2 x 2)
sulfur overlayer is bound with atomic S in fourfold sites at a distance z ot
1.3-1.4 A above the first Ni plane.** Several photoelectron diffraction studies
have been made of this system,1415 "-2'125** including both scanned-angie and
scanned-energy measurements, and we will consider a few of these.

Higher-energy scanned-angle XPD measurements have been made for this
system by Connelly et al. (Fig. 44 in Ref. 9), and experimental azimuthal scans of
S 2p emission at grazing takeoff angles are found to be in good agreement with
SSC-FW calculations for the known structure. However, for a structure with this
high a distance above the Ni surface, the effects of forward scattering become
weaker, since the scattering angle from any near-neighbor Ni atom becomes
larger. For example, for the Ni nearest neighbors in the fourfold hollow, a very
low emission angle of 5° with respect to the surface still corresponds to a
minimum scattering angle of approximately 43° that is well outside of the forward
scattering cone at high energy (cf. Fig. 2). Thus, the strongest contribution to
azimuthal anisotropy is scattering from the other (coplanar) S adsorbate atoms,
for which the scattering angle is simply the emission angle with respect to the
surface. The sensitivity of such XPD measurements to the vertical S-Ni distance
is thus expected to be lower than for more nearly in-plane or below-plane
adsorption, and it has been questioned as to whether such measurements will be
sensitive enough to determine structures for any adsorbate sitting well above the
surface.* Several possibilities appear to exist for improving the positional
sensitivity for such cases: working at higher angular resolutions and taking
advantage of additional diffraction fine structure, using lower energies for which
large-angle and backscatiering are stronger, and/or using special polarization
geometries to enhance certain substrate scatterers. Some of these possibilities
thus involve synchrotron radiation, and we consider now their application to the
S/Ni case in both the scanned-angle and scanned-energy modes.

We first look at the influence of higher angular resolution. S 2p azimuthal
XPD data at a polar angle of 13° obtained by Saiki et al.l0a with a high angular
resolution of about ±1.0° are shown in Fig. 17. The data were obtained in scans
over 100" in <p and then mirror-averaged across [110] to improve statistical
accuracy, but all of the features shown were reproduced in the full scan. These
results exhibit considerably more fine structure than similar data obtained with a
±3.0° resolution, and the anisotropy is found to go up from 31% to a very high
40% with increased resolution. Also, when these data are compared with the
SSC-SW curves shown in this figure for different z positions of S above the
fourfold hollow, they exhibit a high sensitivity to position. A more quantitative
analysis of these high-resolution results by Saiki et al.'M using R factors for
comparing experiment and theory2" in fact yields a z value of 1.39 A for this
structure that is in excellent agreement with prior work. This analysis furthermore
permits estimating the first nickel-nickel interplanar distance (d12) which is
found to be expanded to about 1.86 A from the bulk value of 1.76 A Thus there
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FIGURE 17. Azimuthal XPD data lor S 2p emission from
c(2 x 2) S on Ni (001) al a kinetic energy of 10B5eV
obtained with a high angular resolution of approximately
±1.5*. The polar angle is 13* with respect to I t * strtaca.
T h * anisofropy A / / / m _ is a high 40% tor these results,
compared to only 3 1 % tor the same measurement with a
±3.0" angular resolution; the line structure is aiso con-
siderably enhanced with higher resolution. SSC-SW
calculations are shown Irx various distances z of the S
above the Ni surface. (From Re!. 100.)

is considerable potential in using high-energy measurements with high angular
resolution, even for adsorption at large z distances above approximately 1.0A.

Going to lower energies with synchrotron radiation in such azimuthal
measurements also has potential for such studies. We show in Fig. 18 results for S
Is emission from the c{2 x 2)S overlayer on Ni (001) obtained by Orders ef a/."*
Here, the experimental geometry was chosen so that the polarization vector

FIGURE 18. Synchrotron radiation excited
S 1 * intensity from c<2 x 2) S on Ni (001)
al a kinetic energy o( 282 eV. The oeometry
chosen emphasized nearest-neigribor
backscattering because the polarization
vector was oriented directly toward the
relevant Ni nearest neighbor, as shown in
the inset al upper right. SSC-PW calcula-
tions lor three possible adsorption sites ol
bridge, alop, and fourfold are shown as
dotled curves. The dashed-dotted fourfold
curve involves a more eoneel inclusion ol
correlated vibrational effects. (From Rets.
I9(b) and 101.)
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was directed rather precisely toward nearest-neighbor Nr atoms for certain
azimuthal positions in a <p scan. Backscattering from this type of Ni atom should
also be rather strong at the photoelectron energy of 2S2 eV chosen (cf. Fig. 2)
This energy is nonetheless high enough that a single-scattering model should still
be reasonably quantitative. The experimental data is here compared with
SSC-PW calculations for three different bonding sites (bridge, aiop, and
fourfold) with reasonable S-Ni bond distances, and the correct fourfold site is
clearly in better agreement with experiment. The agreement is also significantly
improved if a more accurate allowance for correlated vibrations is included in the
SSC calculations, as shown by the dashed—doited curve.101

However, a note of caution is in order concerning the use of different
polarization orientations, since experimental and theoretical work on S/Ni by
Sinkovk et al."' indicates that a geometry in which the polarization is nearly
perpendicular to the electron emission direction (instead of parallel, as in Fig IS)
increases the importance of multiple-scattering events and causes more significant
deviations from a simple theoretical model. This is thought to occur through a
weakening of that portion of the photoelectron wave emitted directly in the
detection direction in comparison to the various scattered waves that can interfere
with it. The intensity distribution is thus produced by the interference of direct
and scattered waves that are all of the same magnitude, a situation rather like
that in LEEO where all contributions to intensity arc those due to relatively weak
backseat tering; thus, MS effects might be expected to be more important. In most
photoelectron and Auger experiments, the direct-wave amplitudes are stronger
than those of the scattered waves, and it can be argued that this is a fundamental
reason for the higher degree of applicability of a single-scattering approach.

Finally, we consider scanned-energy or ARPEFS measurements on S/Ni (001)
of the type pioneered by Shirley and co-workers.*-" In ihis type of experiment,
an adsorbale core intensity is measured as a function of fiv in a fixed 6, <p
geometry, and the resulting exAFS-like oscillations are analyzed in order to derive
the adsorbate position. The data are usually analyzed as a normalized x(E) or
%{k) function. Figure 19 shows typical experimental data of this type in a
normal-emission geometry, for S Lr emission from c(2 x 2) S/Ni (001)."
Allowance has been made here for the interference between the S Auger peak at
155-160 eV and the S Ls photoelectron peak. These results are compared to both
MSC-SW calculations by Barton and Shirley" in Fig. 19a and SSC-SW
calculations by Sagurton et al." in Fig. 19b. The agreement is very good for both
sets of theoretical curves, provided that the first nickel-nickel intcrlayer distance
(da) is relaxed outward from the bulk value of 1.76 A to 1.84 A (cf. the two
theory curves in Fig. 19b). This interlayer relaxation, as first pointed out by
Barton and Shirley, thus illustrates the high sensitivity of pholoelectron
diffraction to subtle structural changes on the order of 0.10 A or less.

It is also clear from this figure and other work on the S/Ni system*1-21 that
both the single-scattering and multiple-scattering approaches describe the ex-
perimental results well and that they also lead to very similar structural
conclusions, with only the perpendicular distance for S being different by 0.05 A
between the two analyses. Thus, although the MSC-SW approach is certainty in
principle more accurate and does lead to xW amplitudes in belter agreement
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with experiment, the SSC-SW method appears capable of a usefully quantitative
description of the observed oscillations and fine structure.

Another aspect of this analysis noted by Barton and Shirley15 is that
nearest-neighbor backscatteriag followed by emitter forward scattering <cf. Fig.
3b—i) can be an important factor in producing the full amplitude of the ARPEFS
oscillations at low energies. This may be the reason why the single-scattering
curves in Fig. 19b have lower amplitudes, although a different allowance for
vibrational effects also could play a role.31

An additional useful aspect of such ARFEFS data is in being able to Fourier
transform r(/c) curves to yield peaks which are for some (but not necessarily all)
of the strongest scatterers rather directly related to interatomic distances via the
path-length difference and the scattering angle (cf. Pq. (10)]. The degree to which
Fourier transforms can be used in this way is discussed in detail elsewhere.11'23

However, AKFEFS Fourier transforms (FTs) need not be as simply associated with
certain spheres of neighbors as are those of EXAFS and SEXAFS; the reason for this
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is the potentially large number of scattering events and various possible scattering
angles that can be associated with a given region in the transform.2' Nonetheless,
such FTs have been used lo rule out certain structures as part of a more detailed
structure determination; we consider such an example in the next section.

4.2.3. Sulfur/Cr(001)

We now turn to a recent study of c(2 x 2) S/Cr (001) by Terminello et al™
that serves to represent a state-of-the-art analysis of scanned-energy or ARPEFS
data. In this work, S Is intensities were scanned as a function of energy up to
about 475 eV above threshold; two different emission directions were studied;
[001] and {Oil], with polarizations oriented in general along the emission
direction (35°off normal toward [Oil) for [001) emission and along [Oil] for [Oil]
emission). Special care was taken to avoid spurious energy-dependent effects in
the measuring of intensities, with normalization being needed for both the
incident photon flux and the transmission function of the electron-energy
analyzer. As for S/Ni (001), the interference between the S Auger peak at
155-160 eV and the S Is photoelectron peak was allowed for by carefully
subtracting out the former. Fourier transforms of the data were made, with the
inner potential being treated as an adjustable parameter and the x{k) data being
multiplied by a Gaussian window function to reduce ringing effects in the final
FTs. The strongest peaks in these transforms were then taken to be semiquantita-
tively indicative of certain near-neighbor path-length differences; this analysis
thus implicitly assumes that the single-scattering Eq. (10) represents a good
first-order description of the diffraction and that there are no significant
interferences between the effects of different near-neighbor scatterers. The
approximate geometric information from the FT peak positions was found to
point to the fourfold-hollow site as the adsorption position.

The final quantitative determination of the site type and the structure was
made by directly comparing the experimental z(Jt) curves (Fourier filtered to
remove effects due to path-length differences beyond about 20 A) with multiple-
scattering cluster calculations using spherical-wave scattering. As one example of
these results. Fig. 20a compares experimental curves along the two directions
with curves calculated for.S adsorbed on three types of sites. It is very clear here
that the fit is best for the fourfold site (cf. similar comparison for the
scanned-angle S/Ni results in Fig. 18).

Pursuing the fourfold site further by means of an rt-factor comparison of
experiment and MSC-SW theory, the authors derive a geometry that includes a
determination of S-Cr distances down to the fifth layer of the substrate. Some of
the results of this R-factor analysis are shown in Fig. 21. It is interesting here that
the two sets of data for emission along (001) and [Oil] azimuths and with
polarization nearly parallel to each emission direction are complementary in their
sensitivities to different structural parameters. The jOOl] results are much more
sensitive to the Gyatop position because strong single and multiple backscatter-
ing can be involved (cf. Fig. 3b-i). By contrast, the [Oil] data is much more
sensitive to the Cr2-open position for the same reason. The polarization
orientations enhance these effects by preferentially directing the initial photo-
electron wave toward these scatterers (cf. Fig. 3a). The final results of this
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/{-factor analysis show an 8% reduction of the mean separation of the first and
second Cr layers (compare the 3% expansion in similar S/Ni results in Fig. 19)
and further suggest a slight corrugation of the second layer and a slight expansion
of the separation of the second and third layers, although the latter are not fully
conclusive within the error limits of 0.02-0.03 A estimated by the authors.
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A further important point made in this work is that the x(.k) curves exhibit
fine structure associated with path-length differences out to about 20 A. Such fine
structure in ARPEFS data and the need to use rather large clusters of up 50-100
atoms to adequately model S/Ni data have also been discussed previously (see
Fig. 19 and Ref. 21). The work by Terminello et at. shows this explicitly by
comparing experimental xW curves for S/Cr with MSC-SW curves that have
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been cut off at both 10 A and 20 A total scattering lengths; these results are
presented in Fig. 20b, where it is clear that the fine structure in experiment is
better modeled by the 20-A curve, especially for wave vectors above about 7 A' ' .
This sensitivity permitted a final determination of Cr layer spacings down to that
between the fourth and fifth layers, although the accuracy decreases from an
estimated ±0.02-0.03 A for the first three spacings to ±0.07 A for the fourth
spacing measured. It is, finally, worth noting that the approximately 20 A limit
noted here is in the same range as that found in the higher-energy scanned-angle
O/Ni results presented in Fig. 16. Thus, both methods seem to have similar
sensitivity to more-distant neighbors.

This work demonstrates the full power of the scanned-energy approach,
provided that the initial intensities are measured carefully and that the final
results are analyzed by means of a quantitative comparison of experimental x(k)
curves with calculations for a range of choices of geometrical parameters. A very
similar analysis has been carried out for the system c(2 x 2) S/Fe (001) by
Zhang et al.m Although much more time-consuming multiple-scattering calcula-
tions were used for all of the geometries tried in these cases, it should be possible
in general lo do a much more rapid search for promising geometries in single
scattering, with only fine tuning of the parameters then being required in multiple
scattering.

4.3. Epitaxial Oxide, Metal, and Semiconductor Overlayers

4.3.1. NiO/Ni(001)

Although Ihe case of NiO grown on Ni (001) considered in the previous
section does not represent perfect epitaxy, the degree of agreement between
experiment at 1200 L and theory in Figs. 13a and 14 clearly shows that the
predominant form of NiO present is of (001) orientation. Certain structural
conclusions concerning the form of this oxide and its degree of long-range order
before and after annealing have also been made (section 4.2.1 and Refs. 26b,c).
An analysis of the LEED spot patterns (including a splitting of the NiO (001)
spots and corresponding XPD data in fact suggests a two-dimensional super-
lattice growth of NiO (001) with a lattice constant expanded by exactly 1 with
respect to the underlying Ni substrate (cf. Fig. 13b). Although i " " patterns for
the unanncaled oxide also exhibit a 12-spot ring throught to be due to NiO
(111),*7 the XPD results of Pigs. 13a and 14 indicate that it is at most a minority
species of the total NiO present, since NiO (111) would produce 12-fold
symmetric XPD patterns (bottom theory curves in Figs. 13a and 14) that are not
seen experimentally. This example thus indicates a very useful sensitivity of
high-energy XPD to the orientation of an epitaxial overlayer and its degree of
short-range order under various conditions of annealing and deposition.

4.3.2. Cu/Ni (001) and Fe/Cu (001)

We now consider two very different limits of metal-on-metat epitaxial growth
taken from some of the first experimental studies in this field, those by Egelhoff
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and co-workers and Chambers and co-workers: pseudomorphic epitaxial growth
of Cu on Ni" ' 0 ) and island formation by Fe on Cu (001).ltM

Figure 22 illustrates high-energy AED for the first case of Cu on Ni (001).
The different near-neighbor forward scattering events allowed as each new Cu
layer is added are illustrated by the arrows in Fig. 22a. In Fig. 22b, experimental
data from Egelhoff" are compared to theoretical SSC-PW curves from Bullock
and Fadley." In Fig. 22c, some of the same experimental data are compared to
very recent multiple-scattering calculations by Xu and van Hove."

In Fig. 22b, the relatively abrupt appearance at certain overlayer thicknesses
of forward-scattering features such as those at 9 = 45' and 90° (normal emission)
can be used as a direct measure of the number of overlayers in the range of about
0-3 ML. Comparison with Fig. 22a also shows that the appearance of each of
these two peaks corresponds to the onset of forward scattering by the two nearest
neighbors encountered in this polar scan from [100) to [001], The simple origin of
these two peaks has also been directly verified by comparing SSC calculations
with and without these important scatterers present."

Thus, simple forward scattering peaks from nearest and next-nearest
neighbors are very useful in studies of epitaxy, as we have also discussed for the
oxide case in the last section. However, the interpretation of weaker features
such as those at <p •= 20° and 70° in Fig. 22b need not be so simple. Calculations
with various atoms removed from the cluster show that these have more complex
origins which require at least a full SSC calculation for their explanation." For
example, the peak near 70° is a superposition of simple forward scattering by
atoms along [103] and [102] and, more importantly, first-order effects (cf. the
inset of Fig. 8) from the atoms along [001] and [101]. Thus, for atoms that are
further away than the first three or four spheres of neighbors, a mixed origin
in forward scattering and higher-order interference effects is generally to be
expected. This conclusion has also been confirmed in a recent analysis by
Osterwalder et al.** of an extensive set of high-resolution Ni 2pvl data from bulk
Ni (001) that we discuss further in section 5.1.

Figure 22a also makes il clear that, in pseudomorphic growth with the lateral
lattice constants locked to those of Ni, the vertical spacing of the Cu layers will
determine the 9 position of the peak near 45°. A i l * change in this peak position
from 45° would correspond to a ±0.12-A change in the vertical lattice parameter
or a ±0.06-A change in the interplanar spacing. This sensitivity has in fact
recently been used by Chambers el at.1*"1 to measure the degree of outward
vertical relaxation in thin Cu overlayers on Ni (001). It should thus be possible to
measure interlayer spacings with accuracies of better than 0.1 A in this way3*-"'"
although doing some sort of theoretical modeling at least at the SSC-PW or
SSC-SW level (as Chambers et ai. have done11) is advisable to verify peak
origins, shapes, and predicted shifts with relaxation. Using higher angular
resolution also should be beneficial for such studies by making it possible to
determine forward-scattering peak positions more precisely.

The main point of discrepancy between experiment and SSC-PW theory in
Fig. 22b is that the peak for forward scattering along the nearest-neighbor [101]
direction has a relative intensity too high for thicker overlayers by about a factor
of about 2. As-expected from the prior discussion of Fig. S, using spherical-wave
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Cu 3p photoelectron intensity, (c) The same ex-
perimental data ana compared to multiple-scattering
cluster calculations. (From Ref. 73.)
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scattering in the SSC model is found to significantly improve agreement for this
relative intensity by reducing it to about ] of the magnitudes seen in Fig. 22b for
thicknesses >3.0 ML506; it is nonetheless still too high by 1.3-1.5 times in
comparison with experiment. The remaining discrepancy is due to multiple
scattering effects, and the calculations of Fig. 22c include ihe additional
defocusing of intensity along the [101] direction. Much more quantitative
agreement with experiment is obtained here. However, even though certain
forward-scattering peaks may have their relative intensities decreased by multiple
scattering, it should nonetheless still be possible to use the peaks along (001] and
[101] in the simple way described in the preceding paragraphs to monitor
overlayer thicknesses and determine interlayer relaxations.71-71

A more recent paper by Egelhoff"" has also looked experimentally at a
single pseudomorphic Cu (001) layer on Ni (001) buried under various numbers
of Ni (001) overlayers. In this work, the attenuation and broadening of certain
features with increasing layer thickness is interpreted as evidence of stronger
multiple-scattering effects in emission from greater depths. Although the defocus-
ing effects seen in the MS results of Fig. 6 make this a plausible conclusion,
Herman ex oi.loi have made SSC-SW predictions for the cases studied, and these
are found to show very similar attenuation to the experimental data. As one
example of this comparison of experiment and SSC-SW theory. Fig. 23 shows
results for the 917 Auger peak; the experimental data have been corrected for the
6-dependent instrument response by dividing by the curve for a single Cu

6 (Relative to Surface)
90*

3 P ^ Cu (00,) tayer

th.cknesses (From Ref. 105 ) °"m*'°" ° ' t h e
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monolayer with no overlying Ni (shown as "OML"). Although the relative
intensity of the peak at 45° compared to that at 90° is again predicted in theory to
be too high, the trends in experiment as the Ni overlayer is increased in thickness
are surprisingly well reproduced by the SSC calculations. In particular, the
change in the absolute intensity of the peak at 45" with thickness is well
reproduced by the calculations, and its final broadening out and diminution of
importance in comparison to the peak at 90° is also correctly predicted.
Discrepancies noted axe that the broad, flat feature seen in experiment at about
70* is not fully developed in the single scattering theory and that an initial
narrowing of the peak along 45* that may be due to multiple-scattering effects (cf.
the discussion of Fig. 6 and Fig. 22c) is not seen. Experimental errors of as much
as ±10-20% in measuring the number of monolayers (cf. calculated curves at
other thicknesses), as well as the possible presence of defects in the growing Ni
layer,11*'* could also affect the agreement between experiment and theory. More
recent multiple-scattering calculations for this buried-monolayer system by Xu
and van Hove" and by Kaduwela et al.** yield a more quantitative description of
the decrease in intensity of the peak at 6 = 45°, although the experimental
overlayer thicknesses have to be decreased by from 0.6 to 1.5 ML in the
calculations to yield optimum agreement. However, on going to thicker over-
layers on the order of ten layers, there is still a stronger peak in MS theory than
in experiment near 8 = 70*.

Thus, although such a deeply imbedded emitter layer clearly represents an
extreme case of the type shown in Fig. 3b-ii , for which multiple-scattering effects
ought to be maximized, the case for these data definitely exhibiting such effects is
not as strong as might be expected, and the SSC approach still yields at least a
semiquantiutive description of the data.

A final note of caution in connection with this study'01 concerns the idea that
classical trajectories can be used to predict when and how multiple scattering will
be important in AED or XPD. Although classical arguments can be didactically
useful once the correct answer is known, taking them further seems to be very
risky, particularly when the quite simple and wave-mechanical SSC model is
already available for comparisons to experiment and to more-accurate calcula-
tions including higher-order multiple scattering.

We now mm to the second system: Fe/Cu (001) as studied by Chambers,
Wagener, and Weaver10*" and by Steigerwald and Egelhoff.10*" Figure 24 shows a
similar set of AED data from the latter study for the case of Fe deposited on Cu
(001) at ambient temperature and compares it to results like those in Fig. 22b.
It is striking here that coverages of one monolayer or less (even down to 0.1 ML)
already exhibit the strong forward-scattering peak at 45' characteristic of fee Fe in
islands or clusters at least two layers thick, as well as the beginning of the peak
along the surface normal associated with three-layer structures. In fact, the 1-ML
Fe curve looks very similar to that for 3.3 ML of pseudomorphic Cu in Fig. 22b.
These results'0** and a more detailed set of polar and azimuthal data discussed by
Chambers ei al.'°" thus show that at least the first one or two layers of Fe grown
under these conditions have a strong tendency to agglomerate on Cu (001), a
conclusion that has important implications for the magnetic properties of such
overlayers.1" This work nicely demonstrates the general usefulness of such
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FIGURE 24. Experimental polar
scan data tor Fe Zpz/Z emission al
780 eV from Fe deposited al 3mbien1
temperature cm Cu (001). Data lor
both 0.1 ML and 1ML total oover-
ages are compared to similar results
(or Auger emission Irom Cu depos-
ited up lo 1 ML and Z ML on Ni
(001); cf. Fig, 22(t>). Note the pre-
sence of strong toward scattering
peaks at 45* in both Fe curves and
the beginning of a peak along normal
(or the I-ML Fe data. (From Ref.
104{b). wflh more detailed polar and
aximuthal data appearing in Ret.
104{a(]
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scanned-angle measurements for detecting the presence of island or cluster
formation, as discussed further in section 4.5.

4.3.3. Fe/GaAs (001)

We now consider another example from the work of Chambers et al. m - b in
which Auger electron diffraction has been applied to the growth of epitaxial
layers of Fe on GaAs (001). This system has been studied extensively because of
its interesting magnetic anisotropies in the surface plane, as first discussed by
Krebs, Jonker, and Prinz.'06 It is complicated by the fact that outward diffusion of
As is thought to occur, even though at the same time the Fe atoms appear in irun
to be growing in (001) epitaxy. A polar scan in the [100] azimuth of the
LsMtm5M<s Fe Auger peak at approximately 710 eV kinetic energy provides
further information on how this might be occurring, as illustrated in Fig. 25.
Here, the experimental AED curve of Chambers et al. for a 10-ML Fe overlayer
on GaAs is compared to an analogous experimental Fe 2 / J ^ XPD curve for a
clean bec Fe (001) surface due to Herman et ai.im; the XPD peak furthermore
has a kinetic energy of about 780 eV, very close to that of the Auger peak, so that
the two diffraction patterns would be expected to be very similar for a given
crystal structure. In fact, the two experimental curves are very different, wiih the
bec Fe (001) showing a much lower intensity for the peak along [101] and
different fine structure at polar angles of about 15-30° and 60-75°.

Also shown in Fig. 25 are SSC-PW theoretical curves for three overlayer
crystal structures: bec Fe with a = 2.82 A [the bulk-lattice constant which also
gives a very good match to the GaAs (001)}, primitive cubic (pe) Fe with
« = 2.82 A, and fee Fe with a « 2.82 A. It is clear that (he fee calculation gives
the best agreement with the Fe/GaAs experimental data as to both the relative
intensity of the [101J peak and the fine structure. The calculations for the other
two structures seriously underestimate the intensity of the peak along the [101]
direction. The bec calculation also agrees besi with the XPD curve from clean Fe
(001). particularly as to the relative intensities of the weaker features from
8 - 15° to 75°, even if all of the fine structure is not correctly predicted. All
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FIGURE 25. Experimental polar scan of the Fe LMM Auger intensity at 703 eV from tOML of F»
deposited on GaAs (001) (solid curve) is compared to theoretical calculations lor various Fe lattices
(dashed curves). (From Ret, 12(b).) The Scans are in the [100) azimuth (<p =- 0*), with the dueOionj
11011 and (001) ireScated The calculations are at me SSOPW level, and they a n shewn lor Fe in
three crystal structures: bcc, pc (primitive cubic), and /be (which is proposed to be txx Fe with As
atoms outwardly diffused into the tee interstitial sites). Also shown for comparison is an experimental
polar scan tor bulk Fe (COT) in the same azimuth (dot-dash curve) horn a separate study- (From rel.
107.)
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calculations predict a strong peak along the normal or [OOlJ direction, this is due
to forward scattering from atoms with a closest spacing of 1.000a for all three
structures. Along the [101] direction, by contrast, the fee structure has nearest-
neighbor scatterers at a distance of a/v2 = 0.707a (cf. Fig. 22a) whereas, in the
bcc and pc structures, the nearest scatterers are twice that distance away at
V2a — 1.414a. This explains the stronger forward-scattering peak along {101] in
the fee theory.

The combined experimental and theoretical results in Ftg. 25 thus suggest
thai the local structure in Fe/GaAs has scatterers that are at the fee positions.
These results have been explained by the interesting proposalIU* that the
outward-diffusing As atoms occupy the face-centered positions in a bcc Fe lattice
so as to yield an overall AED pattern that is essentially fee in nature. Although
Fe and As are slightly separated in atomic number (26 and 33, respectively) so
that the atl-Fc calculations of Fig. 25 axe not in that case strictly correct, the
forward-scattering strength that is dominant at these energies is not a strong
function of atomic number (but rather of atomic size, as noted in section 3.1.3),
and thus these theoretical simulations should be reasonably accurate for the
hypothesized structure as well.

This work thus illustrates another aspect of higher-energy AED and XPD
that should be generally useful in studying the detailed structures of complex
epitaxial overlayers that may have impurities present, such as atoms diffusing
outward from the substrate or inward from the surface. An obvious complemen-
tary and useful type of data that could be derived for such a system would be to
look at the AED or the XPD of the impurity. For the example of Fe/GaAs, if the
hypothesized structure is correct. As also should show an fee type of diffraction
pattern, although perhaps weaker or with less fine structure if it is preferentially
segregated to the surface of the Fe overlayer. Another recent example of this
type is a combined AED/XPD study of dopant P and Sb atoms in Ge epitaxial
layers on GaAs (001) by Chambers and Irwin;1" here P was found to occupy
lattice sites, whereas Sb was segregated to the surface.

4.3.4. ^ . . . C

As a final example of an epitaxial system, we consider a recent scanned-angle
XPD study by Granozzi, Herman el al.ias of Hg ,^ ,Cd I Te( l l l ) grown by
liquid-phase epitaxy. This sample underwent transport at atmospheric pressure
before being studied and was minimally ion-bombarded so as to remove a thin
oxide layer from the surface. It was not subjected to bakeout or annealing after
ion bombardment, to avoid depleting Hg from the surface region. At the time of
measurement, the value of x was approximately 0.4. In spite of the less-than-ideal
surface expected to remain after such a treatment, XPD modulations of
W / / , , , " 15-25% were seen in all of the major phoioelectron peaks observable
(Hg4/7 n at a kinetic energy of 1383 cV, Cd dsn at 1078 cV, and T e S ^ at
°10eV). Qualitatively comparing Hg, Cd, and Te diffractions curves immediately
indicated that the Hg and Cd atoms were occupying similar lattice sites, as
expected
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As another more subtle structural problem resolvable from this data, ihe
question of the nature of the termination of the surface also was addressed. That
is, was the surface terminated preferentially with double layers having cationic Cd
(or Hg) on top and anionic Te on the bottom (tenned Model A) or with the
reverse (tenned Model S)? Comparing the azimuthal XPD patterns for Cd and
Te obtained at several polar angles with SSC-SW calculations for both Models A
and B penniu determining the dominant type of tennination, even for a surface
that probably has a reasonable amount of damage on it. Some of this data is
shown in Fig. 26, where Cd emission at 6 = 19* and 35° (both chosen to pass
through near-neighbor scattering directions) is considered. It is dear that, for
both angles of emission, the agreement between experiment and theory as to both
visual fit and R factor"" is much better for a Model A termination; peak relative
intensities, positions, and fine structure are much better predicted. Similar
conclusions can be drawn from analogous Te azimuthal scans.

As one further aspect of this study, we consider the forward scattering origin
of the various major peaks observed in Fig. 26 with the aid of Fig. 27, which
indicates the several near-neighbor forward-scattering events possible in a surface
terminated as in Model A. For the data at 0 = 19°, the effects of the event
labelled as 8 = 19°, d> = 0° are clear in both experiment and theory. For the data
at 6 - 35*. the principal peaks are due to events of the types labelled $ •= 35°,
4> = 60* and & = 30*, 4> = 30°, 90*.

The analogous Te curves at these polar angles are very different from those
of Cd in both experiment and theory, with peak shifts and relative intensity
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FIGURE 26. Al Kir-«xdted uimuthaJ
tears of Cd 3dt* intensities from
H9,.JCd,Te(1i1) (x -0 -4 ) at polar
angles o( (a) 19* and (b) 35* passing
through or very dose to torward-ieattenng
low-index directions shown <n rig. 27
as 6 - 18-. * - 0 \ 6 - 3S\ • - 60",
and 0 - 30*. ip - W , W . Ateo shown an
SSC-SW t u w (or ttw two possible sur-
face tenninatons (Modal A - Cd or Hg on
lop, Model B - Te on top), together with fl

factors comparing experiment and theo«y.
(From Ftef. 10B.)
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FIGURE 27. Perspective view or the unreconstructed <111) surtace ol Hg,, ,Cd.Te (111) in the
Model A surface termination ol Fig. 26. with the 8, <p coordinates of various near-neighbor/low-index
directions alopa. which forward scattering might be expected to be strong. Tnese directions would be
the same for the unreconstructed (111} surfaces of any material with the zinctjlende or diamond
structure, as will be used later in discussing Fig. 36.

changes. In particular, the peaks at 6 = 35°, rf> = 30,° and 90° for Cd disappear
in Te and are replaced by two weaker features at 0 = 35°, <p °~ 38° and 80°. This
is easily explained, since Fig. 27 shows that, in an ,4-tvpe tennination, the peaks
that disappear are only strong forward-scattering events in the first double layer
for Cd emission; thus, they are not expected to be seen for Te.

Inspection of other azimuthal data of this type shows that most of the strong
features can be assigned an origin in the various simple near-neighbor forward-
scattering effects illustrated in Fig. 27, although it is again important to realize
that higher-order interference effects can significantly influence the intensities due
to forward scattering by atoms further from the emitter (cf. the discussion of Fig.
22 and, below, Figs. 37 and 38).

This study thus illustrates the further use of higher-energy XPD for epitaxial
systems, for which bonding sites of substitutions! atoms and the type of surface
tennination of a compound semiconductor can be determined.

4.3.5. Diffraction Effect in Quantitative Analysis and Photoeleciron-detected
EXAFS

We conclude this discussion of epitaxial systems with two notes of caution
concerning the Strong diffraction effects that are expected in either photoelectron
or Auger emission from well-ordered lattices.

Diffraction Effects Must Be Carefully Allowed for in Any Attempt to Do
Quantitative Analysts of Surface Composition. Methods of correcting for such
effects have been considered by both Connelly et al.. for simple adsorption on a
metal,"" and more recently for semiconductor surfaces by Ainot et al.110 Not
adequately allowing for such effects can lead to errors of as high as ±50% in
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measured stoichiometries! Some of the methods for such corrections are
averaging over diffraction curves obtained in more than one polar or azimuthal
scan, taking advantage of the crystal-structure symmetry to find scans in which
different constituents will have nearly identical diffraction patterns (e.g., this is
possible in the zincblcnde structure110), or using theoretical calculations to try to
determine directions in which diffraction effects can be neglected.

By contrast, a potentially useful aspect of diffraction effects for surface
analysis is in monitoring intensities along different directions as a function of
coverage during epitaxial growth, as suggested by Idzerda et al."7 Model
calculations of such curves in the SSC-PW model suggest that it should be
possible to resolve the completion of the first few layers of growth.

The Use of Pkotoeiectron Intensities to Monitor EXAFS-like Oscillations
Requires Sufficient Angular Averaging. The idea of using pholoelectron inten-
sities to measure EXAFS oscillations for near-surface species has recently been
proposed by Rothberg et al.m and applied to semiconductor systems by
Chotidhary et at 1 1 1 It is clear from the strong oscillations of up to 70% seen in
scanned-encrgy photoelectron diffraction and their dramatic dependence on
emission direction (cf. Fig. 20) that an adequate averaging over direction must be
undertaken to yield something related to the 4JI-averaged EXAFS signal. Although
this b automatic for disordered or polycrystalline systems,1" it is problematic in
single-crystal studies. Lee41 has in fact questioned on theoretical grounds whether
even the maximum 2JT averaging possible in photoemission for such cases is
sufficient to yield the EXAFS limit. Nonetheless, preliminary experimental results
of this type"2 using the modest type of averaging inherent in the conical solid
angle of a cylindrical minor analyzer (CMA) appeal to yield EXAFS-like data.
However, it is the author's opinion that a. single-geometry CMA measurement
does not represent sufficient angular averaging to reliably yield the EXAFS limit
and that the close similarity of these result to EXAFS data may have a fortuitous
component. Perhaps measuring intensities for several different orientations of the
specimen with respect to the analyzer would improve the reliability of this
approach, but it is not clear that this has been done to date. The solid-angle
averaging of a particular analyzer could also be checked by carrying out SSC
calculations over the directions involved and summing these intensities, as was
done recently by Idzerda et al. in another context.*7

Overall, both XPD and A E D thus have considerable potential for the study
of the morphology of the first 1-5 layers of an epitaxial system. The strongest
peaks arc expected to be directly connected with simple forward scattering from
the first few spheres of neighbors around a given emitter. Weaker features may
involve a superposition of several types of scattering events. Thus, a quantitative
analysis of the full intensity profile will require calculations at least at the SSC
level. Predicting peak relative intensities con-ectly if emission along a dense row
of atoms is involved may also require the inclusion of multiple scattering.
However, much useful information about the surface structure, layer thickness,
morphology, impurity-site type, and surface termination should be derivable from
a consideration of the possible strong forward-scattering peaks due to the nearest
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neighbors (cf. Figs. 22 and 27) combined wiih theoretical modeling at the single
scattering level.

4.4. Metal-Semiconductor Interface Formation

We now consider two recent examples of the application of higher-energy
XPD to the study of metal-semiconductor interface formation. This kind of XPD
study was pioneered by Kono and co-workers, and more detailed discussions
appear elsewhere, including work on other metal-semiconductor
combinations.*''1 "•'" The examples chosen here both involve the initial stage of
metal reaction with Si surfaces and represent structures over which controversy
still exists. The examples differ in the final structure proposed. The first case,
KJSi (001), is a meta! overlayer relatively far above the Si surface. The second
case, Ag/Si (111), is a metal layer nearly coplanar with the first Si layer. This
strongly affects the degree and manner in which forward scattering by Si or metal
atoms influences the observed diffraction patterns.

4.4.1. K/Si(001)

In this study by Abukawa and Kono,1'" azimuthal K 2p XPD data have been
obtained for the structure formed by depositing K to saturation onto the Si (001)
(2 x 1) reconstructed surface. The substrate surface is thought from a number
of previous studies to consist of rows of dimers, as shown by the small open
circles in Fig. 28. The most-often-discussed model for the potassium structure on
this surface is the so-called one-dimensional-alkali-chain (ODAC) model illus-
trated in Fig. 28a; it corresponds to a j ML coverage, and leaves open grooves
adjacent 1o each high-lying row. However, there is still considerable controversy
surrounding the structure of K adsorbed on Si (001), and this geometry has not
been directly determined."3 There is also disagreement as to what constitutes the
saturation coverage of K on the surface. lt4-11I1>

U)ODAC MODEU (b) DL MODEU

FIGURE 28. Schematic illustra-
tion of two structural models
lor the Si (001) (2 x 1) surface
saturated with K; (a) one-
rtmanaonaKalkali-chain (OOAC)
model, <b) double-Uyer (DL)
model proposed from an analysis
of uimuthal XPD data (see Fig
29). Silicon dinms appear along
me [ 1 . - 1 , 0 ] rows In both mod-
els. Each model can exist in two
domains rotated by 90' with
respect to one another. Some
strong lorward-scanering direc-
tions in the DL model are sttown
by arrows. (From Rei. 114.)

SIDE VIEW SIDE VIEW
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Even before considering the actual XPD data, we note that, if only atoms of
type K, in the ODAC structure are present, the diffraction patterns would be
dominated by forward scattering from other K, atoms, and this would further-
more be strong only for very low 8 and along the (1 , —1,0) rows for which the
interatomic distances are shortest. The Si atoms should play only a minor rote,
perhaps producing fine structure in the azimuthal curves for very low takeoff
angles.

A set of azimuthal experimental data for this system with emission angles
relative to the surface of 14°-22* is shown as the points in Fig. 29. The strongest
peak is seen along {100) for a relatively high value o ( S = 14*, an observation
which already seems al odds with the ODAC model. Considering also the
experimental anisotropy & / / / „ , (scale along left of figure), we see that it can be
as high as about 30%, a value which is significantly above those expected in
general for such bigher-0 scattering from neighbor atoms that are either all
in-plane or all below-plane relative to the emitter (cf. Fig. 15 for c(2 x 2) O/Ni
(001) as a typical example).

These results suggest trying in addition to the ODAC model another
structure in which there are scatterers well above some K emitters. One such
model is the obvious one of putting rows of atoms of type K3 in all of the grooves
to yield a 1-ML coverage, as illustrated in Fig. 28b. For this double-layer (DL)
model, strong forward scattering can occur for higher takeoff angles, as indicated
by the arrows along both (110) and <100) directions. For very tow takeoff angles
approaching zero, either model is expected to show strong forward scattering for
emission along the K rows parallel to (1 , - 1 . 0 ) . The presence of two equivalent
domains of either structure routed by 90* with respect to one another also implies

FIGURE 29. Asmutna) data tor Al Kff-eicrted K 2p emis- S
s o n from trie Si ( 00 ) ) (2 x t ) surface saturated with K at §
polar a/igles horn 14" I D 22* above me surface. Experiment z
is compared with S S C - P W calculations for the two models
shown in Fig. 2 8 : OOAC - dashed a n t s and DL model
best fining data - solid curves. Very similar curves were
also obtained with S S C - S W calculations. (From Ret.
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summing two diffraction patterns in ihe analysis and overall CtlI symmetry in bo!h

the observed and calculated patterns.
Comparing these experimental data to SSC-PW (or very similar SSC-SW)

calculations for the two models'" is now found to yield clearly superior
agreement for the DL model (solid curves in Fig. 29). The strong peak at <f> = 0°
which grows in for 0 approaching 14* can be explained as being due to emission
from K2 atoms and scattering by their second-nearest K̂  neighbors along (100).
The peaks along (110) and ( 1 , - 1 , 0 ) are due to K2 emission again, but now
involve scattering from nearest-neighbor K, atoms (and a sum over domains 90°
apart). Additional azimuthal data for 6 as tow as 4 ° n 4 show strong peaks for
<p = ±45° that can be ascribed to the expected forward scattering along
(1 , - 1 , 0 ) directions within either K, or K2 rows. Not surprisingly, these latter
peaks arc also present for very low & in the theoretical curves for both models,
and they are the most significant features in calculations for the ODAC model.
Comparing experiment and theory for these lower-fl data also is found to support
the DL model. By testing various vertical placements of the two K row types, the
authors were able to determine a 1.1 A vertical separation between the two K
rows, and less accurately to determine that the bottom K row was not lower than
about 0.5 A above the first Si layer. For such a 1.1-A separation, the K,-Kj
distance is 3.99iA and slightly larger than the K-K distance of 3.84 A along either
the K( or K2 rows. It is also interesting that, for this structure, the K3 —» K|
forward scattering peaks should occur at 6 •=« 16° along [110] and 6 = 11° along
[100]; this explains the strong peaks seen in the data over this range of polar
angles. The registry of the DL along ( 1 , - 1 , 0 ) with respect to the underlying Si
surface was not determined, but the six-coordinate site shown in Fig. 28b for
atoms of type Kj is that predicted by theory to be the lowest energy.11**-*

In a more recent theoretical study of this system by Ramirez,115*1 it is found
that adsorption in groove sites (including type K2 in Fig. 28b) is significantly
lower in energy than the six-coordinate site shown for KI atoms. Thus, adsorption
in the grooves is supported by theory as well. However, the 1-ML structure
proposed in this study is different from Fig. 28b in that the atoms of type K2 are
shifted along the (1 , —1,0) direction so as to be directly opposite the Si dimers.
The K2 atoms in this model are also predicted to be approximately in-plane with
respect to the Si dimers. However, it is doubtful that this structure would yield
the strong forward scattering peak seen in XPD along <f> = 0° for relatively high
theta values of 12-16°. Thus, even though these calculations1 l5d indicate that a
double layer with such shifted K2 atoms is lower in energy than the structure
shown in Fig. 28b, the latter structure still represents a better choice based upon

the XPD data.
Overall, these XPD results thus provide important new insights into the

bonding of K on Si (001) and illustrate several aspects of the use of this technique
for metal-semiconductor studies.

4.4.2. Ag/Si(111)

The Ag/Si (111) system has been studied by almost every modern surface-
science technique and is known to exhibit, among other things, a well-ordered
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fV3 x V3) AR structure and the formation of fee Ag clusters or islands with (1U)
orientation fof exposures that go above the 0.7-1.0 ML needed just lo form ,he
fV3 x V3) structure.4'-" " 6 1 " In the following section, we consider the use of
XPD in studying such clusters; here, we concentrate on a recent XPD study by
Bullock et ai of the {V 3 x V3) structure. w ' b

to this study, polar and azimuthal A g 3 d M XPD data were obtained for a
well-ordered and very stable (V3 * V3)Ag structure, and these experimental
results are summarized in Figs. 30a and 31. The smooth and structureless nature
of the polar scans in Fig. 30a indicates an absence of strong forward scattering
effects except perhaps at very low takeoff angles of « - 4 - P where a four-peak
structure is seen in Fig. 31. A simple geometric calculation then pemits the
conclusion that the Ag cannot be more than approximately 0.5 A below the
surface Si layer This is also consistent with the lower anisotropy values of no
more than 21%'that are found for the azimuthal scans of Fig^ 31. I)tea> thus^be
concluded that there are no strong forward watterers »bove the Ag. The
azimuthal data are also fully consistent with an earlier XPD study of this system
by Kono et ai.,** but they arc more detailed in involving full 360° d> scans and

lUsbeyond the scope of this review to discuss the many models that have
been and are being proposed for this structure, but all known structures have
betn tested against this azimuthal data by Bullock et al., using R factors3" as the
final q u a n t i s e measure of goodness of fit. The calculations wereearned out at
the SSC-SW level, wid in final optimizations also with the full final-staie
Lrference of 3d emission into p and / channels. (TTus latter correction was not
found to alter the structural conclusions, a result which is expected to be true ,„
general for higher-energy XPD. but certainly not for work at less than a few
hundred eV, as discussed in section 3.1.2).

POLAR ANGLE (*)

FIGURE 30. Polar XPD scare al Ag 3<*M

intensHy at 1120 eV from: (a) (ha (V3 x V3)
Ag structure on Si (111) loaned after annsaling
an -1.3-ML Ag overiayer to 5OTC; (b) a Ag
overiayer of approximately 2 ML average
thickness al A5CTC: a«J (c) a thick Ag W * *
layer or approximately 6 ML Biickness al
ambient temperature. (From Rel. 50.)
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FIGURE 3 1 . Aiimuthal XPD scans of Ag 3cfM intensity from (V3 x v'3) Ag/Si (111) at polar angles
from 4* to 20" (solid lines) are compared to SSC-SW calculations lor the optimized two-domain model
of Fig. 32 (broken lines), for which s , - s I - 0 66 A; z, - - 0 . 1 0 k, z3 = - 0 3 0 A. and a 50:50
mixture of the two domains. Full final-stale interference in the d- to - p + t emission process has
been included. This comparison yields an Riactor of 0.14 (cf. values in Figs 21 and 26). (From Rel.
SO)

The final model proposed on the basis of this work is for two nearly
equivalent domains of Ag in a honeycomb array on a Si surface that has had the
top layer of the first Si double layer removed. This two-domain missing-top-laycr
(MTL) model is illustrated in top view in Fig. 32. The optimized structural
parameters arc a contraction of the Si miners toward one another in both
domains of J, = s2 = 0.86 A, vertical distances of the Ag relative to the Si layer
of 2| = - 0 . 1 A for Domain 1 and z2 = - 0 . 3 A for Domain 2 (that is, the Ag is
very nearly coplanar with the Si in both domains, but just slightly below it),
and a mixture of the two domain types that is between 50: SO and 40:60, with
Domain 2 perhaps being slightly more predominant. The fits between experiment
and theory for this fully optimized structure are shown in Fig. 31. All other
models that have been tried yield significantly worse agreement as judged both
visually and by R factors. This two-domain model is also closely related to one
derived in a prior XPD study by Kono et ai.: a single-domain MTL Ag
honeycomb structure of type 1 with s = 0.66 A and a vertical distance of
-0.15 A. The presence of Domain 2 is suggested to explain the four-peak
structure at low 6 values in Fig. 31, as illustrated by the nearest-neighbor
forward-scattering peaks for the two domains shown at the bottom of Fig. 32. For

3t
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3rd layer
4th layer

Domain 1 - * Domain 2

FIGURE 32. The two-domain missing-lop-layer (MIX.) honeycomb model proposed lor (V3 x v'3)
Ag/Si ( i n ) . The parameters characterizing K are: vertical positions i, - - 0 . 1 A and i? - -03 A.
Si Inmtr contraaions of S, - * , » 0.66 A , and a SO:SO mixture of Domains t and 2. Trie lower halt
of irte Sgure shows Iha two sets of nearest-neighbor 9 forward-scattering peak* thai produce the
tour-peak slructiro seen at tow 0 values In Fig. 31 . (From Ref. 50.)

the lowest B values near 4*, an additional correction of possible importance is the
reduction of nearest-neighbor Si forward-scattering strengths due to multiple
scattering effects along the nearly linear rows of atoms that can be labelled Ag
emitter -» Si first-neighbor scatterer —» Si second-neighbor scatterer (cf. Figs. 32,
3b, and 6); very recent MS calculations by Herman a al.KK show that this
reduces the absolute peak intensities for 6 = 4° and <p = 16*, 44', 76*, and 104*
by about 30%, thus improving the agreement of theoretical and experimental
anisotropies.

A further interesting point in connection ;with this structure is that a recent
LEED study of the clean Si (111) surface by pan et ol.*" concludes that a
little-studied (V3 x V3) Si reconstruction has very nearly the same geometry as
Domain 1 in Fig. 32 if Ag adatoms are replaced by Si adatoms. Although these
authors do not consider the possibility of a second domain of type 2 for (V3 *
\/3) Si, it might be expected to have approximately the same energy (due to weak
fourth-layer interactions) and thus also to exist on the clean surface. This work
thus lends support to the two-domain model for ( V 3 x V3) Ag, since one can
imagine its growth simply by replacing the Si adatoms with Ag atoms.

This structure is stilt very controversial, and these results thus cannot be
called conclusive, but they fun her illustrate the way XPD can be used for such
metal-semiconductor studies. This study is also state-of-the-art for XFD in that it
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involves a large azimulha! data set, SSC-SW calculations with correct final-stale
interference, and the use of R factors2*" to judge goodness of fit. As one
qualitative figure of merit in connection with this study, the minimum R factors of
0 14 found are about J of those found in recent LEED studies of the same
system."""

4.5. Supported Clusters

In this section, we briefly consider two examples of how higher-energy XPD
has been used to study the formation of three-dimensional clusters on surfaces.
(A third example has already been considered in the data for Fe deposited on Cu
(001) shown in Fig. 24, where agglomeration effects are visible even for very low
coverages.)

4.5.1. Ag/Si(111)

We have noted in the last section that Ag readily forms islands and
three-dimensional clusters on the Si (111) surface if the coverage exceeds the
0.7-1.0 ML needed for the (V3 x V3) Ag structure. If these clusters arc more
than one atomic layer in thickness, then strong forward-scattering effects are
expected for emitters in the lower layer(s) of the cluster. Such effects are
illustrated in Fig. 30b,c, where polar scans of AgJd^} intensity have been
measured first in Fig. 30c for a thick Ag reference layer of approximately 6 ML
thickness, and then after heating to 450 °C so as to desorb all but an average
coverage of about 2 ML. In Fig. 30c, a LEED pattern characteristic of the epitaxial
A g ( l l l ) that is known to grow on Si (111) is seen, and strong diffraction peaks
due to buried-atom emission from this thick overlayer are found. In Fig. 30b, the
Ag( I l l ) LEED pattern is weakly present and there are still clear remnants of the
photoelectron-diffraction features seen in the thick overlayer. Thus, such XPD
patterns are very sensitive to the presence of three-dimensional islands.

The previous discussion of Figs. 22 and 23 also suggests that it might be
possible to estimate the average thickness of such clusters up to about 5 ML,
where the XPD features begin to converge to the bulk pattern. An additional
type of information that could be very useful for some systems is the orientation
of the cluster crystal axes with respect to the surface normal. In fact, even if
clusters grow in a textured way (that is, without preferred azimuthal orientation),
polar scans of the type shown here should permit determining whether there is
any preferred vertical axis. Bullock and Fadtey**1" have also recently pointed
out that, even for two-dimensional islands, it should be possible to use low-0
azimuthal scans to determine the island orientation and, for smaller islands, the
average number of atoms present.

4.5.2. Pt/TiO2

As a second example of cluster studies using XPD, Tamura et a!."0 have
considered the interaction of Pi with three low-index faces of TiO2, a system of
interest in catalysis and for which the so-called strong metal-support interaction
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(SMS1) can occur. In (his study, Pt was deposited at room temperature to a mean
thickness of about 10 ML onto the (110), (100), and (001) surfaces of TiOj, and
azimuthal XPD measurements were made at different polar angles for the Ti 2p
and O U photoelectron peaks before deposition and for the Pt 4/ peaks after
deposition. Similar Pt 4/measurements were made after annealing the samples up

to 800 K.
Some of these results are shown in Fig. 33a for the (110) surface at $ = 40*

and Fig. 33b for (100) at 6 = 45". Considering firs! Fig. 33a, we see Uiat curves
(i) and (ii) show weak diffraction features for both Ti 2p (clean) and Pt 4/ (just
after the deposition). The nonconstant background under these curves, particu-
larly for (ii), is thought to be due to a nonuniform deposition over the region of
the sample seen by the electron analyzer; thus, witli changes in <t>, a slightly
different area and average Pt thickness might be seen. After the high-temperature
annea! the Pt 4 / features in (iii) are strongly enhanced, with a concomitant
increase in the anisotropy A / / / i n u from 16% to 29%. This is consistent with the
growth of thicker or larger clusters upon annealing, although (ii) indicates that
some sort of ordering must be present even without annealing. Finally, <iv) shows
a theoretical calculation based upon PW-cluster calculations with the effects of
double scattering included. (The possible risk of including only double-scattering
events has been mentioned already in section 3.2). The Pt clusters assumed had
(111) orientation and contained 13 atoms in three planes; two symmetry-
equivalent orientations with respect to the substrate 180* apart were considered.
The resulting curve in (iv) is found to agree rather weU with the annealed Pt 4 /
experimental results, suggesting that the clusters are growing with preferred (111)
orientation. .

A similar set of data for the (100) surface are shown in Fig. 33b. Here, (i)
and (ii) exhibit strong diffraction from the O Is and Ti 2p peaks of the substrate.
Curve (iii) shows the strong diffraction of Pt 4/after the anneal. (A more uniform
deposition of Pt has here made the background levels very flat.) Finally, curve
(iv) is calculated for the same type of two-domain, three-layer Pt duster [but with
different assumed registry with the (100) surface], and it again shows good
agreement with experiment, suggesting (111) orientation for the clusters on th1S

surface as well. .
For the third (001) surface studied, it is interesting that the Pt 4/oscillations

were weak both before and after annealing, indicating a different kind of
overlayer growth and/or a lower degree of cluster formation. ;

Together the three studies related to clusters that have been considered up to
this point illustrate the utility of both polar and anmuthal XPD or AED data for
studying the amount of cluster formation present and the average orientation and
morphology of the aggregates formed. Two possible limitations of this kind of
study are that XPD and AED average over all of the clusters present and so
cannot easily be used to estimate the cluster-size distribution. In certain cases it
might even be difficult to detect the difference between, for example, a full 4-ML
epitaxial overlayer and a collection of independent clusters with an average
thickness of 4 ML, even if the crystallographic orientation could be easily
determined. Although with careful measurements of both substrate and
deposited-atom intensities before and after deposition and/or heat treatment, the
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implicit effects of "patching" in cluster growth should be evident in deposited-
atom-substrate relative intensities. Simple formulas for analyzing such patched-
overlayer relative intensities appear elsewhere.' It is also clear that combining
XPD or higher-energy A E D with scanning tunneling microscopy (STM) would
yield a particularly powerful set of data for cluster and epitaxial growth studies.
This is because STM can be used to measure directly both the cluster size
distribution and the step and defect densities that are averaged over in
XPD/AED. But it may be difficult or impossible with STM to see into a cluster or
overlaycr so as to determine its crystatlographic orientation or thickness. This is
because STM cannot probe below the surface density of states and also is not
atom-specific.

4.6. Core Level Surface Shifts and Chemical Shifts

A further type of problem that has been studied by low-energy photoelectron
diffraction using synchrotron radiation for excitation is metal core level surface
shifts."•SJ-"-'"-"2 In particular, Sebilleau. Treglia ec a / . 1 * 0 1 0 have tuned the
photoelectron energy lo low values to achieve high surface sensitivity and have
looked with high energy resolution at photoelectron diffraction from such
surface-shifted cote levels.

Some of their results for tungsten 4/emission from W (100) are illustrated in
Fig. 34, where both the surface and bulk peaks arc shown, together with their
individual azimutha! diffraction patterns and corresponding SSC-PW theoretical
curves. The two types of peaks clearly exhibit very different diffraction patterns,
and both of these are rather well predicted by the SSC model, even at this quite
low photoelectron energy of approximately 30 eV. It is remarkable that a
single-scattering approach is so quantitative at such a low energy, and this may to
some degree be fortuitous. However, later work by Treglia et at. "c-iiJO has
reached similar conclusions, with the only qualification being that it is necessary
at such energies to use the correct final-state angular momenta, as expected from
the discussion of Fig. 4 in section 3.1.2. For the low energy of this case, the
4f-toed channel is assumed to be dominant.

This work thus illustrates the added ability of photoelectron diffraction to
carry out independent structure determinations of physically or chemically
different species of the same atom through core level shifts. These shifts are not
limited to the clean-surface type considered above, but may also involve the
well-known chemical shifts commonly seen when different chemical bonding or
oxidation slates are present. Such state-specific structure studies should be a very
powerful probe of surface reactions, overlayer growth, and interface formation.
They will, however, require very high energy resolutions of 0.3eV or belter to be
fully effective in resolving smalt shifts.

As an obvious example for future work, it should also be possible to do
stale-specific diffraction studies on semiconductor surfaces, since both clean
surfaces10*11 and chemically reacted surfaces'^ exhibit shifted core levels
characteristic of the different bonding sites and/or oxidation states.

One technologically imponant example of a semiconductor system for which
more structural information concerning different chemical species would be useful
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FIGURE 34. (3) A W 4 f w spectrum from W
(001) at a kinetic energy of - 3 0 eV, show-
ing two surface-shifted ewe levels ( S , and
S J as well as a bulK peak (B). (b) The
azimutlial dependences of these intensities
at a poiar angle o( 60" above the surface:
(1) represents the total 4t,a intensity, (2)
the bulk intensity (B). and (3) the surface
intensity (£ , ) . SSC-PW calculations ol
these intensities are shown in ( r ) , (2') , and
(3-). respectively. The Inset represents raw
data lot the total intensity. (From Fief.
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is the formation of the interface between SiOj and Si. Figure 35 shows high-
resolution Si 2 p K

 c o r e spectra obtained by Himpscl et a / . i a * from Si (100) and
Si (111) surfaces that were thermally oxidized in UHV conditions (2.5 TOR O2,
750"C, 20 sec) so as to produce a very thin 5-A oxide film. The overall resolution
here was 0.3 eV, and it is striking that all of the oxidation states of Si are clearly
seen, from the elemental substrate to the 4 + dioxide. The different nature of the
oxidizing surface for Si ( H I ) is further found to lead to a suppression of the Si2*
state. These intermediate oxidation states are thought to be associated with the
interface, and, from quantitative estimates of the different depth distributions of
these states, it is concluded that an extended rather than abrupt interface is
involved. Models of such an extended interface have been proposed by Himpsel
et al., but these cannot be tested in detail without additional data. It seems clear
that separately measuring the scanned-angle photoelectron diffraction patterns of
the different oxidation states would provide some very useful information in this
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FIGURE 35. The Si 2JJ*, components of Si 2p spedra from Ihin oxide Alms of approicimalely S A
tfwfcness themuily grown on Si (100) and Si (111) surfaces. Note lha reduced intensity of Si1* for Si
( l i t ) , assumed lo be due lo slmctural cWlerencws in the interlace. [From Ret. 123(c).)

direction, since each state is hypothesized to occupy one or at most a few distinct
site types relative to the substrate lattice.

Although these axe difficult experiments at present, the detailed state-by-
state information derivable should help in unraveling the microscopic structures
of many surface and interface systems. Being able to tune photon energy so as to
vary surface sensitivity or to move on or off of resonant photoemksion conditions
would also be an advantage, as noted in prior studies.123 Going to higher photon
energy not only permits looking deeper into the material and assessing the
relative depth distributions of the different species, but should also lead to more
simply interpretable forward-scattering peaks for emission from interface-
associated atoms. A disadvantage of higher energies is that the substrate signal
tends to dominate the spectrum, but -with high enough resolution and suitable
reference spectra for subtracting the substrate signal, such high-energy measure-
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ments should be possible. Synchrotron radiation will thus be necessary to fully
exploit this potential for studying interface growth by state-specific phoioelectron
diffraction.

4.7. Surface Phase Transitions

We conclude this discussion of applications of photoelectron diffraction and
Auger electron diffraction by considering briefly iheir possible use in studying
various types of surface phase transitions such as surface premelting, roughening
or disordering at a temperature below the bulk melting temperature 1W as well as
surface reconstructions that are temperature-dependent.121''' The short-range
order and directional sensitivity of both PD and AED suggest that they should be
useful probes of such surface phase transitions, which may involve changes in
near-neighbor atom positions and/or the introduction of considerably more
disorder in these positions. The number of such studies is still very small, but the
most recent are quite promising.

An unsuccessful attempt at observing surface premelting for Cu (001) in
grazmg-ertussion XPD was made some lime ago by Trehan and Fadley "- For this
surface, roughening and possibly faceting was observed before any evidence was
seen in the XPD ahisotropies of the extra disorder associated with surface
melting. However, much more recently, evidence for surface phase transitions
involving surface disordering and perhaps premelting has been seen in XPD from
two separate systems: Pb (110) by Breuer, Knauff. and Bonzel1" and G e ( U l ) bv
Friedman, Tran, and Fadley.'14 '

For the case of G e ( U l ) , prior LSED studies and theoretical modeling by
McRae and co-workers*" indicate that there is a reversible surface order-
disorder transition at a temperature Of 1060 K that is 0.88 times the bulk melting
temperature Is this transition visible in XPD? In Fig. 36, we show such XPD
data in which the Ge 3d azimuthal anisotropy was monitored as a function of

£Hn™«h re" ? * '**" " ^ J * 19° ChOSC" hCrC ""̂  ^ emission direction to
through nearest-ne.ghbor forward-scattering directions in the ujire-

S L S S ^ L T " 1 1 i n Rs 27 ™ s relat1vely low"value aUo lcads to

to • i S w ? ! ? ^ 4ZimUlhal SCanS t 3 k e n " t«nP««'«» from ambient
to about 50 K above the transition. (Note the expected similarity of the azimuthai
scan at ambient temperature to that for H6 l_,Cd,Te ( i l l ) i n Fig. 26a.) As the
temperature is mcreased, the azimuthat curves gradually l o5e much of their fine
structure, and upon passing above the transition point, only two main peaks
remain in the azimuth, [1.1.-2] (0 = 0°) and [ - 1 .2 . -1 ] (0 = 60°) faS?

d f o p f u r t h e r m o r e

S C e f a l L E E D b e a m s 'or the
n? , u t = m P e r a t u r e - a n d <"«r data is similar to Fig. 36b in

intend., 7 ^ ' " f l06° K a" d l " e l off t h "=^«- Some ofintensit.es drop more rap,dlv than the curve of Fig. 36b near 1060 K
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FIGURE 36. Temperature-dependent azuntttial XPD data for Ge 3d emission at 1458 eV Irom
Ge<111) *t tow takaof angle of 6 - 19*. This 9 value corresponds to scanning through
nurast-neighbor nattering directions for * - 0*. as shown in Fig. 27. (a) Four azimuthal scans al
temperakire from ambient to above the order-disoajar transition- (b) The delated ternperctun
dependence of Ihe height of the peak along <? - 0*. 1060 K fcs when) a prior LEED study (Ref. 127(a))
has seen evidence tor a surface-disordering transition. Upright triangles represent increasing
temperature: inverted triangles, decreasing temperature. (From Rel. 126)

some have a form very similar to this curve. Thus, it can be concluded that the
same transition is observed in both sets of data, even though the LEEO
measurement is expected to be sensitive to longer-range order on a scale of
approximately 100 A, whereas XPD should probe distances on the order of
10-20 A.

Although these XPD results have not as yet been analyzed in detail so as 10
derive additional structural information, it is clear that obtaining both polar and
aamulhal data at temperatures below and above the transition temperature and
comparing the diffraction structures seen with calculations for different types of
disorder models should yield a better understanding of this and other surface
phase transitions.

Similar abrupt changes in polar-scan diffraction anisotropies have also been
seen by Breuer et a/.113 for the surface disordering of Pb(llO), which has been
observed previously with Rutherford backscattering and low-energy electron
diffraction.12*
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As one interesting future direction for such work, the study of surface phase
transitions should also benefit greatly from doing separate diffraction measure-
ments on the various core peaks observed. For example, the G e ( l l l ) surface
exhibit one bulk peak and two surface peaks'"'b that could all be studied
separably However, the small shifts of only about 0.3 0.7 eV involved here
would require very-high-resolution data and the use of curve-deconvolunon
procedures.

5. FUTURE DIRECTIONS

5. r. Measurements with High Angular Resolution and Bragg-iike Reflections

As noted previously, most prior PD and AED measurements have been
carried out with resolutions of at best a few degrees in half angle. In many
systems, the acceptance solid angle is also not a simple cone, but may have
different dimensions along two perpendicular axes.1* For future work, the
question thus arises as to what additional information might be gained by going to
much better conic resolutions of, for example, ±1.0°.

As discussed in section 2, various methods exist for limiting angular spreads
upon entry into the analyzer, but one which has the advantages of being very
certain in its limits and operationally very convenient is the insertion of externally
selectable angle-defining tube or channel arrays between sample and analyzer
entry. The use of such channel arrays has been discussed by White et at.," and
they have been used to precisely limit angles to ±1.5° or belter (that is, <J of
typical prior solid angles).

We have already discussed two examples of this kind of data: for NiO grown
on Ni (001) in Fig. 14 and for c(2 x 2) S on Ni (001) in Fig. 17. For these cases,
we have pointed out the greater sensitivity to the degree of short-range order and
the adsorbate position, respectively.

As a final example of the dramatic effects seen in going to high angular
resolution, we compare in Figs. 37a and b low- and high-resolution XPD data
obtained by Osterwalder, Stewart et a/.*8 for Ni2pj^ emission from a clean
Ni(OOl) surface at 6 - 47°. A great deal more fine structure is seen in the data
with ±1.5° resolution, and the form of the fine structure for <f> •= 25°-65° is in fact
completely changed due to a lower degree of angular averaging over such
structures. Very narrow features of only a few degrees at FWHM are also seen in
the results at high resolution.

Figure 37c summarizes a more complete set of such high-resolution azimuthal
data for N i 2 p M that represents the most detailed investigation of XPD fine
structure to date. Here, the polar angle of emission was varied in 1° steps from
8 = 40° to 50°, passing through the high-symmetry value of 6 = 45* which
contains the (110) directions of nearest-neighbor scattering in its </> scan. Full
360° scans were used to generate each curve, and fourfold averages of this data
into one quadrant shown elsewhere104* agree excellently with the single-quadrant
results presented here. This three-dimensional plot makes it clear that high-
energy electron diffraction features can change extremely rapidly with either 8 or
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RGURE 37. Effect of in-
creasing angular resolution on
Mi 2pw azimuihal XPD dau
from a dean Ni (001) surface
at 632 eV. (a) and (b) show
single scans at 6 - 47* with
resolutions defined by a single
aperture of nominal ±3.0* ac-
ceptance and a tube array
yielding ± 1 3 * or less, resp-
ectively, (c) a three-
dimensional summary of a
series of single-quadrant high-
resolution Ni 2 f t» scans with
• <t> step of only 1*. The re-
gions averaged over witn the
two dilferent angle-defining
devices in (a) and (b) are
shown as shaded, (from Ref.
48.)

$. These results also qualitatively explain how the approximately ±3.0° averaging
in Fig. 37a yields features for <p — 25*-65° that are so different from those for the
high-angular-iesolution curve in Fig. 37b. That is, Fig. 37a represents an average
over all of the curves in Fig. 37c from 8 = 44° to 0 = 50*, as bounded by the
lighter-shaded elliptical area, and the steeply rising ridge toward f? = 44* thus
accounts for the peak seen at <p = 45" with lower resolution. The results in Fig.
37b, by contrast, represent an average over only the darker-shaded area in Fig.
37c, and so retain a minimum at <p = 45".

• v T [lOOj AZIMUTH
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POLAR ANGLE (deq)

FIGURE 38. High-resolution AJKcr polar scans of Ni 2p^, intensity above Ni (001) in two different
azimuths, with certain low-index directions and special points noted [d. tower-case letter labeling in
Fig. 37(e)J. The region covered by Fig. 37(c) is shaded. The inset shows the near-neighbor/tow-index
directions within an toe unit cell. (From Ret. 46.)

Figure 38 shows two high-resolution polar scans from the same study of Ni
(001). The unit cell of the mela! and various near-neighbor scatterers along
low-index directions is also indicated to permit judging how well various strong
features correlate with them (cf. also Fig. 22a). These polar scans also show
considerable extra fine structure, for example, as compared to the same sort of
[100] polar scan for higher-energy Auger emission from bulk Cu (001) shown in
Fig. 22b. These high-resolution data are found to exhibit peaks for emission along
some, but not all, of the near-neighbor directions shown. Peaks are found at
positions corresponding closely to the nearest neighbors (and fourth-nearest
neighbors) along {101], the second neighbors along [001], and the third neighbors
along [112]. However, minima and/or significant peak shifts are seen for the fifth
neighbors along [103] and the sixth neighbors along [111]. Neighbors even further
away along [102] and 1114] are also found to show significant shifts compared with
the observed peaks. In particular, the [111] direction corresponds to a local
minimum (indicated as point h), with enhanced intensity on either side of the
minimum; a $ scan through [111] at 6 = 35* shows the same sort of profile. As
noted previously in the discussion of Fig. 22, this is due to the influence of higher
orders of interference" and perhaps multiple scattering effects." Thus, we
conclude that the first 3-4 spheres of neighbors in any lattice will probably
produce strong and simply interpretable forward scattering peaks. Beyond these
spheres, more-complex origins will require modelling at least at the SSC-PW
level for interpretation.

Three-dimensional data of the type shown in Fig. 37e have also been
obtained a! lower angular resolution by Baird, Fadley and Wagner for XPD from

37



49* CHARLES S. FADLEV

Au (001)'" and by Li and Tonner for high-energy AED from Cu (001 ).*» These
two data sets span a high fraction of the In solid angle above these two surfaces,
and they exhibit very similar intensity contours, as expected since they both
represent high-energy emission from the same fee crystal structure. The more
recent data of Li and Tonner serves as a more accurate reference for the overall
features of such fee XPD/AED patterns at lower angular resolution. These
studies also agree with the preceding paragraph and the discussion of section
4.3.2 in seeing simple correlations of peaks with near-neighbor forward-scattering
directions out only to the fourth shell, with directions such as [111], [114], [102],
and [103] showing more complex behavior.

The Ni data discussed here and the other high-resolution results discussed
previously thus make it dear that, at least in higher-energy XPD and AED, using
resolutions that are much worse than ±1.0* will blur out some features and lead
to a loss of structural information. Such sharp features are generally the result of
superpositions of several scattering events, since the relevant scattering factor by
itself exhibits nothing narrower than the forward scattering peak of some 20-25*
FWHM. These features also tend to involve scatterers further away from the
emitter and thus to be associated with the degree of short-range order around the
emitter. (This is nicely illustrated by the NiO/Ni (001) results of Fig. 14.) Thus,
there is little doubt that XPD or A E D with high resolution will contain more fine
details of the structure under study.

At tower energies, by contrast, one expects generally wider features due to
the broader, more diffuse scattering factors involved (cf. Fig. 2) and the larger tie
Broglie wavelengths that spread out different orders of interference (cf. the
curves in Figs. 4 and 5). However, even for such energies, it is possible for
superpositions of multiple events to produce rather narrow features, and high
resolution might also be a benefit in this case.

The most obvious disadvantage of working at high angular resolution is the
longer data-acquisition times, which may be 10-30 times those of typical
low-resolution operation." A second disadvantage is that it is likely that the
effects of multiple scattering will tend to be averaged out somewhat in
lower-resolution data because of cancellations of phases in the many events
involved.11 Conversely, in high-resolution data, such MS effects may be more
important, even though the information content is inherently greater.

A further aspect of the relationship of such high-resolution data to more
complex interference effects and more distant neighbors j is the influence of
Bragg-like diffraction effects from planes in multilayer substrate emission. In the
presence of the strong inelastic damping characteristic of both PD and AED, such
Bragg-like events lead to what has been termed a Kikuchi-band model of these
phenomena."**1 1 9 >x Although a fully quantitative Kikuchi-band theory of
higher-energy PD or AED based upon the superposition of many Bragg-like
scattered waves is lacking, simple model calculations have been carried out by
Baird et al.,"* by Goldberg et al.,130 and more recently also by Trehan et a/..1*
and they are found to semiquantitalively reproduce the results of XPD measure-
ments on both Au (001) and Cu (001). In particular, the superposition of several
Kikuchi bands along low-index directions yields the forward-scattering peaks seen
in both experiment and SSC calculations.
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More interestingly, there are features in experimental data at high angular
resolution that appear to be associated with specific Bragg events from low-index
planes (such as features d and / in Fig. 37b here and as discussed in connection
with Fig 31 of Ref. 9). This suggestion has been given more quantitative support
in a recent high-resolution study of Ni (001) by Osterwalder et at,*** Furthermore,
calculations with the SSC model exhibit these same Bragg-like features if the
cluster size is permitted to be large enough and/or the inelastic damping is
sufficiently reduced ,«••"" thus verifying that a cluster-based theory can be used
for problems varying from short-range order to long-range order.

This formal equivalence of the SSC model and the Kikuchi-band picture for
describing bulk-like multilayer emission was first pointed out some time
ago,*-"1'30 but additional clarification seems appropriate in view of misleading
statements concerning the role of the Kikuchi model in the interpretation of XPD
and AED that have nonetheless appeared in the more recent literature." From
an experimental point of view, the essentially identical intensity profiles for LMM
Auger electron diffraction and backscattered LEED "Kikuchi patterns" from.
Ni(001) at 850eV observed by Htlferink et al.70* provide a particularly clear
verification of this equivalence. From a theoretical point of view, the relationship
of the two approaches, if both arc carried to comparable quantitative accuracy, is
analogous to the equivalence-of the so-called short-range-order and long-range-
order theories of EXAFS, as discussed elsewhere.*31"-"1 It is clear, however, that the
SSC and MSC approaches are of greater generality in that they can be applied to
both surface- and bulk- emission and to problems of differing degrees of order.
The Kikuchi-band picture is, by contrast, formulated on a basis of inelastically
attenuated Bloch states that reflect long-range translations! order. Thus, the
cluster-based theories are inherently more rapidly convergent and are more
appropriate ways to look at near-surface diffraction from adsorbates and thin
overlayers, as noted previously.*1-110 But it is absolutely incorrect to say that the
ability of the cluster approach to explain forward-scattering features makes the
Kikuchi-band model invalid for describing substrate emission.11

In summary, the use of high angular resolutions on the order of ±1.0° should
permit even more precise structural conclusions to be derivable from both
photoelectron diffraction and Auger electron diffraction, especially at energies of
>SO0eV. Such data should contain information on neighbors further away from
the emitter, including features related to Bragg-like scattering events. It is also
clear that the use of resolutions of ±3.0° or worse may conceal a great deal of fine
structure inherent in the experimental curves.

S.2. Spin-Polarized Photoelectron and Auger Electron Diffraction

Beyond increasing both the energy resolution and the angular resolution in
PD and AED as means of deriving more detailed structural information, we can
also ask what is to be gained if the last property of the electron, its spin, is also
somehow resolved in the experiment- This prospect has so far been considered
quantitatively and observed experimentally only in the case of photoelectron
diffraction, but we return at the end of this section to comment on how it might
also be possible in Auger electron diffraction.



496
CHARLES S. FADLEY

In the first attempts at what has been termed spin-polarized photoelectron
diffraction (SPPD) the fundamental idea has been to use core-level multiple!
splittings to produce internally referenced spin-polarized sources of photo-
electrons that can subsequently scatter from arrays of ordered magnetic moments
in magnetic materials. Figure 39a illustrates how such a splitting can g,ve rise to
spin-polarized photoelecttons for 3s emission from high-spin Mn The splitting
is intra-atomic in origin and arises from the simple LS terms of S and S » the
final ionic state of Mn*1 with a 3s hole . '" The net effect is to cause the peaks in
the doublet to be very highly spin-polarized, with SS P™*?«> «° * « » *
spin-up and '5 to be 71% spin-down relative to the net 3d spin of the emitting
atom "•"* Tne relatively large exchange interaction between the highly overlap-
ping 3i and 3d electrons is responsible for the easily resolvable splitting of 6.7 eV
between the 55 and 75 final states of the photoemission process.

The basic experiment in SPPD thus involves looking for spin-dependent
scattering effects that make two such peaks behave slightly differently ui the
presence of a magnetically ordered set of scattered Such effects were first
d ^ s T d theoretically by Sinkovic and F a d . e y , - and they have several specal
properties:"134

. There is no need for any kind of external spin detector beyond an electron
spectrometer capable of resolving the two peaks in energy.

9 0 ^ IS 80
— BINDING ENERGY ( iV |

FIGURE 39. (a) The Al (Co-excited Mn 3s
spectrum of KMnF,. with the inifial and final
stales leading lo the multiplel splitting indi-
cated, logethef with Ihe predominant plwto-
eleclron spin expected in each peak, <p) The
crystal stnjcture of KMnF,. with the anWer-
romacnelic ordering of Ihs Mn1* spins also
indicated. [From Rel. t34{a) ]
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• The fact that the photoelectron spins arc referenced to thai of the emitting
atom or ion means that SPPD should be capable of sensing magnetically ordered
scatterers even when the specimen has no net magnetization Thus, studies of
both ferromagnetic and antiferromagnetic materials should be possible, and
meaningful measurements should also be feasible above the relevant macroscopic
transition temperatures (Curie or Neel temperatures, respectively). For the latter
case, the photoeleclrons in each peak would be unpolarized with respect to any
external axis of measurement but still polarized relative to the emitting atom.

• The photoelectron emission process is also very fast, with a lime scale of
only about 10~l* to 10~" seconds; thus, such measurements should provide an
instantaneous picture of the spin configuration around each emitter, with no
averaging due to spin-flip processes, which are much slower at roughly 10"'1

seconds.
• Finally, the previously discussed strong sensitivity of any form of photo-

electron diffraction to the first few spheres of neighboring atoms means that
SPPD should be a probe of short-range magnetic order (SRMO) in the first
10-20 A around a given emitter. Thus, provided that a sufficiently well-
characterized and resolved multiple! exists for a given, material, this technique has
considerable potential as a rather unique probe of SRMO for a broad variety of
materials and temperatures.

Before discussing the first observations of such spin-dependent scattering and
diffraction effects, it is appropriate to ask to what degree final-state effects such as
core-hole screening may alter or obscure these multiplets. We note first that the
cases of principal interest in SPPD are outer core holes, which are more diffuse
spatially than inner core holes and for which the interaction with the surrounding
valence electrons is thus not as strongly polarizing as for inner core holes (which
can often be very well described in the equivalent-core approximation). Nonethe-
less, it has been suggested by Veal and Paulikas1" that both screened and
unscreened multiplets corresponding to 3d""1 and 3d" configurations, respec-
tively, arc present in the 3s spectra of even highly ionic compounds such as MnFj.

As such effects would make the carrying out of SPPD measurements more
difficult (although still certainly not impossible) due to the potential overlap of
peaks of different spin polarization, Hermsmeier et al,iu have explored this
problem in a study of Mn 3s and Zp multiplets for which the experimental spectra
from several reasonably ionic solid compounds have been directly compared to
the analogous spectra from gaseous Mn, a simple free-atom system in which no
extra-atomic screening can occur. In Fig. 40, we show their compilation of 3s
spectra for the diluted magnetic semiconductor Cd<,jMn<,TTe (a), single-crystal
MnO with (001) orientation (b), polycrystalline MnF2 as obtained some time ago
by Kowaiczyk tt al.m (c), gaseous atomic Mn (d). and a free-ion theoretical
calculation of (hese multiplets by Bagus tt al. including configuration interaction,
but totally neglecting extra-atomic screening (e).'*° From a consideration of the
experimental data only, it is striking that for both is multiplets and 5p multiplets
(not shown here, but discussed in Ref. 138) the solid-state spectra are very similar
to the gas-phase spectra, with the only differences being some extra broadening in
the solid state and some small changes in peak positions that are not at all
surprising Thus, even without resorting 10 theory, it seems clear that these

. * ?
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FIGURE 40. Experimental Mn 3 i spectra tor (a) the
diluted magnetic semiconductor C C W * V T T » I (b)
MnO (001). (c) potyoystattne MnF, (FM. 139). and
(d) gas«ous atomic Mn an compared to (•) theoreti-
cal calculations lor emission from • free Mn1* ion
including final-stale contigtnbon interaction (Rst.
140). (From Ret. 138.)

spectra are very free-atom-free-ion like, and that a simple multiple! inter-
pretation such as that in Fig: 39a should rather accurately describe the spin
polarizations of the photoelectrons involved.

If we consider now the best available free-ion theoretical prediction for the
3* spectra, this conclusion becomes even more convincing. In Fig. 40e, the
results of a calculation by Bagus, Freeman, and Sasaki"** for Mn'* with a 3J hole
and limited configuration interaction (CI) are shown. There is excellent agree-
ment with experiment not only for the two dominant members of the multiplei
that would be most useful in SPPD, but also for the two much weaker satellites
that directly result bom including CI. Similar conclusions are reached in a
comparison of experiment and theory for analogous 3p spectra."* We thus
conclude that extra-atomic screening does not cause a major perturbation of these
multiple! splittings and thus also that outer core holes such as 3s and 3/> should
exhibit relatively free-atom-free-ion like multiple ts for a variety of high-spin
systems. Such multiplets in turn should be useful as spin-resolved sources in
SPPD.
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Direct experimental evidence of spin polarization in core spectra also exists.
A recent measurement with an external spin detector of the spin polarization over
the 3p peak from ferromagnetic Fe by Kisker and Carbone141 yields significant
spin-up polarifcation at lower kinetic energy and spin-down polarization ai higher
kinetic energy that are in the same sense as those expected for a simple 3/>
multiplet.1" These results thus suggest that SPPD should be possible with
ferromagnetic metals as well, particularly on the simpler and more widely split 3s
peaks.

Returning now to a consideration of the SPPD experiments carried out to
date, we have shown in Fig. 39b the crystal structure of the first material for
which such effects were observed: a (HO)-oricnted sample of the simple
antiferromagnet KMnFj. It is clear from this that the relative spins of the emitter
and the first scatlerer encountered can be different for different directions of
emission, as for example, between [100] and [lOlJ. Spin-dependent scattering
effects were first observed for this system by Sinkovic, Hermsmeier, and Fadley1"
as small changes of up to about 15% in the ratios of the S5(l) (spin-up) and 7S
(spin-down) peaks in the dominant doublet shown in Fig. 39a. For this study, a
lower energy of excitation of 192.6 eV (Mo M£ radiation) was used in order to
yield lower-energy photoelectrons at approximately 100 eV, which are expected
to exhibit significant spin-dependent effects in scattering.13" This requirement of
low kinetic energies thus makes SPPD inherently well suited to synchrotron
radiation with its tunable energy.

The 5S(l):7S ~ i(J)/I(i) intensity ratio was found to be sensitive to both
direction of emission (as qualitatively expected from Fig. 39a) and temperature.
Its variation with temperature is furthermore found to exhibit a surprisingly sharp
transition at a point considerably above the Neel temperature (7«), as shown in
Fig. 41a. Here, we plot a normalized intensity ratio or "spin asymmetry" $„,*
that is measured relative to the value of / (T) / / ( ! ) at a limiting high-temperature
(HT) paramagnetic limit. This asymmetry is defined in the inset of Fig. 41a; i!
goes to zero at high temperature.

The abrupt high-temperature change observed in S,^^ has been suggested to
be due to the final destruction of the short-range magnetic order that is expected
to dominate in producing such spin-polarized photoelectron diffraction effects.
Note also that the short-range-order transition temperature 7 ,̂, at which this
occurs is approximately 2.1TN.

In an important confirmation and extension of this earlier work, very similar
SPPD effects have also more recently been observed by Hermsmeicr et al. for
(lOO)-oriented MnO,14' and two of their curves for the temperature dependence
of the spin asymmetry are shown in Fig. 41b. As for KMnFj, there is a relatively
sharp change in the *5(1):'5 ratio at a temperature that is again well above the
long-range-order transition temperature at 7~SR = 4.57"*. For both KMnFj and
MnO, it is also interesting that the form of the short-range order transition is very
sensitive to emission direction, being steepest for the nearest-neighbor scattering
direction in Fig. 4Ia and changing sign with only a 15° shift of emission direction
in Fig. 41b. This sensitivity to direction is qualitatively consistent with single-
scattering calculations of the spin-dependent exchange-scattering processes that
may be involved.1341431"
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FIGURE 41. Spin-polarized pholo-
•lectron dMiacbon dala indicating
the pre$en» dt a high-iempeiature
transition in anbfemxnagnetic short-
ranga ontor. (a) Experimental spin
asymmetries (or ttta Mn 3s doublet
html KMnFj with (110) orientation.
as a (unction of temperature. Mo M£
radiation al 192.6 eV was used l a
excitation to pholoeleewm energies
ot approximately 100 oV. The spin
asymmet^ is defined in the inset.
where i(T)/'(l) B »e ralio o( spin-up
(*S) to Spin-<Jown f S ) intensities,
HT relers to the highest temperature
of measurement Data are shown Iw
two emission directions, one ot
which is along Hie |100] neaiesi-
netgnbor <$iecbon and the other 9*
away from this. (From Hel. 142.) (b)
As in (a), but tor Mn 3s emission
from MnO with (001) orientation.
Note the diSerent signs ot the spin
asymmetries for this case. (From
Ftel. 143.) (c) As in (o). but l « Mn3p
emission from MnO with (001) orien^
tation and treating th« spuvop C'P)
and spin-down <rP) peaks. (P'om
Ret. 143.)
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Although we have discussed only 3s emission thus far, the more complex 3p
multiple's also should be spin polarized. '"1 0 And in fact, a very similar
transition has also been seen for MnO in the more widely split SP(1):7P =
/(T)/7(l) doublet at the same temperature rSR,143 as shown in Fig, 41c. The fact
that the same sort of transition is seen for these two peaks in spite of the fact that
they are different from 55(1): '5 in both energy separation and mean kinetic
energy provides strong support for the conclusion that this is a new type of
magnetic transition.

It is also interesting that the 7~SR values are, for both cases, approximately
equal to the Curie-Weiss temperatures of the two materials, a connection which
may be associated with the fact that this constant is proportional in mean-field
theory to the sum of the short-range magnetic interactions.149

A final observation concerning this data is that the results for MnO in Figs.
41b and c show a possible indication of sensitivity to the long-range-order
transition at Ts, as both curves possess a weak peak at TN which is just outside
of the estimated-error bar of the ratio measurement. If this is true, it is perhaps
not surprising in view of the longer-range sensitivity of PD to neighbors that may
be 20 A from the emitter, as discussed in connection with both Figs. 16 and 20b.

A number of questions are thus raised by these results concerning the nature
of short-range order above the long-range-order transition temperature and the
way in which such effects can be incorporated in a spin-polarized variant of
photoelectron diffraction theory. Although a quantitative theory of alt aspects of
the short-range-order transition and its inclusion in a spin-dependent modeling of
the diffraction process does not yet exist,' results in qualitative or semiquantitative
agreement with experiment have been obtained in a few previous
studies.13*136143144

The observation that Auger spectra from ferromagnetic materials exhibit
strong spin polarization from one part of the manifold of features to another by
Landolt and co-workers'4* also suggests that spin-polarized Auger electron
diffraction (SFABD) should be possible. The more complex nature of Auger spectra
in general will make the a priori prediction of the type of spin polarization more
difficult, but for ferTOmagnets with net magnetization, an external spin detector
could be used to first calibrate the spectrum for polarization.1** Then, measure-
ments of spin-up-spin-down ratios as functions of direction and/or temperature
could be taken in the same way as for the spin-split core multiplets in SPPD
Even in antifcrromagnetic systems with equal numbers of up and down 3d
moments so that external calibration is impossible, any transition involving the
po^ized 3d valence electrons might be expected to show a net polarization that
would again be internally referenced to the emitter.

A final aspect of such spin-polarized studies is to make use of left or right
circularly polarized radiation, in conjunction with spin-orbit interaction in the
energy levels involved, to preferentially excite one or the other spin polarization,
as discussed recently by both Schuctz and co-workers14' and Schoenhense and
co-workers.1*8 The use of such radiation already has produced very interesting
spin-polarized NEXAFS and EXAFS structure from ferromagnets and ferrimagnets'1"
and circular dichroism angular distributions (CDAD) from nonmagnetic surfaces
and adsorbates.148 In C D A D for light elements with negligible spin-orbit effects,
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no net spin polarization of the phoioeiectron flux is involved, but such
measurements provide the interesting possibility of measuring the contributions
of individual mi components to photoemission and photoelectron diffraction.'*"
The CDAD studies require lifting the degeneracy of the m, sublevels, and so
have been carried out on valence levels; however, with very high energy
resolution, it might be possible to do similar measurements on outer core levels
with, for example, small crystal-field and/or spin-orbit splittings present.

With the availability of higher-intensity sources of circularly polarized
radiation from next-generation insertion devices, it should be possible to greatly
expand both of these kinds of study so as to look in more detail at both the angle
and the energy dependence of the photoelectron intensities. For example,
spin-polarized EXAFS requires measuring very accurately the differences in
absorption for right and left polarizations, because the overall effects may be as
small as a few times 10"* in AT-shell absorption.147 However, studying £,- and L3

absorption for heavier elements with Z a 60 leads to considerably larger effects
thai can be on the order of 10~3-10~ l . Extending this to do SPPD would thus
imply measuring similarly accurate ratios or differences of photoelectron inten-
sities. In this case, the magnitudes of the photoelectron spin polarizations are
only on the order of 1% for /f-shell emission, but for heavier elements, they can
be up to 40-50% in i , emission and 20-25% in L3 emission."7 The latter two
cases are thus about $-J as highly polarized sources as a high-spin multiple! such
as that in Fig. 39a. One advantage of such an approach would be to expand such
studies to cases for which a suitable high-spin multiplet is not available. A
disadvantage is that an external axis of polarization is involved, so that only ferro-
or ferrimagnetic specimens could be studied. However, in CDAD experiments,
this last restriction is not present.14*

SPPD is thus a very new area of photoelectron diffraction, but i( has
considerable potential for providing information on the short-range spin order
and spin-spin correlation functions around a given type of emitter site in the
near-surface region of magnetic materials. Other antiferromagnetic and also
ferromagnetic materials are currently being studied in order to better establish
the systematic; of the short-range-order transition and the range of utility of this
method. Spin-polarized Auger electron diffraction and other measurements
making use of circularly polarized radiation for excitation also should be possible.

5.3. Synchrotron Radiation-Based Experiments

Looking ahead to the much more intense and/or much brighter synchrotron
radiation sources in the VUV/soft X-ray region that are currently either coming
into operation or being conceived as next-generation devices based upon
undulators or wigglers, one can see much-expanded possibilities for all of the
types of photoelectron diffraction measurements discussed up to this point.

Measurements with both high-energy resolution (to distinguish different
surface layers or chemical states as shown in Figs. 34 and 35, respectively) and
high angular resolution (to enhance fine structure and thus structural sensitivity)
should be possible. For some types of experiments (e.g., with maximum surface
sensitivity and/or with spin-polarized diffraction in mind), lower phoioelectron
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energies of approximately 50-100 eV may be necessary, but lor much structural
work, energies of 1000 eV or even higher will be beneficial in yielding strongly
peaked forward scattering and more nearly single-scattering phenomena. Being
able to go to much higher photoelectron energies of up to 5000-10,000 eV may
also be of interest in yielding even narrower forward-scattering peaks (as
considered from a theoretical viewpoint by Thompson and Fadley'49), more true
bulk sensitivity via the longer electron attenuation lengths, and simpler theoreti-
cal interpretation. Being able to tune energy is also essential for the scanned-
energy or AWEFS experiments; it should be possible to cany these out much more
rapidly and over a broader energy range above threshold. The polarization vector
can also be oriented in either scanned-angle or scanned-energy measurements so
as to enhance the contributions of various important scatterers (cf. Figs. 3a and
18). And we have already considered in the last section the possibility of using
circularly polarized radiation. Finally, photoelectron microscopy with resolutions
on the order of 500 A or less is currently being developed,Li0 and the additional
dimension of using simultaneous photoelectron diffraction to probe the local
atomic structure in such a small spot is quite exciting.

Auger electron diffraction may not benefit as much from synchrotron
radiation, because excitation can be achieved with either photons or electrons and
because the spectral form is'not dependent on the excitation utilized if the initial
hole is formed well above threshold. However, even for this case, synchrotron
radiation could provide a more intense and less destructive excitation source
than, for example, an electron beam or a standard X-ray tube. Also, it would be
interesting to look at the diffraction process as the excitation energy is swept
through threshold, so as to yield a purer one-hole initial state.

5.4. Combined Methods and Novel Data-Analysis Procedures: Photoelectron
Holography?

It is clear from the foregoing examples that both scanned-angle and
scanned-energy photoelectron diffraction measurements can provide useful infor-
mation concerning surface structures, but that scanned-angle measurements are
simpler in general to perform. Going to higher energies leads to easily
interpretable forward-scattering features for many systems, but at the same time
provides Iiltle information on the atoms that are below or behind the emitting
atom as viewed from the detection direction. Thus, there are clear advantages to
using lower energies as well, even if these lead to a potentially greater influence
of multiple scattering. In the scanned-energy ARPEFS work discussed in sections
4.2.2 and 4.2.3, a major reason why interlayer sparings down into the bulk were
derivable is that these lower energies exhibit the strongest backscattering effects
and provide the largest oscillations in the x(k) curves (cf. Fig. 20).

It is thus easy to suggest that the ideal photoelectron diffraction experiment
based upon present methodology would consist of carrying out both high-energy
measurements at kinetic energies greater than approximately 500 eV and tow-
energy measurements at approximately 50-100eV. Being able to scan hv would
also be desirable, but not essential. A typical structure could then be analyzed by
first making scanned-angle measurements at high energy and using the real-space
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aspects of any forward-scattering effects to narrow down the range of possible
structures (rf., for example the discussion of Figs. 29 and 30). Combining
scanned-angle measurements at high and low energies then should permit
determining structures in detail, including atomic positions both below and above
the emitter in the sense mentioned above. Or scanned-energy measurements
could be performed as a second step as well, leading to the utility of Fourier
transform methods for narrowing down the number of structures. Using an
electron spectrometer that can simultaneously analyze and detect electrons over a
range of emission directions**"1* would also clearly speed up such studies, with
the only likely drawback being that angular resolution is often lower in such
systems, particularly when working at higher energies. In all of these methods,
the final precise structural determination would require comparison of ex-
perimental diffraction curves or x functions with calculated curves for a number
of geometries, with the most quantitative method of comparison being via some
sort of R factor.50-2*11 This is thus exactly the same methodology employed in
LEED, except that in pbotoelectron diffraction, a single scattering approach should
already provide useful information for many cases and there is additional readily
available structural information concerning the type of local bonding site that can

assist in ruling out structures.
As a final new direction in the analysis of scanned-angle data, we consider

the recent interesting proposal by Barton,"' based on an earlier suggestion by
Szoeke,"2 that it should be possible to directly determine atomic positions via
photoelectron holography. According to this idea, the photoelectron leaving the
emitter is treated in fust approximation as a spherical outgoing wave that, by
virtue of the scattering and diffraction from its neighbors, produces an intensity
modulation outside of the surface that can be considered a hologram. This
hologram is then simply the intensity distribution of a given peak over a
two-dimensional range in 0, <p (or, equivalently, some two-dimensional range in
k,, kr). This intensity distribution can then be described by a formula of exactly
the same type as Eq. (10), but with some important generalizations. These
generalizations are that the scattering amplitude \f,\ and phase shift V,. together
with the factors for the excitation matrix element and attenuation due to spherical
wave, inelastic, and vibrational effects, must be replaced by an overall wave
amplitude \Ft\ and phase ty for each scatterer that sums over all single- and
multiple-scattering events which terminate in atom j as the last scatterer before
the detector. It can then be shown151 that inverting this two-dimensional
hologram mathematically to produce a real image is equivalent to a double
Fourier integral in k, and k,t in which the desired z plane of the image is a
variable parameter within the integral. Thus, two dimensional x-y cross sections
at different z positions are in principle possible with this method.

Barton has carried out a theoretical simulation of this new method using
MSC-SW intensity distributions in 6, <t> for the c(2 x 2) S/Ni (001) system at a
kinetic ene'<*y of 548 eV and with a width of angular detection in both the kM

and Jfc, directions of ±40*. The inversion of this hologram is found to have
maxima that can be directly related to different near-neighbor Ni atoms, with an
estimated resolution in x and y of 0.5 A and in i of a much higher 2.3 A. The x
and y resolutions are ultimately limited by the Rayleigh criterion for a lens
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(hologram) of a given opening angle. For the maximum reasonable detection-
angle ranges in a spectrometer of ±40° to ±60°, this in turn yields resolution
limits i x and Ay that are very close to the de Broglie wavelength of the electron
(i.e., 0.52 A at 548eV). This is a likely reason why a rather high kinetic energy in
the typical XPS range was used for this simulation.

As noted by Barton, some limitations and /or problems that need to be
addressed in the further development of this technique are the relatively low
position-resolution obtainable, particularly in z; the presence of twin images at
± i for each atom (a universal effect in holography), which could cause serious
overlap problems for bonding geometries involving atoms that are below-plane;
the fact that multiple scattering effects on the Ft may cause deviations of the
image positions from the actual sites, thus requiring an iterative correction via
theoretical calculations of these generalized scattering amplitudes for an assumed
geometry; the fact that several images at different energies, or even an additional
Fourier transform of energy-dependent data at each $, <f>, may be necessary to
effect this correction; and the added experimental difficulty in requiring some sort
of high-speed multichannel electron analyzer that can obtain such large data sets
in a reasonable amount of time.15

Another limitation not mentioned in connection with this .theoretical
simulation is that the high energy used implies relatively : weak backscattering
effects of only 15% or so compared to forward scattering (cf. Fig. 2); thus,, the
actual degTee of modulation in intensity observed may be quite small, making the
measurements rather difficult. Going to higher energies to improve resolution via
shorter de Broglie wavelengths will make this problem worse due to even weaker
backscattering. Thus, for an adsorbate or surface atom that has not significantly
penetrated a surface, there will always be a tradeoff between resolution and ease
of measurement in photoelectron holography. Of course, if the emitter is found
below the surface, then strong forward scattering of the type discussed previously
here can take place, and the resulting hologram should then show larger intensity
modulations; however, forward scattering effects by themselves contain bond
direction information, but not bond length information, so that the weaker
modulations due to higher-order features would still need to be accurately
measured in order for the inversion of the hologram to yield the full structure.

As a potentially more convenient experimental alternative for holography, a
suitable Auger peak involving three filled levels might be useful as a source of a
more nearly spherical wave as assumed in the image reconstruction, although the
poorly understood mixing in of other / components could complicate a precise
theoretical analysis of the effective amplitudes \Fj\ and phases Vy Also, using
Auger peaks that are too broad in energy would reduce the degree of
monochromaticity (i.e., coherence) required in the source.1"1

No matter how these problems are dealt with, even low-resolution three-
dimensional images from such holography could be useful in ruling out certain
bonding geometries in a semiquantitative way, much as Fourier transforms in
ARTEFS can be useful through the approximate path-length differences they
provide. It will be interesting to see what the first inversion of an experimental
photoelectron hologram brings. (Please see the added note on holographic
methods at the end of this chapter.)
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6. COMPARISONS TO OTHER TECHNIQUES AND CONCLUDING
REMARKS

We begin this concluding section by comparing photoelectron and Auger
electron diffraction to several other current probes of surface structure in order to
assess their relative strengths and weaknesses. As a first overall comment, it is
clear from any perusal of the current literature (e.g., Ref. 1) that no one
surface-structure probe directly and unambiguously provides all of the desired
information on atomic identities, relative numbers, chemical states, positions,
bond distances and bond directions in the first 3-5 layers of the surface. The very
small number of surface structures for which there is a general consensus in spite
of several decades of careful study of some of them testifies to the need for using
complementary information from several methods.

To provide some idea of this complementarity of approaches, we show in
Table 1 several techniques assessed according to a number of characteristics:
photoelectron diffraction (PD) in both scanned-angle and scanned-energy forms.
Auger electron diffraction (AED), surface extended X-ray absorption fine
structure (SEXAFS),1* near-edge X-ray absorption fine structure NEXAFS,**-1"1'*4

low-energy electron diffraction (LEED),*1 surface-sensitive grazing incidence X-ray
scattering (GIXS),17 scanning tunneling microscopy (STM),1" and Rutherford
backscattering (RBS) or medium-energy ion scattering (MEIS).1** This is not
intended to be a complete list of modern structure probes, but it roughly
represents the group most used at present.

These techniques axe rated, first, according to whether they directly provide
information on atomic identity (a positive feature of all techniques except for
LEED, GKS, and STM) and chemical state (possible only with PD, AED, and
MEXAFS). Atom identification is possible in GIXS only if use is made of anomalous
dispersion near a certain absorption edge. State-specific information is not
derivable in typical SEXAFS measurements because of the overlap of different
oscillatory absorption structures above a given edge.

Also, we assess whether other subsidiary types of structural and bonding
information can be obtained in a straightforward manner. Of course, once a
structure has been determined and optimized to fit the data of any one of these
methods, it has implicit in it bond directions, bond distances, site symmetries, and
coordination numbers, but the table entries have been chosen to reflect the
directness with which these can be extracted from the raw data with a minimum
of data analysis. The types of information considered are valence electronic levels
or excitations (directly accessible only in NEXAFS and STM), bond directions
(particularly easy to determine in high-energy PD/AED with forward
scattering—as discussed in comparison to other techniques in section 4.1.4—and
RBS/MEIS with shadowing and blocking), bond distances (very direct in SEXAFS
Fourier transforms), local bonding-site symmetries (easiest to determine with PD.
AED, SEXAFS, and RBS/MEIS), and coordination numbers (derivable directly
from high-energy PD and AED and less directly from the amplitudes of SEXAFS
oscillations). STM can also directly image surface atoms and thus provide
coordination numbers, but it is limited to looking at only the outermost surface
density of states, and so does not probe the bonding below this level in a direct
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way. Distinguishing between structures chat are related to atomic positions and
protrusions in the density of states can also be a problem in STM. It has been
suggested that NEXAFS resonance energies can be used to measure bond
distances,1" but this approach may be limited to well-calibrated series of
homologous molecules, and has been called into question,15*

The estimated accuracies of finally determining atomic positions with the
current state of these techniques is also indicated. Numbers smaller or larger than
these will be found for some cases in the literature, but it is the author's opinion
that the numbers in the table are a better representation of the true absolute
accuracies if all of the various uncertainties in both experimental parameters and
the modelling or treatment of the data are taken into account. Surface X-ray
diffraction is the most accurate, but its principal sensitivity is to horizontal
positions, with vertical positions being derivable only via the more difficult
method of measuring rod profiles normal to the surface. PD in any of its forms
and AED should be inherently as accurate as SEXAFS, if not more so, particularly
if the latter has been analyzed only with transform and back-transform methods
without any final theoretical modeling. PD should also ultimately be as accurate
as LEED,71 particularly for a given amount of input to the theoretical analysis.

The degree to which these techniques probe short-range order in the first
ilO-20 A around a given site versus longer-range order over 100 A or more is also
considered. Except for LEED and X-ray diffraction, all of the techniques are
primarily sensitive to short-range order, although we have also pointed out that
PD and AED actually have sensitivity extending over a region of diameter as
large as 40 A. Although inherently larger-scale probes, LEED and X-ray diffraction
can with spot profile analysis be used to study the breakdown of long-range order
in such phenomena as surface phase transitions.

Next, several characteristics relating to the ease of obtaining data and
analyzing it theoretically are indicated: the overall percentage change in intensity
as one measure of the ease of determining the signal (which is particularly large
for PD, AED, and LEED); the possibility of using a simple, usually kinematical,
theory to analyze the results; and the feasibility of using Fourier transform
methods to more directly derive structural parameters. The overall figures for
percentage effect should be assessed carefully, however, since the inelastic
background under some photoelectron and Auger spectra can be high, thus
making even a 50% modulation of the peak intensity difficult to measure. By
contrast, for some applications of SEXAFS, background effects can be much
reduced by using X-ray fluorescence detection,1" although surface specificity is
then lost. Problematic background effects can also arise in SEXAFS scans such as
Auger-photoelectron interferences if either type of peak is being used to monitor
the absorption and sharp spikes or glitches of intensity due to Bragg reflection of
X-rays from very well-ordered crystals such as semiconductors. Auger-photo-
electron interferences can also make the use of scanned-energy photoelectron
diffraction more diSicult if there are any Auger peaks from the sample that lie in
the kinetic-energy range from about 100 eV to 400 eV. Standard Auger 'ibula-
tions show that this could yield difficult background subtraction problems for the
atomic number ranges 4-7, 14-22, and 37 upward. As examples of this, sulfur at
16 involves such an interference, as noted previously in sections 4.2.2 and 4.2.3,
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and the Ag/Si system considered in section 4.4.2 was found in a recent
scanned-energy experiment50*0!*) exhibit extensive interferences over the full
90-350 eV range due to the various peaks in both the Si KLL and the Ag MNN
spectra.

As a last and important criterion for the present volume, we indicate whether
a given technique requires synchrotron radiation, as about half of them do.

The ideal structural probe would have "yes" for all of the nonquantitative
characteristics in this table except the last one, which for reasons of broadest
utility would be "no." It is clear that each method has positive features, but none
constitutes this ideal probe. Thus, complementary information from several
methods is in general desirable for fully resolving any structure. PD and AED are
positive on sufficient points to be attractive additions to this list. AED is easier to
excite (e.g., with photons or elections), but the more complex nature of Auger
spectra will prevent doing stale-specific diffraction measurements for many cases,
and an accurate theory, especially for lower energies, will be more difficult. Not
being able to use radiation polarization to selectively excite towards a given
scatterer is also a disadvantage of AED. As one disadvantage of scanned-angle
PD and AED, we note the present lack of being able to use Fourier transform
methods to determine structure directly (although photoelectron holography is a
proposal to do this); thus it may be necessary to carry out a number of
calculations for various structures, a procedure analogous to that used in LEED.
However, some aspects of the data (e.g., forward scattering peaks at high energy)
provide structural information very directly, and a good deal of any analysis
should be possible within the framework of a simple single scattering picture.
And in any case, the final lest of any structural model derived in PD, AED, or
SEXAFS should be to compare experiment to a diffraction calculation on a cluster
of atoms of sufficient size to adequately include all significant scatterers.

Thus, although photoelectron diffraction and its close relative Auger electron
diffraction are relatively new additions to the array of tools for studying surface
structures, they have already proven to be useful for a broad variety of systems.
Even at the present stage of development of both techniques with, for example,
standard X-ray tubes or electron guns as excitation sources, and theory at the
single-scattering-cluster-spherical-wave level, structurally useful and unique in-
formation can be derived for a range of problems including adsorption, molecular
orientation, oxidation, epitaxial growth, metal-semiconductor interface forma-
tion, cluster growth, surface phase transitions, and short-range magnetic order.
The use of higher angular resolutions promises to provide more precise structural
information, particularly concerning longer-range order. The wider availability of
synchrotron radiation, especially from the next generation of high-brightness
insertion devices, will enormously increase the speed of both scanned-angle and
scanned-energy measurements, thus permitting more studies of surface dynamics.
The accurate-intensity ratio measurements at low kinetic energy required in
spin-polarized photoelectron diffraction will also become easier. Some degree of
lateral-resolution photoelectron microscopy-plus-diflraction should also become
possible. And with focused electron beams, Auger electron microscopy-plus-
diffraction is also feasible. Also, high-brightness radiation sources should permit
increased energy resolutions of the order of 0.3 eV even at the higher photon
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energies of 1.0-2.0 keV that are optimum for taking advantage of forward
scattering and a single-scattering approach. Separate diffraction patterns will be
obtainable for the various peaks in a given spectra! region that arc produced by
chemical shifts, multiple! splittings, or more complex final-state effects. Using
both linearly and circularly polarized radiation will also permit the selection of
specific scatterers and spin-polarized final states, respectively. State-specific
structural parameters should thus be derivable in a way that is not possible with
other methods.

NOTE ON HOLOGRAPHIC METHODS

Since the original writing of this review, the use of holographically motivated
Fourier-transform inversion methods for deriving surface structural information
from both photoelectron- and Auger electron-diffraction data (cf. discussion in
section 5.4) has advanced considerably. Some of these developments are"
discussed below.

The first experimental data have successfully been inverted to yield direct
images of atomic positions near Cu surfaces by Tonner et a/."* More recently, the
same types of images have been observed for the semiconductors Si and Ge by
Herman et al.1" and for the simple adsorbate system c(2 x 2) S/Ni (001) by Saiki
« al.IW> In general, these images are accurate to within about ±0.2-0.3 A in
planes parallel to the surface and more or less perpendicular to strong forward
scattering directions, but only to within about ±0.5-1.0 A in planes perpendicular
to the surface or containing forward scattering directions.

Methods have been proposed for eliminating the observed distortions in
atomic images due to both the anisotropic nature of the electron-atom scattering
and the phase shift associated with the scattering by Saldin et al., 14° Tong et at.,"'
and Thevuthasan et al.161 Preliminary tests of these methods are encouraging, but
more applications to experimental data are needed to assess them fully. Further
image distortions due to anisotropies in the electron emission process have been
discussed,l<0'1*' and corrections for these also appear to be useful. Additional
spurious features that may arise in images due to the strength of the electron-
atom scattering and resultant self-interference effects have been pointed out by
Thevuthasan etal.'a By contrast, the multiple scattering defocusing illustrated in
Figs. 3b—ii and 6 has been shown to reduce the image distortions for the special
case of buried emitters that are separated by several atoms from the detector.163

Finally, Barton'" has shown in theoretical simulations that the simultaneous
analysis of photoelectron holographic data obtained at several different photon
energies, involving in effect an additional Fourier sum on energy, should act to
reduce the influence of both twin images and multiple scattering on atomic
images.

Thus, the holographic analysis of both photoelectron and Auger electron
data is in an intense period of evaluation, with several indications already that it
may ultimately provide reasonably good starting-point structures which can then
be refined by the more classic trial-and-error meihods discussed previously in this
review, but in much reduced time.
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Abstract

The current status or phoioeleciron diffraction studies or surface structures is briefly reviewed, and several recent
developments and proposals for future areas of application are then discussed. The application of iull-solid-angie
diffraction data, together with simultaneous characterization by low energy eleciron diffraction and scanning tunneling
microscopy, to epitaxial growth is first considered. New instrumentation Tor carrying out such studies with third-
generation synchrotron radiation is then presented and several types of results obtained with it are discussed. These
results include phatoelectron diffraction from surface and interface atoms, the possibility or time-resolved measure-
ments, and circular dichroism in photoelectron angular distributions, The addition of spin to the phoioelectron
diffraction measurement is also considered, and can be achieved either through core-level multiple! splittings or by
circular-polarized excitation of spin-orbit-tplit levels. This last development makes it possible to study short-range
magnetic order, perhaps even in a holographic fashion.

Keywords: Hologn>-hy; Phoioelectron diffraction: Phoioeleciron spectroscopy; Surface structure. Synchrotron radiation

1. Introduction

In photoelectron diffraction (PD), a photon
excites an electron from a core level, and the out-
going photoelectron wave is scattered from the
atoms neighboring the emitter, producing an inter-
ference pattern. Strong modulations in intensity of
as much as ±40% arc observed as a function of
either the direction of electron emission or the
energy of excitation, leading to what have been
termed scanned-angle or scanncd-encrgy measure-
ments, respectively. The first set of papers on PD
began appearing 25 years ago (1), and the Shirley

* Cftrreiponding author.

group was a pioneer in scanned-energy PD, pub-
lishing the initial paper in 1978 (If]. The aim of
these measurements is to deduce information
about the atomic structure around the emitter, or
perhaps also the type of magnetic order surround-
ing it. There are by now a number of groups in the
world engaged in such experiments, using both
laboratory X-ray sources and synchrotron radia-
tion (SR), and a variety of systems have been stu-
died to date with this technique, including systems
exhibiting surface core-level shifts, adsorbed atoms
and molecules, epitaxial overlayers, and atoms at
buried interfaces. Several reviews of this field have
appeared in recent years 12-7], and it will thus not
be our aim to survey it in detail. Rather, we will
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bcjjJn by briefly describing those basic characteris-
tics that make PD an attractive structural probe,
consider some of its limitations and difficulties, and
then go on to concentrate on several more recent
developments involving both laboratory and next-
genera I ion SR sources thai promise to make it an
even more widely used tool Tor surface, interface,
and nanostructure studies in the future.

We begin with the positive aspects of PD, several
of which will be illustrated with more specific
examples in the following sections.

(i) Atom specificity. I'D is an atom-specific probe
by virtue of the fact that a certain core level is
probed. Thus, the structure around each type of
atom in the sample can be probed separately.

(ii) Chemical-state or site specificity. With suffi-
cient resolution, core binding energy shifts with
chemical state (e.g. the different oxidation states
of a given atom) or binding site (e.g. between the
bulk and surface of a metal or semiconductor) can
be used to study the atomic structure around each
lype of atom separately [g|.

(iii) Spin-specificity. Although not nearly as
much explored, the diffraction patterns of photo-
electrons ofdifTerent spins can also be studied sepa-
rately, yielding (he promise of determin ,, the local
magnetic order around both magnetic atoms and
non-magnetic atoms surrounded by magnetic
atoms. Such spin sensitivity can he achieved by
using I he multiple! splitting inherent, in (he core
spectra of various transition metals or rare-earth
elements, by enciling spin-orbil-split core levels
with circularly polarized radiation, or by some
combination of these two effects. This leads to
what has been termed spin polarized photoeleclron
diffraction (SPPD) [9].

(iv) Polarization dependence. Beyond using cir-
cular polarization to produce spin polarization,
varying polarization from linear to left or rii .•.
circular to unpolarized further permits selectively
directing the outgoing photoelcclron probe wave
into different regions of the atomic structure sur-
rounding the emitter, so that complementary struc-
tural information can be obtained for different
relative orientations of light and sample [2,4].

(v) Energy dependence. PD makes use of energy
dependence in three basic ways. At higher energies
of more than 500 eV, the electron-atom scattering

factor is highly peaked in the forward direction,
producing pronounced peaks in diffraction pat-
terns along, for example, bond directions in
adsorbed molecules and low-index directions in
epitaxial layers [2,3,5]. For lower energies below
300 eV, the scattering factor is more uniform over
all directions, and usually has a strong peak in the
backward direction; thus, the locations of atoms
behind the emitter as viewed from the detector
can be studied [4,6), although their bond directions
cannot be as directly determined as in forward scat-
tering. Being able to vary energy between these two
limits using synchrotron radiation thus permits the
full structural environment of a given emitter to be
studied. Going to lower energies in the 50-100 eV
range further leads to increased sensitivity to the
surface (via the reduced inelastic attenuation
length) and to magnetic scattering effect*, (via the
enhanced exchange interaction); such energies are
thus those of relevance in SPPD measurements [9].
Finally, the energy dependence of the photo-
electron de Broglie wavelength is also what leads
to the modulations measured in scanned-energy
photoeleclron diffraction.

(vi) Simple first-order theoretical interpretation.
In a number of studies to date, il has proven pos-
sible to derive useful surface structural information
by comparing experimental data with the results of
rather straightforward single-scattering (SS or
kinematical) theoretical calculations [2,3a]. How-
ever, il is also by now clear that a fully quantitative
treatment of all of the features in both low-energy
and high-energy diffraction patterns will require
more sophisticated calculations at a fully con-
verged multiple scattering (MS) level [10] that
have many similarities to those used in low energy
electron diffraction (LEED) analyses. We shall
illustrate below both types of theoretical analysis,

(vii) Direct derivation of structural parameters,
A final advantage is that there are several ways in
which it is possible to directly derive structural
parameters from PD data. We have already noted
that forward scattering peaks directly give bond or
low-index directions [2,3,5). Beyond this, a Fourier
transform of scanned-energy PD data yields path-
length differences Tor different scatterers that can
often be used to rule out some adsorbate geome-
tries in a search for the true structure I2,4,6b,ll].

Finally, taking a larger data set that involves
varying both energy and angle over some volume
in the momentum space of the photoelcclron can
be used with several recently suggested transform
algorithms to holographically derive atomic posi-
tions in three dimensions (12-191, a topic to which
we shall return in connection with spin-resolved
studies.

By contrast, some difficulties with PD are as
follows.

(i) More complex equipment. Relative to a stan-
dard laboratory pholoeiectron spectroscopy sys-
tem, a more precise, computer-driven sample
manipulator is required. For the most versatile
and powerful experiments with variable energy
and/or variable polarization, access to a synchro-
tron radiation beamline is also necessary.

(ii) Long measuring times. Measuring hundreds
or perhaps even a few thousand separate core spec-
tra to produce a single angle or energy scan or a
more complex scan over both angle and energy that
can be used in a holographic sense (12-19] can be
very time consuming, and take between hours and
days with most present systems. However, next-
generation synchrotron radiation beamlines,
coupled to appropriately high-throughput spectro-
meters and detectors, promise to reduce these times
to the minutes-to-hours ra'tje. This should also
permit a broader range of dynamical studies on
surfaces.

(iii) Macroscopic domain averaging. At present,
PD data are taken from the full area illuminated by
the radiation, which is typically of the order of
I mm1 to 10 mm1. Thus, many domains are aver-
aged over, and structural conclusions can be con-
fused by the resulting overlap of diffraction
patterns from different site types. Various kinds
of photoelectron microscopy are currently being
tested at different synchrotron radiation sources
around the world, as discussed in the article in
this issue by Tonner et al. [20]. These developments
may ultimately permit PD to be carried out on
areas as small as a few hundred angstroms in
radius, thus focussing on a single domain or nano-
structure on the surface. This last prospect is to be
sure a lour de force experiment for third-genera-
lion (or even fourth-generation) synchrotron radia-
tion sources, but realizing it would be exciting

indeed, because a further space dimension could
then be accessed.

(iv) Complex multiple-scattering theoretical
interpretation. We have already noted above that
data can often be analyzed to a useful point within
a single-scattering framework, but future studies
will no doubt make more use of the more quanti-
tative multiple-scattering model. However, a num-
ber of groups by now have multiple scattering
programs operating [10], and these will no doubt
become faster, more accurate, and more user
friendly; as they have in LEED analysis.

We will now turn to a few recent examples ofPD
data and its theoretical interpretation, and to the
development of next-generation instrumentation
for such measurements. These examples are chosen
primarily from the work of our groups, but we
hope that they are illustrative of both some current
forefronts of PD studies and some of the more
exciting future directions in this field.

2. Full-solid-angle diffraction data

Although the first full-solid-angle PD pattern
was measured some time ago [21a], it is only in
recent years that these time-consuming experi-
ments have been performed on a more routine
basis, beginning particularly in the Osterwalder
group (7,21b-e). We here illustrate the utility of
this kind of data for a recent study of the growth
of iron oxides on Pt(l 11) (22). In this work, another
noteworthy element was added in that X-ray
photoelectron diffnr'ion (XPD) measurements in
a laboratory-based system were combined with in
situ characterization by both LEED and scanning
tunneling microscopy (STM), such that the com-
plementary nature of these surface structure probes
could be exploited.

Some of the data from this study for a I mono-
layer (ML) overlayer of FcO on Pi(l 11) are shown
in Fig. 1, where a LEED pattern, STM image, and
full-solid-angle XPD patterns for all three atoms
present (Pt, Fe. and O) are compared for the
same surface preparation. The LEED pattern
shows the basic Pt(lll) spots, but with a rosette
of superstructure spots around each one indicative
of some longer range order. This longer range
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(a) Low energy electron diffraction (c) Phoioelcclron diffraction
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(b) Scanning tunneling microscopy
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Fi». I. LEED.STM.indXPD dan Tor 1 Mlof FeO on Pl(l 11). The full-iolid-injle XPD pilterni for PUf, Fe!p, indOll«ni«ion In
ihown, (From Ref |22].)

order is directly im aged by STM, with a_ hexagonal a nd STM da ta led G alloway et al. (23) to propose a
unit cell of approximately 26 A x 26 A superim- particular superstructure or lateral Moire pattern
posed on the atomic-resolution hexagonal oxide consisting o( a hexagonal-symmetry bilayer of
unit cell of 3.1 A x 3.1 A. Such combined LEED FcO(l l l ) composed of a layer of Fe atoms on

Fi|. 2. Tl»riill-lolid-in(leFc2pXFDpilliemr<ir 1 MLofFcO
on Pl(lll): (i) apaimcnul dm; (b) ilr>|lt Kaiterini theory
with tn Fc-0 mlcrpltiur dilUnct of 0.6} A; (c) linglt-iaticr-
!n| theory with to Fe-0 Inlerplnur diiUnce of 1 IS A tl in
bulk FeO. (From R(f. (J2J.)

top of, or below, a layer of O atoms. However, this
model left several questions about this overlayer
unanswered. Among these questions were: Which
atomic layer is outermost, Fe or O? What is the
interplanar distance between Fe and O? Is there a

preferred relative orientation of the FeO bilayer in
its growth with respect to ihe underlying Pi?

The XPD results in Fig. 1 serve to answer all
three of these questions. The Pl4f diffraction
pattern is dominated by scattering in the substrate
crystal, and so docs not contain any easily-
derivable information concerning the structure of
the overlayer. It does, however, provide a direct
internal reference in the data Tor the orientation

. of the overlayer. The Fe2p diffraction pattern con-
tains three strong peaks with some fine structure
around them, immediately suggesting that there
are forward scattering atoms between Fe and the
detector. Thus, O appears to be the outermost
layer. Finally, the Ols pattern is devoid of any sig-
nificant diffraction features, further confirming
that it is the outermost layer. The second question
regarding interlayer spacing is also easily answered
by measuring the polar angle at which the Fe-O
forward scattering peaks occur, and combining this
with the lateral unit cell dimensions of the FeO
overlayer from LEED and/or STM. Simple trigo-
nometry then yields an interplanar distance of only
0.65 A that is much contracted from the 1.25 A
between (III) planes in. bulk FeO. This distance
can be further checked by carrying out single-
scattering diffraction calculations for this over-
layer, with single-scattering being 4 very good
approximation for this situation in which there
are no chains of forward scattering atoms (2]. The-
oretical calculations for both 0.6S A and 1.25 A
intcrplanar spacings are compared to experiment
in Fig. 2. The agreement between experiment and
the calculation for 0.65 A is excellent, including
even the weak diffraction features around the for-
ward scattering peaks. For a 1.25 A spacing, agree-
ment is poor, both for the polar angle position of
the forward scattering peaks and the weaker fea-
tures. Finally, the fact that there are only three
forward scattering peaks io the Fe diffraction
pattern immediately implies that only one orien-
tation of the hexagonal O overlayer with respect
to the underlying f t surface exists, even though
two O overlayer orientations rotated by ISO* with
respect to one another are equally likely as far
as the Fe layer is concerned. Thus, there is an
O-Pl interaction through the Fe layer that is
strong enough to select only one orientation of
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the O ovcrlaycr, a subtle aspect of the growth pro-
cess that would be difficult to determine with any
other method.

This is thus an illustrative example of both how
useful full-solid-angle diffraction patterns can be
(see also Refs. [7] and [21J for other. examples)
and how important it is to have additional comple-
mentary structural probes in the tame experimental
chamber, with LEED and STM being two particu-
larly useful ones.

3. A next-generation photoclectron spectrometer/
diffractomcter

In Fig. 3, we show a schematic view of a photo-
electron spectrometer that has been configured for
high-resolution, high-intensity spectroscopy and
diffraction measurements, and initially installed
on bending magnet beamline 9.3.2 at the Advanced
Light Source in Berkeley. Fig. 4 shows » photo-
graph of the system, with major components
labelled. The electron energy analyzer is a tune-
able-resolution large-diameter hemispherical elec-
trostatic system (Scienla ES200) that has been
incorporated into a chamber which can rotate
over 60° in the plane of the electron storage ring.
This rotation is made possible by • large-diameter
bellows linking the chamber to the beamline, as
shown in these figures. Such in-plane analyzer rota-
tion, although common for much smaller analyzers
mounted inside the vacuum system, has not been
attempted before in such an ex silu mounting, and
it permits selectively varying or the fundamental
excitation cross section, keeping the photon-sam-
ple geometry fixed while measuring intensities over
• large fraction of Ihe 2ir solid angle above the sur-
face, and scanning the analyzer with Ihe sample
polar-angle motion to keep the photoelectron
escape process constant. The analyzer is presently
equipped with a single multichannel detector cap-
able of an integrated count rate of about 100 kHz,
but will in the near future be modified to include a
much higher speed multichannel detector operating
up to the gigahertz range, together with an alter-
native spin detector of the so-called microMoit
type thai will be interchangeable in situ. The
spherical grating monochromator and analyzer

together should be capable of operating at energy
resolutions of 1:10'. The analyzer is also equipped
with a demountable collimator at its entry to limit
the solid angle of acceptance to ±1.5* for high
angular resolution studies. The beamline optics
also permit radiation to be taken both above and
below the plane of the electron orbit, thus obtain-
ing a high degree of left or right circular polariz-
ation, and linear polarization with in-plane
operation. This beamline and end station has
been constructed as a collaborative project with
the Shirley group. We now briefly consider some
first results obtained with this instrumentation.

3.1. Full-solid-angle photoelectron diffraction from
surface and bulk atoms of a clean surface

In Fig. 5(a), we show the geometry for an
experiment in which the surface and bulk W4f
peaks from a clean W(110) surface have been
measured with this system. It is well known that
the clean (110) surface exhibits a surface compo-
nent shifted to lower binding energy by 320 meV
{8a,24a], and this is cleanly resolved in the spectrum
of Fig. S(b). The 120 meV full width at half
maximum (FWHM) for the bulk peak is slightly
narrower than anything measured before [24a],
and is essentially limited by the various sources of
natural. linewidth for this level. PD has been
measured before for this case [Ba.24b.cJ, but has
only involved a few scans in azimuth*! angle or in
energy. The high rate of data acquisition possible
with this new system (a spectrum like that in
Fig. 5(b) can be obtained in 20 s or less) has now
permitted measuring essentially the full solid angle
of data for both the bulk and surface peaks, as
shown in Figs. 5(c) and 5(d), respectively J25J.
The photoelectron energies here are in the very sur-
race sensitive 39-40 eV range. Thus, it is obvious
that it wilt be possible in the future to obtain much
more complete photoelectron diffraction informa-
tion than in prior studies.

One immediate benefit of such data sets is the
possibility of making more rigorous tests of the
multiple scattering theory that is now being used
by several groups to analyze PD data. In particular,
we have carried out multiple-scattering and single-
scattering calcu la tions to simulate the surface-atom
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ADVANCED PHOTOELECTRON
SPECTROMETER/DtFFRACTOMETER
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Full 2« Photoelectron Diffraction from Surface

and Subsurface ("Bulk") Atoms on WHIP)

(a) (b)

2BI

t . 20 sec

(c) lit PD of Bulk Resolved W 4f 7 / 2

phi

39 / 40
K-E(eV)

t
(d) Is PDofaurUtcRrtOlvoJ WAl7rl

10

Fit 5. Fu]|-u|jd-*n|le phoioelfictron diffrtction from clean W(M0): (t) Ihe expcrimefil*l geometry; tb) 1 high-raoiulioo VJ*f^
•peclnira, resolved into lurficc mi bulk compontnll; (c) the Tull dilTnclion pattern Tor Ihe bulk component; (<]) the full diffnetian
ptuem for the mrficr component, (from Ref. |2S|.)

diffratlion pattern in Fig. S(d), using a program
developed by KsduweU cl al. [IOe) and based on
Ihe convenient Rehr-Albers approximation for
treating multiple scattering JlOd]. The cxperimenlal
data for surface emission are shown again in Fig.
6(a), where they are compared to both multiple
scattering and single-scattering results. The "non-

si ructura I" parameters Tor the calculations of inner
potential VQ and inelastic attenuation length At
were determined from the PD data by optimizing
the fit of the MS calculation) lo experiment and
analyzing azimuthally-averaged surface-to-bulfc
ratios as a function or pholoeleclron takeoff
angle relative to the surface; the values of
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Thtorv-SS

V 0 - l 3 . 7 5 e V
A e - 3 . 0 A

41 IS 75 45
tb.t .

13.75 eV and 3.0-4.0 A so derived are in excellent
agreement with independent determinations from
band structure and other theoretical calculations.
Moreover, the MS calculations are in excellent
agreement with experiment for all the major dir-
fraciion features, thus showing that existing PD
theory is capable of an accurate description of

*uch data even at such low kinetic energies. The
SS calculations based on the same input para-
meters show similar diffraction features, but clearly
do not describe the data as well as the MS results;
thus MS effect* will definitely need to be included
Tor a quantitative description of such low-energy
data.

3.2. Photoelcciron diffraction from inter/ace atoms

The deiailed structure of interfaces, e.g. between
an epitaxial overlayer and the substrate on which il
is grown, is clearly one of the most important cur-
rent surface-structure problems. It is also a difficult
problem to solve, because most surface structure
probes either cannot uniquely resolve interface
atoms from their neighbors or cannot probe very
deeply below the surface. PD with high energy
resolution has been shown to be capable of study-
ing interface atoms that are at least a few atomic
layers below the surface (8d], and future experimen-
tal capabilities promise to expand this application
dramatically.

As one illustration of what is possible, we show
in Fig. 7 results obtained with the system in Figs. 1
and 2 for the case of 1.2 ML of Gd deposited on
W(l 10) [26]. it has been shown by Toberet al. [27]
in a combined STM and LEED study that this first
monolayer forms a lateral superstructure or Moire
pattern wilh (7 x 14) periodicity in which a hexa-
gonal Gd(0001) layer is formed on the surface with
relatively little lattice constant change compared to
bulk Gd. However, this layer is only weakly bound
lo the underlying W, and many types of Gd-W
bonding sites are involved over the (7 x 14) unit
cell. Fig. 7(b) shows that il is nonetheless possible
10 clearly resolve the interface W atoms via the 4f
spectrum, and that these interface atoms exhibit a
binding energy that is even lower than that for the
clean W surface. A likely reason for this lowering of
binding energy is the additional core-hole screening
possible in the Gd monolayer, which has only a
very weak bonding interaction with the substrate.
11 has also been possible to measure the separate
PD patterns for the bulk and interface W peaks in
this system, and they are compared in Fig. 7(c), (d)
with the corresponding patterns for the clean sur-
face. Because there are many scattering geometries
between either an interface W atom or a bulk W
atom and the overlying Gd atoms, it is not surpris-
ing that the interface diffraction curve is very much
like the surface diffraction curve, and that the two
bulk curves are also very similar. Overall the Gd
scattering here acts to simply produce a nearly uni-
form background of intensity underneath the
dominant pattern associated with W-alom

scattering. However, for other kinds of metal-
metal epitaxy such as pscudomorphic growth in
registry with the substrate, the overlayer would be
expected to produce more dramatic changes in the
diffraction. Future applications of high-resolution
interface PD to metal-metal, metal-semiconduc-
tor, and oxide semiconductor overlayer growth
are thus very promising.

3.3. Timt-dtptndtnt measurements

As one illustration of how rapidly it should be
possible to lake PD data in the future, we show in
Fig. 8(a), (b) two lower-resolution spectra from
W(l 10) that were the beginning and end points of
a rapid accumulation of over 1 SO spectra taken in a
70 min time interval. Each spectrum was obtained
in only about 4 s. The initially nearly clean surface
was exposed lo about 6 x 10"'" Torr of O3 above a
2 x 10*10 Torr base pressure over this time, and the
surface peak thus slowly decreased in intensity and
shifted toward the bulk peak in energy (an effect
that has been seen before [24a]), while a weak oxide
peak grew in al about 0.35 cV higher binding
energy than the bulk peak. The curves in Fig. 8(c)
illustrate the time dependence of the surface and
oxide intensities and the surface peak position
(which becomes more uncertain as its intensity
dies away). These dau thus clearly indicate the
potential for kinetics studies in which intensities
are measured at several key energies or directions
as a function of time, thus yielding time-resolved
PD. With further optimization of the beamltneand
end station on which these data were obtained,
and/or carrying out the same type of measurement
on a more intense third-generation undulator
beamline, we estimate that it should be possible
to improve these data acquisition speeds by at
least one order of magnitude, if not two.

4. Circular dichroism in pholoelectron angular
distributions

Circular dichroism in pholoeiectron angular
distribution (often termed CDAD) was first
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observed for emission from a core level for the case

of an adsorbed molecule on a surface (Cls emission

from CO/Pd(l 11)) by SchSnhense and co-workers

[28]. This dichroism, or difference between the

intensities with left and right circularly polarized

light (/RCP and l"*, respectively), is most conve-

niently measured via a normalized asymmetry that

is defined as

where k is the direction of electron emission.

Changes in this asymmetry with direction by as

much as ±75% were observed for CO/Pd. These

measurements thus made it clear that even a non-

chiral molecule can exhibit circular dichroism when



286 C.S. Fadlty ti al/Jounwl o/Etearon Sptclraitopy and RrlvttJ Phtnamtna 75 (1995) 273-297

[Ho]

[110]

Si2p-2S0eV
EXPERIMENT

0>) UCP (c) RCP

Fi(.». Cireulir diditoiim in cht infulu diitrisuiions orphoio-
deeuon. from Si(OOI): (.) UK «p«i«<M.I poroclry, mlh
rtdiilion mddcnt nonnal lo the lurflM ind i display uulyur
bang w«j lo limuJUncouily dclecl electron, over • * « • cone;
(b). (c) upcrimenld Si?p inteuiiy diuribuiiciu •( a lintik
entrgy of IK eV and wiih kft<i«»l»riy poUriud <LCP) .mi
nthKirculvly poliriud (RCP) natation, tapcclively; (d). (t)
u (b), <c). but multiple nattering pholMleclion diffraction
thtory; (f) iniloioui multiple lalterint theory fet ciciution
wiih unpoliriitd ridi.lion. (From Ref». [J0| •nd |3I])

it is fixed to a surface, provided lhal a certain geo-
metrical condition is satisfied between the molecu-
lar axis ft, the light incidence direction q, and k: in
particular ^CDAD « m be non-zero whenever these
three vectors are not co-planar. Such data were first
interpreted using quantum-chemical theoretical
methods for the isolated adsorbale molecule
[29a}. However, the chirality must be associated
with the final-state photoelectron wave function,
because the initial core state is spherically symme-
trical. This suggests using a PD point of view to
interpret such results, as has been done more
recently [29b]. In this picture, alt information on
the chirality is carried in the geometry of the light
incidence, the locations of all scaltercrs around the
emitter, and the direction of electron emission. This
approach thus permits easy inclusion of contri-
butions to the dichroism from atoms in the sub-
strate. PD calculations were in fact also found to
correctly predict the effects seen for CO/Pd(lll)
[29b].

More generally, it has now been realized that the
emission from any core level in a single crystal
specimen can exhibit non-zero CDAD effects, pro-
vided that the plane containing q and k does not
also coincide with a plane of mirror symmetry per-
pendicular to the surface 130,31]. In particular,
intensity distribution measurements for Si2s and
Si2p emission from a Si(001) surface in a geometry
with the light incident along the normal (see geo-
metry in Fig. 9(a)) have shown that there are not
only very strong CDAD effects of as high as about
±20%, but that the observed diffraction patterns
exhibit what can in a first approximation be
described as peak "rotations" across mirror planes.
Some of these experimental data are shown in
Fig. 9(b), (c). where all the main diffraction peaks
clearly appear to move counterclockwise with LCP
excitation, and clockwise with RCP excitation.
Also shown in Fig. 9{d), (e) are corresponding dif-
fraction patterns calculated from MS PD theory,
and the agreement with the observed effects is
excellent for both peaks of types "I" and "2"
that can be seen in both experiment and theory.
For reference, the theoretical pattern with unpolar-
ized excitation (for which I*"" can rigorously be
shown to equal simply IRcr + / L c p [31)) is shown
in Fig. 9(f). Exciting with circularly polarized

C.S. Fadlty tlalJJeutaal of Eltclron Spteiroxopy and Rttalcd PJifrtomnio 75 11995) 271-191 2S7

radiation ihus yields one or ihe other of the two
components present in ihe unpolarized diffraction
pattern, with unpolarizrd radiation producing
broader features that are the sum of the two.

Considerable physical insight into the origin of
the peak rotations seen in Fig. 9 can also be gained
via an approximate model first introduced by
Daimon el at. [30]. This notes that, for emission
from a given n^m, state, the dipole selection rules
for circularly-polarized radiation &mKCr =
mf — rrij • = - 1 , and i m l C f = m{ - m-t = +1 ,
coupled with the angular and radial integrations
involved in calculating the photoelectric cross
section, lead to a dominance in the final-stale
photoelectron wave of the spherical harmonics
lt = I, + 1, mr -• mliWia/aa •> T('i + 1), respec-
tively. These spherical harmonics then have an azi-
muthal dependence of enp{bnt4) which yields
spiral, rather than cylindrical, constant-phase sur-
faces. Because photoelectron current will propa-
gate perpendicular to such constant-phase planes,
these two dominant components, which have
spirals of opposite sense, will "rotate" any diffrac-
tion feature (for example, a forward scattering
peak) in opposite directions. For circularly-
polarized radiation incident perpendicular to a
surface, a simple formula even results for these
azimuthal rotations A#mr

(2)

where Rt is the component of the nearest-neighbor
distance along some forward scattering direction
along the surface, and &| is the component of the
photoelectron wave vector along the surface. This
simple formula is in fact very successful in predict-
ing the peak rotations seen in Fig. 9(b), (c), as indi-
cated by the black crosses. It is not however,
expected to be fully quantitative for emission direc-
tions too far from the surface plane, nor for cases
where there is significant mixing of different It, mt
components in the final slate.

More recent data obtained with the system of
Figs. 1 and 2 confirm the generality of such peak
rotations, but also more quantitatively show the
additional peak distortions that can occur in chan-

ging from LCP to RCP 132). The case studied was a
(1 x'l) oxide overlayer on W(110), prepared in a
manner described previously [33]. The experimen-
tal geometry was very similar to that of the Si(001)
experiment, as shown in Fig. 10(a). The W4f spec-
tra for this surface shown in Fig. 10(b) are clearly
split into oxide and bulk components, with a
separation between them or about 0.70 eV. In
Fig. IO(c), we show single azimuthal scans of the
bulk and oxide peaks for a takeoff angle $ with
respect to the surface of 26.5°, with excitation by
linearly-polarized light (LP), and LCP and RCP
light. The correct mirror symmetry across the
[001] azimuth at 90° is seen in both bulk and
oxide for LP excitation, but peak rotations and
considerable distortions, are seen with LCP and
RCP excitation. The overall diffraction patterns
furthermore obey the symmetry expected from
the normal-incidence experimental geometry,
because the mirror image of the LCP intensities
for both oxide and bulk are essentially identical
to the RCP intensities. These symmetries and rota-
tions are even more clearly seen in the oxide/bulk
ratios of Fig. 10(d), in which various sources of
absolute experimental intensity drift with time
(and thus angle) are eliminated: in particular, a
± 6 ' rotation is seen here between LCP and RCP.
MS PD calculations furthermore well predict both
the overall rotations of features and the peak dis-
tortions seen here [32],

Thus, such circular dichroism in photoelectron
angular distributions is expected to be a very gen-
eral phenomenon for any non-magnetic (or by
implication also magnetic) system, and it can also
be quantitatively described by PD theory. One
reason for being interested in this effect is that cir-
cular dichroism in magnetic systems (magnetic
circular dichroism or MCD) is usually a much
more subtle difference in intensities that may be
only a few percent in magnitude [34], MCD effects
in photoelectron angular distributions are due to a
combination of the spin-orbit and multiple! split-
tings inherent in core spectra [34a) and possible
spin-dependent exchange scattering from magnetic
atoms during photoelectron escape from the sur-
face. By contrast, the CDAD effects discussed in
this section are due to the strong coulomb-plus-
exchange scattering from every atom in the sped-
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Fif. 10. Circular dichroism in the angular distributions orpholoetectroni from {I x I) O/W(l 10) with a (1 fc 12) oxide supentructure;
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26. f for both bulk and oxide W4f components for linearly-polarized (LP) light, LCP light, and RCP light; (d) Ibe oxide/bulk ratio over
the m o t uunuthal i o n , again for LP. LCP. and RCP excitation. (From Ref. (32).)

men. Thus, property allowing for ihe latler will be
essential lo accurately measuring the former [29].

We also note that the interplay between strong
non-magnetic scattering and diffraction effects and
weaker magnetic dichroism effects will no doubt
also exist in the more recently discovered magnetic

linear dichroism (MLD) I35a, b] and magnetic
unpolarlzed dichrosim (MUD) (35c-e), bolh of
which effects manifest themselves in core-
photoelectron angular distributions.

We now address the more subtle spin-dependent
scattering effects in more detail.
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Fig. 11. Spin-potarized core photoelectron ipeclra: (a) a Mn3»
ipeetrum from KMnF). with Ihe electronic i l i l u and spin
polahzaiioni relttive to the emitting Mn1* ion indicated (from
Rtf. [9t]; (b) 1W4Tipectnim from W( 110). cxdted by LCP light
(lop panel) and by RCP light (bottom panel) In (b), the tpin-
rttolKd intentiliei at measured pinllel or antipinilel lo Die
light incidence direction q arc indicated. (Frsm Ret [19].)

5. Spin-pobriud photoelcction diffraction and
holography

5.1. Multiple! splittings and spin-polarized
photoelectron diffraction

We have already noted that being able to
separately measure intensity distributions for
spin-up and spin-down photoelectrons should in
principle make it possible to determine the short-
range magnetic order around a given type of emit-
ter via what can be called spin-polarized pholoelec-
tron diffraction (SPPD). The use of multiple!
splittings for this purpose is by now well-estab-
lished for both simple anlifenotnagnets [9\ and fer-
romagnetic mcutls [36], and we show in Fig. l l(a)
an exchange-split 3s spectrum from antiferroinag-
netic KM11F) (100) that is one of the few cases
studied to date by SPPD. The predominant spin
polarizations of the two components are indicated
in this figure, together with the overall electron
configurations and L-S multiplets associated with
each peak: the SS peak at lower kinetic energy is
expected to be 100% up-spin and the 7S peak 71%
down-spin; spin polarizations are here measured
with respect to the emitting Mn 3 t ion. In Fig. 12,
some experimental [9c, d] and theoretical 137]
results related to SPPD from the similar antiferro-
tnagnetic system MnO(001) are presented. Plotted
in Fig. 12(a) is the temperature dependence of the
spin asymmetry 5 , a normalized spin-up/
spin-down intensity ratio that is defined to go
to zero at the high-temperature (HT) "para-
magnetic" limit of the experimental data via
5 ( F ) = 100[/!T - Rm) (in %) [9b-c]. Mere
R = IJI^ and the subscripts indicate the tempera-
ture at which the ratio was measured. For a low
average kinetic energy of I! 1 eV, this asymmetry
shows dramatic changes at about 4.5 limes the bulk
Ntel temperature, with the sense of this change
being opposite for two different directions of
observation. For a high kinetic energy of
1405 eV for which exchange scattering effects are
expected to be negligibly small, no such effect is
observed. These experimental results are in quali-
tative agreement with PD calculations assuming
that there is an abrupt loss of short-range antifer-
romagnetic order at Ihis high temperature, even
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simple atomic considerations [39]. These polariza-
tions are thus comparable to the 70-100%
expected for simple 3s multiplets of the type dis-
cussed previously, and immediately suggest using
such spectra as internal sources of spin-polarized
photoelectrons for SPPD studies. Such SPPD
studies based on circularly-polarized excitation
have in fact been attempted for the first time
recently [40]. Theoretical curves for the energy
dependence of the 5/2 spin polarization are also
shown in Fig. I3{a). Simple free-atom calculations
based on the work of Cherepkov [41] agree very
well with experiment, but with some deviations at
lower and higher energies. PD calculations with
only one emitter and no scatterers present (i.e. the
free-atom limit of the algorithm) agree with the
analytical free-atom results, an important self-
consistency check. MS PD calculations from a
large W(110) cluster in the nominal geometry of
the experiment show the same general trend of
polarization variation with energy as experiment,
but have a significant dip at about 125 eV (hat is
not seen in experiment. However, a small azi-
mulhal rotation of the cluster by 10* that is within
the experimental uncertainty of alignment sup-
presses this dip, and also yields excellent agreement
with experiment. The change in the PD polariza-
tions with cluster orientation, however, suggests
that photoelectron scattering, even in a non-
magnetic lattice, can significantly alter the degree
of spin pola rization in a core spectrum. To explore
this effect further, we show in Fig. 13{b). (c) the full .
three-dimensional contours of the absolute value of
the W4fj/2 spin polarization, as plotted relative to
the origin of the coordinate system. In Fig. 13(b) is
shown the contour for a free atom, tilted toward
the upper right due to the light incidence direction,
as shown in the inset geometry. This is a smooth
curve, with basically a donut shape and overall
negative polarization. Fig. 13(c) shows the same
kind of contour for a W emitter beneath four W
scatterers: a five-atom cluster in the W(l 10) geome-
try. It is here obvious that scattering and diffraction
effects cause a strong modulation of the spin polar-
ization with direction, with one manifestation of
this being the dip seen at 125 eV in Fig. I3(a).
The origin of these dramatic changes is that the
separate spin-up and spin-down intensity distri-

butions excited from the 5/2 level have very differ-
ent shapes, as shown in the plots of Fig. I3(d), (e),
and they thus sample differently Ihe non-magnetic
scatterers around the emitting atom. Such effects
should be very general, very strong, and occur in
both non-magnetic and magnetic surroundings.

1.3. Spin-polar tied photoelectron holography

Finally, we turn to another intriguing prospect
for the future of spin-resolved photoelectron dif-
fraction studies: the possibility of directly imaging
the spins around a given emitter via holographic
inversion methods. So-called "direct methods"
for deriving three-dimensional atomic structures
have been discussed in two other papers in this
volume by Schaff et al. [Gb] and by Terminello
et al. D6e], and we thus introduce them here
only briefly, to be able to discuss adding a spin-
dependent aspect. All direct methods involve
carrying out some kind of mathematical operation
that is closely akin to a Fourier transform on a
large set of data involving perhaps 1500-4000 dis-
tinct intensity measurements. In general, the
photoelectron intensity ](k) for a certain wave
vector k is converted to a normalized x function
in a standard way via

*,(*>
(3)

where !e{k) is the intensity in the absence of any
scatterers. Measurements of x(*) a r e Biade B t

several directions of emission (several k), and also
perhaps at several energies of excitation (several
\k\). The most common way to holographically
invert such a x(k) data set is to carry out the
following transform over the relevant volume in
fc-space [I2d,14a,b]

x exp (i* • r)x[k)\k\7 d|*j sin 6t A9t d*J (4)

where fl* and <f>k are the angles denning the direc-
tion k. Several prior studies have obtained success-
ful three-dimensional images of near-neighbor

atoms using this approach or d o n relatives of it
[12-19], and it seems clear that, at least for back
scattering atoms around a given emitter, very use-
ful structural conclusions can be drawn. These
images include some obtained with only one energy
(e.g. Refs. [I3,l5a,b,d,16]) and others in which the
transform of Eq. (4) is modified to allow for non-
ideal scattering effects and/or to somehow focus on
the region of image space that is most nearly ideal
(e.g. Refs. [I3,14,15,17b,18,19]).

We have already noted that two core photoelec-
tron peaks can often be found at relatively dose-
lying energies that are strongly spin-polarized in an
opposite sense. This might be due to a core multi-
ple! splitting or a spin-orbit doublet excited with
circular polarization, or some mixture of these two
effects. Thus, it is in principle possible to separately
measure X\ a n d Xi far the two different spin orien-
tations, and this could lead via spin-dependent
scattering effects to the holographic imaging of
the local magnetic order around a given type of
emitter [42]. There are two obvious spin-sensitive
imaging algorithms based on Eq. (4) and Xi and Xi
[42b]
A(r) = r j , ( r ) -U J ( r ) (SJ

with obvious notation, and

exp ( - exp ( t t .

(«)

which is simply the image U{r) calculated only on
the difference of the spin-up and spin-down x
values. Additional vector-based spin-sensitive
holographic imaging functions have also been pro-
posed [42a].

As a brief indication of the potential of this kind
of photoelectron holography, we show in Fig. 14
holographic inversions of multiple scattering calcu-
lations for emission of spin-up and spin-down elec-
trons from Mn1* ions in a snail planar cluster
representing a portion of the MnO(00I) surface
[42cl. The cluster is shown in Fig. 14(a). Spin-up
Mn1 + scatterers in this cluster have been distin-
guished from spin-down scatterers by having an
additional exchange potential due to five unpaired
3d electrons that interacts only with spin-up photo-
electrons. Spin-down scatterers have the same 3d

exchange potential, but it interacts only with spin-
down photoelectrons. Thus, the potential is slightly
more attractive when the photoelectron spin is
parallel to that of the scalterer. Spin-up and spin-
down holograms were calculated in a fully-
converged MS way for 10 energies between 127 eV
and 278 eV, and holographic images then derived
via Eqs. (4)-(6). The normal images U in the plane
of the cluster for spin-up and spin-down electrons
are shown in Fig. 14{b), (c) together with the cor-
responding spin-sensitive images A(r) nd A'(r) in
Fig. 14(d). (e). The normal images show futures
for all of the atoms in the cluster, including the four
non-magnetic O atoms. These spin-up and spin-
down images are .V:o very similar, as expected
because the 3d exchange scattering is only 5-15%
of the total effective scattering potential at these
energies. By contrast, neither A(r) nor A'(r)
contains any image intensity for the O atoms,
verifying that either of these choices of imaging
algorithm is predominantly sensitive to only the
magnetic scatterers. The peaks and valleys in the
spin-sensitive images are in general about 7-9% as
strong in transform amplitude as the normal
images, suggesting the experimental possibility of
carrying out such imaging, albeit a non-trivial
exercise. A{r) and A'(r) are also inherently differ-
ent in that A(r) images both orientations of scat-
terers in the same way, due the absolute value in
Eq. (6), while A'(r) changes sign when the scaitcrcr
is (lipped, and thus also is sensitive to the orien-
tation of a given scalterer. A'{r) also involves the
phase of the scattering factor, and thus can show
sign changes over the region of a magnetic scat-
terer, however, it is clear from this and other cal-
culation! that the sign changes are exactly reversed
if the orientation of the scalterer spin is flipped
from up to down.

Thus, spin-potarized photoelectron holography
represents an intriguing and challenging experi-
mental possibility for Ihe future,' but one well
matched to the new synchrotron radiation sources
that are now becoming available.

6. Concluding remarks

Pholoelectron diffraction is thus in some respects
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(b)

SUM O F 10 E N E R G I E S : 1 2 7 - 2 7 8 eV
Ut

(C)

.V; (d) the .pi-™,*™ holo|f,ph c ™^"(0 S « d b 3 n , Ea « M I I """* - • *? " " raCr|ie> bClW"n ' " " d

u.in| Eq. (6). {From Ref. [42b]) ' * q < S ) l ' " " * ' P " " ™ ' " ' ™ holofnphie image A ' M i C M r , ( e d
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a mature Reid, bul at the same lime one in which
several exciting n«w possibilities for surface and
magnetic structure studies are found. The simple
extension to taking full-solid-angle data often per-
mits much clearer conclusions regarding structures,
especially when high energies with forward scatter-
ing are present, and complementary structure
probes such as LEED and STM are used in situ
with il. Next-generation instrumentation, particu-
larly at third-generation synchrotron radiation
sources, will much expand the use of state-resolved
photoeleclron diffraction, including the resolution
of surface atoms and atoms at buried interfaces,
time-dependent structural studies, and different
types of dichroism in both non-magnetic and mag-
netic systems. The use of circularly-polarized radia-
tion for excitation shows up new phenomena in
diffraction peak rotations and distortions, and
makes il possible to excite spin-polarized photo-
electrons from any spin-orbit split level. Spin-
polarized pholoelectron diffraction and its more
difficult cousin spin-polarized photoelectron holo-
graphy also promise to provide information on
local magnetic order in an element-specific, and
also a site-specific, way.
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Abstract

We consider nudid of the atomic and magnetic structure near surfaces by photoelectron diffraction
and by the holognphic invertion of both photoelectron diffraction data tnd diffraction data involving
the emission of fluorescent x-nyi. The current status of pholoeiectron diffraction studies of
surfaces, inlerfico, uid other nanottructurei is first briefly reviewed, and then several recent
developments and proposals for future areas of application are discussed. The application ofrull-
solid-angle diffraction data, together with simuttaneout characterization by low energy electron
diSraction and scanning tunneling microscopy, to the epitaxial growth of oxides and metals is
considered. Seven! new avenues that are being opened up by third-generation synchrotron radiation
sources are also discussed. These include site-resolved photoelectron diffraction from suffice and
interface atoms, the possibility of time-resolved measurement* of surface reactions with chetnicsl-
sute resolution, and circular dichroisni in pholoelectron angular distributions from both non-
magnetic *nd magnetic systems. The addition of tpin to the photoeleciron diffraction measurement
is also considered as a method for studying short-range magnetic order, including the measurement
of surface magnetic phase transitions. This spin sensitivity can be achieved through either core-level
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mulliptet splittings or drculaj-polarittd excitation of sptn-orbit-tplil levels. The direct imaging of
short-range atomic structure by both photoelectron holography and two distinct types of x-ray
holognphy involving fluorescent emission is also discussed. Both photoelectron and x-ray
holognphy have demonstrated the ability to directly determine at least approximate atomic
structures in three dimensions. Pholoelectron holography with spin resolution may make il possible
also to study short-range magnetic order in * holognphic fashion. Although much more recent in its
lint experimental demonstration*, x-ny fluorescence holognphy should permit deriving more
accurate atomic images for a variety of materials, including both surface and bulk regions.

Acronyms

ALS Advanced tight Source

CDAD Circular dichroism in photoelectron angular distributions

FWHM Full width at half-maximum intensity

LCP Left drcu)ariy-polari»d radiation

LEF-D Low energy electron diffraction
LP Linearly-polarized radiation
MCD Magnetic circular dichroism

MCDAD Magnetic circular dichroism in photoelectron angular distributions
MEXH Multi-energy x-ray holography
ML Monolayer
MLD Magnetic linear dichroism

MS Multiple scattering
MSC Multiple scattering clutter

MUD Magnetic unpolariud dichroism
PD Photoelectron diffraction
PH Pholoelectron holography
RCP Right eircularly-potaiued radiation
SR Synchrotron ndiition

SPPD Spin-polarued phc-todectron diffraction
SS Single scattering
SSC Single scattering cluster

STM Scanning tunneling microscopy

UP Unpotarued ndiition

XCTi X-ny fluorescence holography
XH X-ray holography using fluorescence emission (2 types)
XPD X-ray photoelectron diOraction
XPS X-ray photoelectron speclroscopy
XRD X-ny diffraction



1. Introduction

A. Photoelectron Diffraction and Holography

The basic process involved in pholoetcctron diffraction (PD) is illustrated in Fig. I - A

photon excites an electron from a core level thai is necessarily welt localized in space, and the

outgoing approximately-spherical photoeleclron wave is scattered from the atoms neighboring the

emitter, producing an interference pattern. It i l the interference of the unscattered component +0

with ihe scattered components $j. (where j - 1, 2. J, ...and is summed over an atomic cluster of

sufficiently large size to be convergent) that produces the final diffraction pattern. Some of the key

physical parameters controlling this process are indicated in the figure. These parameters are; i "

the light polarization which influences the initial photoelectron excitation matrix element, q " ihc

photon wive vector, k •> the electron wave vector directly related to the momentum j5 = /rk and

the electron de Brogfie wavelength X, - 2n/]k|, fj(9p - the electron-atom scattering factor for a

given scattering angle 9; (describable in first order via plane-wave scattering but more accurately via

spherical-wave scattering), Ae - the attenuation length controlling the exponential damping of the

elastic photoelectron signal due to inelastic scattering. Uj - the mean-squared atomic vibrational

amplitude involved in the damping of the diffraction pattern due to vibralional effects (as included

most simply in a Debye-Waller factor), Vo - the inner potential which produces refraction of the

photoelectron in crossing this surface potential barrier, and fi0 - the effective analyzer acceptance

solid over which the diffraction pattern is averaged in the actual experiment. All of these aspects

will be included in the theoretical calculation! presented here.

Beginning with the first experiments of this type [ I ] , strong modulations in intensity of as

much as ±J0% have been observed ai a function of either the direction of electron emission or the

energy of excitation, leading to what have been termed scaimed-aiigte or scaimetJ-nnergy

measurements, respectively. The aim of these measurements is to deduce information about the

atomic structure around a given type of emitter, or perhaps also the type of magnetic order

surrounding such an emitter. There are by now a number of groups in the world engaged in such

experiments, using both laboratory x-ray sources and synchrotron radiation (SR), and a variety of

systems have been studied to dale with this technique, including adsorbed atoms and molecules,

systems exhibiting surface and interface core-level shifts, epitaxial overlayers, surface structural and

magnetic phase transitions, and atoms at buried interfaces. Several reviews of this field have

appeared in recent years [2-?]. and it will thus not be our aim to survey it in detail. Rather, we will

begin by briefly describing those basic characteristics that make PD an attractive structural probe,

consider some of it) limitations and difficulties, and then go On to concentrate on several more

receoi developments involving both laboratory x-ray sources and next-generation SR sources that

promise to make il an even more widely used tool for surface, interface, and nanostructure studies in

(he future.
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Fig. ] . Illustration of the basic photoelectron diffraction process, with various key physical
quantities necessary for theoretically modeling such phenomena labelled and defined.

We begin with the positive aspects of PD, several of which will be illustrated with more

specific examples in the following sections:

• A font specificity: PD is an atom-specific probe by virtue of the fact that a certain core level is

excited. Thus, the structure around each type of atom in the sample can be probed separately.

• Chemical-stale or sit* specificity: With sufficient resolution, core binding energy shifts with

chemical state (e.g., the different oxidation slates of a given atom) or binding site (eg, between the

bulk and surface of a metal or semiconductor) can be uied to study the atomic structure around each

type of atom separately [8],

• Spln-sptdfidty: Although not nearly as much explored, Ihe diffraction patterns of

photoelectrons of different spins can also be studied separately, yielding the promise of determining

the local magnetic order around both magnetic atoms and non-magnetic atoms surrounded by

magnetic atoms. Such spin sensitivity can be achieved by using the multiple! splitting inherent in the

core spectra of various transition metals or rate-earth elements, by exciting spin-orbit-split core

levels with circular-polarized radiation, or by some unavoidable combination of these two effects.

This leads to what has been termed spin polarized photoelectron diffraction (SPPD). [9].



• Variation oflight polarization: Beyond using circular polarization to produce spin polarization,

varying polarization from linear (LP) lo left or right circular (LCP or RCP. respectively) to

unpolarized (UP) further permits selectively directing (he outgoing photoelectron probe wave into

different regions of the atomic structure surrounding the emitter, so that complementary structural

information can be obtained for different relative orientations of light and sample [2,4].

• Variation of excitation energy: PD makes use of the ability to vary the excitation energy (and

thus also the photoelectron kinetic energy) in several ways. At higher kinetic energies of 2500 eV.

the magnitude of the electron-atom scattering factor |fj(Bj)| is highly peaked in the forward direction,

producing pronounced peaks in diffraction patterns along e.g. bond directions in adsorbed molecules

and low-index directions in epitaxial layers {2,3,5]. For tower energies of S300 eV. the scattering

factor for lower-Z atoms is more uniform over all directions, and often has a strong peak in the

backward direction; thus, the locations of atoms behind the emitter as viewed from the detector can

be fruitfully studied [2,4,6], although their bond directions cannot be as directly determined as in

forward scattering. Being able to vary energy between these two limits using synchrotron radiation

thus permits studying the full structural environment of a given emitter. Going to lower energies in

the SO-100 eV range Further leads to increased sensitivity to the surface, as this is where most

materials possess a minimum in the inelastic attenuation length Ae for electrons.. Also, the SO-100

eV range is one in which magnetic scattering effects, particularly due to the exchange interaction are

strongest; thut, such energies are those of relevance in SPPD measurements [9] Being able to tune

the photoelectron energy to maxima, minima, and/or resonances in the various photoelectric cross

sections is a useful possibility in SR. studies. And finally, the dependence of the photoelectron de

Brogiie wavelength on kinetic energy E|tjn, which is given by X jA ) * J ' ^ E y ( e V ) ' 's o f c o u r s e

also what leads to the modulations measured in scanned-energy pholoelectron diffraction.

• Simple firsl-tinltr theoretical interpretation: In a number of studies to date, il has proven

possible to derive useful surface structural information by comparing experimental data lo the results

of rather straightforward single-scattering (SS or kinematical) theoretical calculations [2,3 (a)].

However, it is also by now clear that a fully quantitative treatment of all of the features in both low-

energy and high-energy diffraction patterns will require more sophisticated calculations at a fully-

converged multiple scattering (MS) level [10]. These calculations have many similarities to those

used in low energy electron diffraction (LEED) analyses . We wilt below illustrate both lypes of

theoretical analysis

• Short-range order sensitivity: The nature of the photoelectron emission process (into an

outgoing spherical wave which decays as l/r) and the inelastic scattering process (with very short

attenuation lengths Ae in the -5-20A range) can be shown to make PO a probe of short-range

atomic or magnetic structure, with primary sensitivity to the first S or so spheres of neighbors

around a given emitting site, or within a sphere of maximum radius -20 A [2,4], This can be of

advantage in studying any sort of nanostructure which does not exhibit bug-range order over a

surface. LEED by comparison is generally used to probe longer-range order over perhaps 5O-1OO

A, although spot profile analysis is now being used lo derive shorter-range information.

» Direct derivation of structural parameters and pltotoekctnm luilography: A. final advantage is

that there are at least three distinct ways in which it is possible to directly derive structural

parameters from PD data with a minimum recourse lo theoretical modeling. We have already noted

that forward scattering peaks directly give bond or low-index directions [2,3,5]. Beyond this,

Fourier transforms of scaiined-energy PD data yield path-length differences for different scatterers

that can often be used to rule out some adsorbate geometries in a search for the true structure

(2.4.6(b),l 1]. Finally, holographic transforms of larger Jala sets that involve varying both energy

and angle over some volume in the momentum space or it-space of the photoelectron can be used to

directly derive atomic positions in three dimensions [12-21]. This was first suggested by Szoke

[I2(a)]. The process is illustrated in Fig. 2(b). in which the unscattered component <t0 is now

identified with the holographic reference wave and the scattered components 4>i ,42 .$}. • w i l h <he

object or subject waves. Various attempts have been made to derive atomic structures by

photoelectron holography (PH), including several methodologies for generating atomic images [12-

21]. Comparisons of these methods and genenl criteria for optimizing the taking of such

holographic data so as to minimize measuring limes also have been presented recently [1 S(e)-(g)].

By contrast, some difficulties and limitations of PD are:

• More complex hixirumenlathm: Relative to a standard laboratory x-ray pholoelectron

spectroscopy (XPS) system, a more precise, computer-driven sample manipulator is required.

However, adequate manipulators are now available from various commercial sources. For the most

versatile and powerful experiments with variable energy and/or variable polarization, access 10 a

synchrotron radiation beamline is also necessary, although much can still be done wilh a standard

laboratory XPS system.

• Longer measuring limes: Measuring hundreds or perhaps even a few thousand separate core

spectra to produce a single angle or energy scan or a more complex scan over both angle and energy

that can be used in a holographic sense [12-21 ] can be very time consuming, and may lake between

hours and days with most present systems. However, state-of-the-art laboratory XPS systems and

next-generation synchrotron radiation beamlines. coupled with appropriately high-throughput

spectrometers and detectors, promise to reduce these times to the minutes to hours range. Such

instrumentation should also permit a broader range of dynamical studies on surfaces. We discuss

below one such experimental system at the Advanced Light Source in Berkeley, and some time-

resolved surface kinetics measurements that have been performed with it.

• Macroscopic domain averaging: AJ presently carried out, PD data is taken from the full area

illuminated by the radiation, which is typically of the order of I mm2 to 10 mm2. Thus, many

atomic domains are averaged over, and structural conclusions can be confused by the resulting

overlap of diffraction patterns from different site types. Various kinds of pholoelectron microscopy

are currently being tested at different synchrotron radiation sources around the world, as reviewed

recently elsewhere by Tonner et al. [22]. These developments may ultimately permit doing PD on
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(a ) X-Ray Diffraction (XRD)

(b) Photoetactron Holography (PH).
X-ray Fluorescence Holography (XFH)

(C) Multiple Energy X-ray Holography (MEXH)

•Ubonaiy

Fig. 2. Schematic illustration of some methods for determining itomic structure. (») Conventional
x-ray diffraction from a crystal, in which the incident wavefront * o does not usually contribute to Ihe
diffracted intensity spots . (b) Localued-souree holography in which a certain atom emits either a
core photoelectron. yielding photoelectron holography (PH) or a core-derived fluorescent x-ray,
yielding x-ray fluorescence holography (XFH). (c) A second type of x-ray holography in which Ihe
incident x-ray scatters from near-nrighbor atoms to create an interference at a certain emitter of
fluorescent x-rays. This is the time-reversed version of XFH in (b).

areas as small as a few hundred A in radius, thus focussing on a single domain or nanostrueture on

the surface. This last prospect is to be sure a lour Jr/wce experiment for third-generation (or even

fourth-generation) synchrotron radiation sources, but realizing it would be exciting indeed, as two

further spatial dimensions could then be accessed in the experiment.

'More complex multiple-scalltritig theoretical interpretation: We have already noted above that

data can often be analyzed in a useful way within a single-scattering framework, but future studies

will no doubt make more use of the more quantitative multiple-scattering model. However, a

number of groups by now have multiple scattering programs operating [10], and these will no doubt

become faster, more accurate, and more user friendly, as they have in the LEED community. We

illustrate Ihe need for this more accurate modeling in specific cases discussed beiow.

In what follows, we will present a few recent examples of PD data and its theoretical

interpretation, and also consider the development of nexl-generation instrumentation for such

measurements These examples are chosen primarily from the work of our group, but we believe that

they are illustrative of both some current forefronts of PD studies and some of the more exciting

future directions in this field.

B. X-Ray Fluorescence Holography

We will also consider a much more newly developed technique for directly determining

short-range atomic structures, but one which is a very close relative of photoelectron holography

(PH): x-ray holography (XH) [23,24]. In PH, the photoelectric effect creates an outgoing

photoelectron wave from a given atomic center. As noted previously, Ihe unscattered component of

this wave is treated as a reference wave which interferes with Ihe scattered components, with the

latter being treated as the object or subject waves in a standard holographic exposure (cf. Fig. 2(b)).

In the first method of doing XH, the deexcitation of a core hole in a given atom creates an outgoing

fluorescent x-ray, with the unscattered and scattered components of this wave again serving as

reference and subject in a holographic exposure. This also is shown in Fig. 2(b), and it has been

termed x-ray flourescence holography (XFH). A second XH method called multi-energy x-ray

holography (MEXK) and illustrated in Fig. 2(c) is in a sense the time-reversed version of XFH and

will be introduced in more detail later.

Because x-rays scatter much more ideally from atoms than electron; (i.e.. much more weakly

and isotropicaliy. and with negligible scattering phase shifts w'j), one expects either way of doing XH

to yield more accurate holographic images than those from PH. However, the intensity modulations

in an x-ray hologram are also expected to be much weaker (by a factor o f -10 ' 3 - t<H). so that such

experiments will be inherently more difficult to perform. The much greater penetration depths of x-

rays in matter also means that XH can be used to probe nanostructures quite far below a surface,

with surface or interface specific sludies being possible only if a certain atomic type is present only in

the near-surface region lo be studied. X H thus shares some of the advantages of PD/PH : atom

specificity, variation of exciting light polarization, an even simpler kinematical theoretical

interpretation, short-range order sensitivity, and direct derivation of three-dimensional atomic



structures. And it also shares some of the disadvantages: complex instrumentation, even longer

measuring limes, and macroscopic domain averaging. Nonetheless, the exciting promise of XH as a

complement to the well-developed x-ray diffraction (XRD) method! for studies of atomic structure

(cf. Fig. 2(a)) has led 10 a few pioneering measurements of this type [24] thai we will briefly

overview below.

2. Fult-Solid-Angle XPO in Combination with LEED and STM

Although the first full-solid-angle photoelcctron diffraction pattern was measured some lime

ago (2S(a)], it is only in recent years that these time-consuming experiments have been performed on

a more routine basis, beginning particularly in the Osterwalder group [7, 2S(b).(c)]. We here

illustrate the utility of (his kind of data in two recent studies of epitaxial growth: iron oxide on

Pt(l II) [26] and Cu on Ru(0001) [27]. In the iron oxide work, another noteworthy element was

added in that x-ray photoeleclron diffraction (XPD) measurements in a laboratory-based system

were combined with jn gitu characterization by both LEED and scanning tunneling microscopy

(STM), such that the complementary nature of these surface structure probes could be exploited

I26(b)].

Some data for a I monolayer (ML) overlayer of FeO on Pi( l l l ) obtained by Kim et al.

(26(b)] are shown in Fig. 3, where a LEED pattern, STM image, and rull-solid-angle XPD patterns

from all three atoms present (Pt, Fe, and 0 ) , at excited by Al Ka radiation st 1,487 eV, are

compared for the same surface preparation. The LEED pattern in Fig. 3(a) shows the basic Pt(l 11)

spots, but with a rosette of superstructure spots around each one indicative of some longer range

order This longer range order can in turn be directly imaged by STM (26{«)) as shown in Fig. 3(b),

and it consists of a hexagonal unit cell of approximately 26 A x26 A superimposed on the atomic-

resolution hexagonal oxide unit cell of 3.1 A x 3.1 A. Such combined LEED and STM data ted

Galloway et al. (26(a)] to first propose a particular superstructure or lateral Moire pattern consisting

of i hexagonai-symmel ry bilayer of FeO( III) type and composed of a layer of Fe atoms on lop of

(or perhaps below) t layer of O atoms. But this model left several questions about this overlayer

unanswered. Among these questions were: Which atomic layer is outermost, Fe or O? What is the

interplanar distance between Fe and O? Is there a preferred relative orientation of the FeO bilayer in

its growth with respect to the underlying Pt?

The XPD results in Fig. 3(c) serve to answer all three of these questions. The Pt 4f

diffraction pattern is dominated by scattering in the substrate crystal, and so does not contain any

easily-derivable information concerning the structure of the overlayer. It does however provide a

direct internal reference in the data for the orientation of the overlayer, with the [112] direction

lying in the Pt(l 11) surface indicated on the figure. The Fe 2p XPD pattern contains three strong

peaks with some fine structure around them, immediately indicating Ihal there ire forward scattering

atoms between Fe and the detector. Thus, O is immediately suggested to be in the outermost layer

and responsible for this forward scattering. Finally, the O Is patten) is devoid of any significant

Ul I
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Fig. 3. (Upper left) (a) LEED, (b) STM, and (c) full-solid-angle XTD data for 1 monolayer (ML) of
FeO on P t ( l l l ) . The XPD patterns for Pt 4f, Fe 2p. and O Is emission are shown in siereographic
projection. [From ref. 26(b).]

Fig. •*. (Upper right) Full-sotid-antjle Fe 2p XPD pattern for ! ML of FeO on P i ( l l l ) : (a)
experimental data, (b) single scattering theory with a best-fit Pe-O interplanar distance of 0 68 A, (c)
sinale-scatterinjj theory with an Fe-O interplanar distance of I 25 A as in bulk FeO [From ref
26(b)]
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diffraction features, further confirming that it is the outermost layer. The second question »t 10

intcrlayer spicing is also easily answered by measuring the polar angle of 20° (measured with

respect to the surface) at which the Fe-O forward scattering peaks occur, and combining this with

the lateral unit-cell dimensions of (he FeO overtayer as derived from LEED and/or STM. Simple

trigonometry then yields an interplanar distance of only 0 65 A that is much contracted from the

1.25 A between (111) planes in bulk FeO. This distance can be farther checked by carrying out

single-scattering diffraction calculations for this overlayer, with single-scattering being an excellent

approximation for this situation in which there are no chains of forward scattering atoms [2].

Comptring such calculations with experiment via R-factorj developed specifically for the analysis of

FD data [26(c)] [(as done also in quantitative LEED structural analyses) finally yields the most

accurate interplanar distance of 0.68 A that is very close to the simple estimate based on the forward

scattering direction. Theoretical calculations for both 0.68 A and 1.2S A interplanar spacings are

compared to experiment in Fig. 4. The agreement between experiment and the calculation for 0.68

A is excellent, including even the weak diffraction features around the forward scattering peaks. For

a 1.25 A spicing, agreement is poor, both as lo the polar angle position of the forward scattering

pecks and the weaker features. Finally, the fact that there are only three forward scattering peaks in

(he Fc diffraction pattern immediately implies that only one orientation of the hexagonal O overlayer

with respect to the underlying Pt surface exists, even though two 0 overlayer orientations rotated by

ISO* with respect to one another are equally likely as far as the Fe layer is concerned. Thus, there is

an O-Pt interaction through the Fe layer that is strong enough to select only one orientation of the O

overlayer, in fact, this interaction must involve second-layer Pi atoms. Thus, XPD can be used to

determine > final subtle aspect of the growth process thai would be difficult to arrive at with other

methods.

Thus, this is an illustrative example of both how useful full-solid-angle diffraction pattemi

can be (see also refs. 7 and 25 for other examples, including a very recent application to Cgo >•> ref.

2S(c)) and how important it is to have additional complementary structural probes in the same

experimental chamber, with LEED and STM being two particularly useful ones.

A second example of epitaxy recently studied using data from these combined techniques is

Cu/Ru(0001), a system that at one level exhibits classic Stranski-Krastanov growth, but which on

closer examination with STM by Gunther et al. [27(a)] shows four stages of growth from a

pseudomorphic first layer through various types of latent contraction until finally retching Cu(l 11)-

like islands with essentially the bulk Cu structure. Subsequent theoretical analysis o f these results by

Hamilton and Fotles have successfully predicted these stages of growth as well [27(b)]. Ruebush.

Couch et al. [27(c)J have now measured full-solid-angle XPD from both Cu and Ru for this system,

and analyzed these results together with the STM results obtained by GOnther et tl. [27(a)]. Some

of their experimental data for I, 2. 3 and 4 ML Cu coverages are shown in Fig. S together with

theoretical calculations based upon both multiple-scattering cluster (MSC) [IO(e)J and single-

scattering cluster (SSC) [IO(c)] methods. In general. MSC theory better describes these data, for

example, as to the sharpness of the two sets of sixfold rings seen for I ML, and the relative

X-ray Photoelectron Diffraction
Cu/Ru(0001)

4 ML

Expt.

MSC
Theory

Fig. 5. X-ray photoelectron diffraction from the Cu 2p3 /2 level of Cu on Ru(000l), for coverages of
Cu from 1 to 4 ML. The kinetic energy is 556 eV. Also shown are the results of multiple scattering
clusicr (MSC) and single scattering ctusier (SSC) calculations in which the interplanar spacings have
first been varied to achieve best agreement with experiment. [From ref. 27(c).]



intensities or the most intense forward scattering peaks for A ML (which are too strong along these

tow-index directions in SSC). However, as noted before (2], SSC theory nonetheless predicts most

or the major features away from such tow-index directions. Comparing these XPD data with theory

via PD-specific R-factor j [26(c)] has furthermore permitted determining the average interlaycr

spacing of the Cu overlayers as a function of overltyer thickness, with the interesting result that

significant contraction is found to persist even up to 5-8 ML coverages. A simple theoretical picture

based on the Frenkel-Kontorova model [27(c)] on the other hand predicts a much quicker

convergence to the bulk interlayer spacing than is seen in experiment. Accurately knowing such

interlayer spacing) is clearly important for an understanding of both the chemical reactivity and

magnetic properties of such epitaxial melal overlayers. and full-solid-angle XPD can play a very

useful role in such studies.

3. Photoelectron Diffraction Studies wtth
Third Generation Synchrotron Radiation

There arc at present several "third-generation" synchrotron radiation facilities either already

operating or under construction, and these sources of very bright vacuum ultraviolet and soft x-ray

radiation in roughly the 30-2000 eV range will permit a number of exciting new directions to be

explored in both pholoeleclron diffraction and photoelectron holography. We illustrate some of

these possibilities with data obtained at the Advanced Light Source (ALS) in Berkeley, using a new

high-resolution spectrometer/difrractometer that has recently been buitt for use there.

A. Next-Generation Phofoelectron Sptetrometer/DifTractometer

In Fig. 6, we show a schematic view of a photoelectron spectrometer that has been

configured for high-resolution, high-intensity photoelectron speciroscopy, diffraction, and

holography measurements, and initially installed on bending magnet beamline 9.3.2 at the Advanced

Light Source in Berkeley [2(0]. Figure 7 shows a photograph of the system, with major

components labelled. The electron energy analyzer is a tuneable-resolution large-diameter

hemispherical electrostatic system {Scienia ES200) that has been incorporated into a chamber which

can rotate over 60" in the plane of the electron storage ring. This rotation is made possible by a

large-diameter bellows linking the chamber to the beamline, as shown in these figures. Such in-plane

analyzer rotation, although common for much smaller analyzers mounted inside the vacuum system,

has not been attempted before in such an ex tint mounting, and it permits probing the angular

dependence of the fundamental photoelectron excitation cross section, keeping the photon-sample

geometry fixed while measuring intensities over a large fraction of the 2n solid angle above the

surface, and keeping the photoelectron-sample geometry fixed by scanning the analyzer

synchronously with the sample polar-angle motion while measuring intensities as a function of light

incidence direction. This analyzer is presently equipped with a single multichannel detector capable

of an integrated count rate of about 500 kHz, but it will in the near future be modified so as to
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ADVANCED PMOTOELECTRON SPECTROMETER/
DIFFRACTOMETER

SCCTKMAA

Fie- «. Schematic drawing of the advanced photoelectron speeirometer/diffractometer (APSD)
presently situated on beamline 9 3,2 of the Advanced Light Source. The rotation of the main
chamber, including electron analyzer, and the range of photon-electron geometries possible are also
indicated.

include a much higher speed multichannel detector operating up to the GHz range, u well as an

alternative spin detector of the so-called microMoit type that will be interchangeable In situ. The

spherical grating monochromator in this beamline, together with the Scienta analyzer, are capable of

operating at overall kinetic energy resolutions of AE/E|cjn>i]:i04, The analyzer is also equipped

with ft demountable coltimttor it its entry to limit both the solid angle of acceptance to ~±l.5* for

high angular resolution studies and the area of the sample surface seen by the analyzer. The 9.3.2

beamline optics also permit taking radiation both above and below the plane of the electron orbit,

thul obtaining a high degree of left or right circular polarization, at well as linear polarization with

in-plane operation. We discuss below the use of this capability in measuring circular dichroisro

effects in photoelectron angular distributions (CDAD). We now briefly consider some first results

obtained with this instrumentation

B. Fult-Solid-Angle Photoelectron Diffraction from Clean-Surface and Bulk Atomi

In Fig. 8(a), we show the geometry for an experiment in which the surface and bulk W At

peaks from a clean W(l 10) surface have been measured with this system. It is well-known that the

clean (110) surface exhibits a surface component shifted to lower binding energy by J20 meV
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ALS Beamline 9.3.2

Fig. 7. Photograph of the APSD system in Fig. 6.
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[8(a)b28], and this is cleanly resolved in ihe spectrum of Fi». 8(b), The 120 meV full width at half

maximum (FWHM) for the bulk peak is slightly narrower than anything measured before {28(a)J,

and is essentiatty limited by the various sources of natural lincwidlh for this level. PD has been

measured before for this case [28(b)]. but these studies involved only a few scans in izimuthil angle

or in energy. The high rate o f data acquisition possible with this new system {a spectrum like that in

Fig. 8(b) can be obtained in 20 sec or less) has now permitted measuring essentially the full solid

angle of dafa for both the bulk and surface peaks, as shown in Figs. 9(a) and 9(b). respectively [29].

The photoelectron energies here are also in the very surface sensitive 39-40 eV range. Thus, it will

be possible in the future to obtain much more complete site-specific photoelectron diffraction

information, and we discuss the application of this to holography below.

b)

WJI10]
W 4f7/J Spntrm

Photo f
hv

K.E.UV,

Fig. S. (a) Experimental geometry used to study clean W(l 10), showing the two types of W atom
sites resolved, (b) High-resofution W 4f7/2 spectrum from W(I1O). showing surface and bulk
components. (From ref. 29.]

One immediate benefit of such data sets is the possibility of making more rigorous tests of

the multiple scattering theory that is now being used by several groups to analyze PD dan [10]. In

particular, multiple-scattering and single-scattering calculations have been carried out to simulate

these diffraction patterns [29], using programs developed by Kaduwela et al. [10(e)] and by Chen et

at. [10(g» and based on the convenient Rehr-Albers approximation for treating multiple scattering

[10(d}]. These calculations have been carried out for a range of interlaycr jpacings z between the

surface W layer and the second Sayer below, with PD-specific R-factors [26{c)] once more being

used to determine the best estimate of the structure. Experiment and theory for the optimized
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Fig. 9. Full-sulid-anyli: \V-lf-/i pliotoeleciron dilVraclion patients (a) hulk-r«ohed evperiment. (b)
surface-resolved experiment, (c) bulk ihtor* for tlie opiinitii!i imcrlavcr distance, (d) surface theory
for the optimum inicrl.iycr distance; and (e) It-factor comparison bemeen evperiment and multiple-
scatlcring lheor\' for the surface-atom W •ft"7/; plioiotlectron dillr.ietion pattern of Fig. 9(b) The
curve represents a normalized sum of fivt R-faciors The horizontal line corresponds lo an R-facior
for calculations in which no buik scilierers were prescni [From rcf 2 0 ]



distance are compared in Figs. 9(a)-(d). md the resultant R-factor curve from ihe more sensitive

analysis of ihe surface-atom data is shown in Fig. 9(e). There is excellent agreement between

experiment and theory for most of Ihe features in the surface-atom diffraction pattern ind very good

agreement for the more complex bulk case, which involves emitters in various layers below the

surface. The overall conclusion bated on the surface diffraction pattern is that the surface W layer

relaxes outward from ihe bulk position by 0.10-0.15±O.O5 A, corresponding to a very small change

of 4.4-6.7% of the bulk interlayer spacing. These results furthermore agree in general with prior

studies of this surface by PD and LEED [28(b> and refs. therein]. Corresponding SSC calculations

based on the same input parameters show similar diffraction features, but are not found to describe

the data as well as the MSC results shown in Fig. 9. Thus, MS effects will definitely need to be

included for a quantitative description of such low-energy data.

C. Pholoeleelron Diffraction from Interface Atomi

The detailed structure of interfaces, eg. between an epitaxial overiayer and the substrate on

which it is grown, is clearly one of the most important current surface-structure problems. It is also

a difficult problem to solve, because most surface structure probes either cannot uniquely resolve

interface atoms from their neighbors or cannot probe very deeply below the surface. PD with high

energy resolution has been shown capable of studying interface atoms that are at least a few atomic

layers below the surface in studies by Olmstead and co-workers of insulator growth on a

semiconductor [8(d)], and future experimental capabilities promise to expand this application

dramatically.

As one illustration of what is now possible, we show in Fig. 10 photoelectron spectra

obtained with the same experimental system at the ALS for the case of -I M L of Fe and - I M L of

Gd deposited on W(l 10) [30]. The first monolayer of Fe is known to grow in a ( Ix l ) structure on

W(l 10), with presumably a single unique bonding site for every Fe atom [31], On the other hand, it

has been shown by Tober et al [32] in a combined STM and LEED study that the first monolayer of

Gd forms a lateral superstructure or Moire pattern with (7x14) periodicity in which a hexagonal

Gd(000l) layer is formed on the surface with relatively little lattice constant change relative to bulk

Gd. However, this layer appears to be only weakly bound to the underlying W, and many type* of

GdAV bonding sites are involved over the (7x14) unit cell. Fig. 10 compares W 4f7/2 photoelectron

spectra from the clean surface in (a) with those from Fe/W in (b) and Gd/W in (c). The W atoms at

the Fe/W and Gd/W interfaces are dearly resolved from those in the bulk. For Fe/W, Ihe second-

layer W atoms are even displaced from the bulk due to their strong interaction with the Fe, as noted

previously by Shinn et al. [JlJ. Thus, it has been possible lo measure separate PD patterns for ihe

bulk and interface W atoms in these systems, and for Fe/W also for the second-layer W atoms, and

to use these data lo directly probe the metal-metal interface structure [30]. Some of these results for

Fe/W are shown in Fig 11. Because there are many scattering geometries between either an

interface W atom or a bulk W atom ind the overlying Gd atoms, we find that the interface Gd/W

diffraction patterns are very much like the clean-surface diffraction patterns, and that the two bulk
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Fig 10 (Upper left) W 4f7/2 photoeleetron spectra taken with a photon energy of 71 eV from (a)
(he clean \V(110) surface, (b) I ML of Fe in a (1x1) overlayer on \V(110). and (c) I ML of Gd in a
(7x14) Moire superstructure on \V( 110) [From ref 30]

Fig. 11. (Upper right) Full-solid-anijle W 4f7/: phoioeteciron diffraction patterns for the ( Ix l )
FeAV( 110) system taken from (a) experiment! dila lor the -235 meV-shifled W interface peak, (b)
theoretical multiple scattering calculations for the ( l \ l ) FeAV( 110) interface with an optimized two-
fold bridge adsorption site for F«. and (c) experimental data for the -00 meV-shifted \V 2nd-layer
peak. The pholoeleelron kinetic energy outside the surface was Efcjn = -40 eV h *!l cases. The
data shown span takeoff amjles relative to the surface from 12° lo 90"(normal emission), and the
\V( 100) azimuth is toward Ihe top of the page in each or these slereographic projections. [From ref
JO!
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patterns ire also very similar [30] Thus, The Gd scaiiering here overall acts to simply produce a

nearly uniform background of intensity underneath Ihe dominant pattern associated with W-Mom

scattering. But for the Fe/Gd case, the interface-atom diffraction is much different from the clean

surface diffraction (compare Fig. 11 (a) with Fig. 9(b)) . Therefore, for this case, comparison! of

experiment with theory for different Fe bonding geometries via R-factors [26(c)) hat permitted

determining the bonding site (a twofold bridge site which correspond! to continuing the W crystal)

and the Fe-W imeriayer distance (2.17 \) for the first time. Future applications of high-resolution

interface PO to metal-metal, metal-semiconductor, and oxide semiconductor overlayer growth are

therefore very promising.

D. Time-Dependent Measurements

We now consider the possibility of time-resolved measurements of surface reaction kinetics

and atomic structure. To illustrate this, Ynzunza et al. [29] studied an initially clean W(l 10) surface

which was exposed to a constant O2 pressure of 3 x 10"' torr (riding on a base pressure in the

system of 2 x 10 - 1° torr). The reaction of this surface with oxygen was monitored over 70 min. by

taking many photoelectron spectra in rapid succession. We show in Figs. 12(a)-(c) three W 4f?/2

spectra that were taken at the beginning, middle, and end of this rapid accumulation of over 180

spectra. Each spectrum was obtained in 20 sec. and this provides some idea as to how rapidly it

should be possible to accumulate PD data in parallel to such time-resolved spectra in the future.

Four distinct states of W are seen in these spectra (as described below). The quantitative lime

evolution of these states is shown in Ffg. 12(d), where intensities have been derived by filling

appropriate peak shapes to each spectrum of the series. The dean-surface peak decays to zero

intensity over (bout the first 20 min. and comcomitant with this, Ihe bulk peak actually grows in

intensity over about the first 10 min. Simultaneously, a peak due to W atoms in interaction with

chemisorbed oxygen begins to grow in at about 0 35 eV higher binding energy than the bulk peak,

reaching its maximum intensity (corresponding to about 0.S ML coverage) after about 30 min.

Finally, a peak due to W atoms more strongly bound to oxygen in an incipient-oxide like slate begins

to grow in jusl as the chemisorbed species reaches its maximum intensity. This state can grow

finally to a 1.0 ML coverage before saturating, although this is not reached during the time of our

measurements. These data thus clearly indicate a strong interrelationship of these states via the

kinetic mechanisms thai are operative for this oxidation reaction, and further analysis of these results

in this context is now underway. However, these data already illustrate the considerable potential

for future studies of nanostructure growth kinetics in which intensities are measured at several key

energies or directions as a function of time, thus yielding also time-resolved PD. With further

optimization of the bend-magnet bcamline and end station on which these data were obtained, and/or

making the same type of measurement on a more intense third-generation undulator beamline, we

estimate that it should be possible to improve these data acquisition speeds by at least one order of

magnitude, and probably two, so that individual spectra could ultimately be obtained in -0.1 -1.0

seconds.

10 20 30 40 SO H 70

Fig. 12. Time- and state- resolved W 4Tln photoelectron spectra for a clean W( l 10) surface
exposed to oxygen at 3x10- ' torr for 70 min.: (a) t - 0 min.--initial clean surface showing ihe
surface core level shifted peak at -320 meV with respect to bulk, (b) t - 3S mtn-jurfBce after 35
min., showing the two oxygen-induced peaks at -350 meV and -730 meV; (c) t - 70 min.-final
spectrum of the series after 70 min, showing the increase of the oxide peak at the expense of the
chemisorbed oxygen peak; (d) time dependence of the intensities of the four peaks observed in these
spectra. [From ref. 29.]

E. Circular Dichroiim in Photoelectron Diffraction

(i) Non-magnetic systems. Circular dichroism represents another aspect of photoelectron

diffraction that can be explored with synchrotron radiation, and we here briefly discuss its essentials,

with more detailed accounts appearing elsewhere (33-37] Circular dichroism in photoelectron

angular distributions (often termed CDAD) was first observed for emission from a core-level for the

case of an adsorbed molecule on a surface (C Is emission from CO/Pd(l 11)) by Schonhense and co-

workers [33(b)]. Such dichroism is defined via the difference between the intensities with left and

right circular-polarized light ( ! *«• and Î -CP respectively), and is most conveniently measured using



a normalized asymmetry : A c D A D * [ l R C P C k ) - I L C P (k ) ] / [ l R C P <k) + I L C P ( k ) ] , where k is the

direction of electron emission. Changes in this asymmetry with direction by as much » ±75% were

observed for CO/Pd. These measurements thus made it clear that even a non-chiral molecule can

exhibit circular dichroism when it is fixed to a surface, provided that a certain geometrical condition

is satisfied between the molecular axis n, the light incidence direction q , and k: in particular

A CD AD c a n b e non-zero whenever these three vectors are not co-planar. Such data were first

interpreted using quantum-chemical theoretical methods for the isolated adsorbaie molecule

[33(b),34(a)], However, the chirality must be associated with (he final-slate photoelectron wave

function, since the initial core state is spherically symmetric. This suggests using a photoelectron

diffraction point of view to interpret such results, at has been done more recently [34(b)]. In this

picture, all information on the chirality is carried in the geometry of the light incidence, the locations

of alt scttterers around the emitter, and the direction of electron emission. This approach thus

permits easily including contributions to the dichroism from atoms in the substrate. PD calculations

were in fact found lo correctly predict the effects seen for CO/Pd(l 11) [34(b)].

More generally, it has now been realized that the emission from any core level in a single

crystal specimen can exhibit non-zero CD AD effects, provided that the plane containing qand k

does not also coincide with a plane of mirror symmetry perpendicular to the surface [35,36]. In

particular, intensity distribution measurements for Si 2% and 2p emission from a Si(OOl) surface in a

geometry with the light incident along the normal by Daimon et al. [35] have shown that there are

not only very strong CD AD effect» of at high as -±20%, but that the observed diffraction pattern]

exhibit what can in first approximation be described ts peak "rotations" across mirror planes

perpendicular to the surface. Daimon et al. [35] have also discussed a simple physical model for

understanding why individual features should appear to rotate one way in azimuth with one

polarization and the other way with the other polarization. This model considers the transfer of the

z-componenl of angular momentum from the radiation to the outgoing photoelectron wave, and its

influence on forward scattering diffraction peaks. In addition, more quantitative multiple scattering

PD calculations have been shown to well predict these alterations in diffraction patterns with a

change in polarization [36].

More recent data obtained at the ALS by Daimon. Ynzunza et al. [37J confirm the generality

of such peak rotations, but also more quantitatively show that additional peak distortions beyond a

simple rotation can occur in changing from LCP to RCP. The case studied was a 1 M L coverage of

oxygen on W(I1O) in the incipient oxide overlayer associated with the +730 meV peak in Fig. I2(c),

and prepared in a manner described previously [38]. The experimental geometry was very similar to

that of the Si(00l) experiment [35], and is shown in Fig. I3(a). The W 4f spectra for this surface

shown in Fig. 13(b) are clearly split into oxide and bulk components, with a separation between

them of 0.73 eV. In the solid curves of Fig». 13(c),(d), we show single azlmuthal scans of the oxide

and bulk peaks for a takeoff angle 8 with respect lo the surface of 26.S". and with excitation by

linear-polarized (LP) light, as well as circular-polarized LCP and RCP light. With LP excitation, the
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Fig. 13. Circular dichroism in the angular distributions of photoelectrons from ( lx l )OAV(M0) with
a (1x12) incipient-oxide superstructure: (a) the experimental geometry, with radiation incident
normal to the surface and the rotating analyzer of Figs. 6 and 7 being used to measure at various
takeoff angles 0 with respect to the surface; (b) i W 4 f spectrum with oxide and bulk peaks
resolved; (c),(d) azimuthal scans at a takeoff angle of 26 5° for both oxide and bulk W 4f
components for linear-polarized (LP) light, left-circular-polarized {LCP) light, and right-circular-
polarized (RCP) light (solid curves). In (d) is also a comparison of the experimental curve for bulk
emission with theoretical photoelectron diffraction calculations (dashed curve). [From ref. 37.]
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Fig. 14. Large-solid-angle pholoelcctron diffraction patterns Tor oxide [(a),(b).(c)] and bulk
[(d).le),(0)] W 41" emission from a (k l ) - ( l x l 2 ) oxygen overlayer on W(110). Panels (a) and (d)
are for LP excitation, (b) and (e) arc for LCP excitation, and (c) and (f) are for RCP excitation.
Note ihe apparent rotation of certain major features in the patterns between LCP and RCP.
particularly for the oside patterns [From ref. 37.)

correct mirror symmetry across the [001] azimuth at 4> - 90°is seen to within statistical uncertainty

in both oxide and bulk. But with LCP »n4 RCP excitation, differences which can be interpreted »s

peak 'rotations", as well is other relative intensity changes and distortions, are found. The rotations

appear as a general leftward movement of peaks and valleys with LCP, and a general rightward

movement with RCP. The overall diffraction patterns furthermore obey the symmetry expected

from the normal-incidence experimental geometry, as the mirror image ofthe LCP intensities across

[001) for both oxide and bulk are within statistics identical to the RCP intensities. These symmetries

and rotations are even more clearly seen in the large-solid-angle data sets in Fig. 14. In particular,

an approximately ±5-6° rotation ofthe most prominent peaks is very clear in the oxide data between

LCP and RCP. MSC PD calculations furthermore well predict both the overall rotations of features

and the peak distortions seen here [37], and the dashed curves in Fig. 13(d) present some

preliminary theoretical results.

Thus, such circular diehroism in photoelectron angular distributions is expected to be a very

general phenomenon for any non-magnetic system (or by implication, also any magnetic system), and

such effects can also be quantitatively described by PD theory. One reason for being interested in

this phenomenon is that circular diehroism in magnetic systems (magnetic circular diehroism or

MCD) is usually a much more subtle difference in intensities that may be only a few V, in magnitude

[39]. MCD effects in photoelectron angular distributions are due to * combination of the spin-orbit

and multiple! splittings inherent in core spectra [39(a)]. as well as possible spin-dependent exchange

scattering from magnetic atoms during photoetectron escape from the surface [9]. By contrast, the

CDAO effects discussed in this section are due to the strong Coulomb-plus-exchange scattering

from every atom in the specimen. Thus, properly allowing for the latter will be essential to

accurately measuring the former [34(b),35,36]. The same kind of allowance will be necessary in the

more recently discovered magnetic linear diehroism (MLD) [40(a)J and magnetic unpolarized

diehroism (MUD) [40(b)] effects in core photoelectron angular distributions.

(ii) Magnetic systems. As a recent example of Ihe kinds of magnetic circular diehroism effects seen

in ferromagnetic systems, we show in Fig. 15<a) some Gd 4d spectra from Gd(OOOl) obtained by

Mortis, Denecke el al. [41]. Both of these spectra are split into various final-state multipiets, with

the five-component fine structure clearly resolved for the higher energy peak. The Gd has been

magnetized in a mirror plane of the crystal, along M as shown in the inset, and the two spectra

correspond to having M parallel or anti-parallel to the plane containing q, the surface normal n, and

k (i.e., the angle 4 M ~ ° ° o r I e o ° . respectively). There is a dramatic difference between these

spectra, and it results in the MCD signal shown in Fig. 15(b), which is as large as ±30°/.. Figure

IS(c) now shows a free-atom theoretical calculation of such effects by Van der Laan « al. [A2], and

the agreement with experiment is excellent, including a state-by-state prediction ofthe degree of

MCD.

Figure 16 now shows the aiimuthal angular dependence of this Gd MCD, with the sample

being rotated about its normal so as to vary $ M and the MCD always being measured as a difference
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Fig. IS. (Upper left) (a) Gd 4d photoemission spectra taken at a photon energy of 450 eV using left'
circular polarized light. The solid-curve spectrum was taken with the sample magnetization M
parallel to the azimuth of the tight incidence direction ( $ M ~ 0 * ) , and the dolted-curve spectrum an
antiparallet arrangement ( * M " ISO*), (b) The normalized difference of the spectra in (t) or MCD
asymmetry, (c) A free-Horn theoretical calculation of the MCD asymmetry, taken from ref. 42. The
inset shows the experimental geometry. [From ref. 41.]

Fig. IS. (Upper right) Angle dependence of the overall MCD effect for Gd 4d core-level emission,
(a) Normal emission, (b) Electron takeoff angle - 70* (20* from normal). In both cases the solid
lines show theoretical curves calculated for the respective cases. In (a) the calculation is for a free
atom, in (b) it is for emission from an atomic cluster three layers thick in order to account for
photoelectron diffraction effects. [From ref. 4I.J

of spectra for <|>M and 4>M + 1 8 0 ° - T l l e r e is a strong -±3SV, variation of this signal with +M ,

including an overall cosine-like behavior that is characteristic of the free »tom and dominant in Fig.

16(a) for normal emission. But additional reproducible fine structure in the ~±5% range is also

present in Fig. I6(b) for emission 20° off normal. Such magnetic circular dichroism effects in

photoelectron angular distributions (MCDAD) thus will be useful in studying magnetic order and

local structure in an element-specific way, but it is clear that a fully quantitative understanding and

use of them will require considering final sttte photoelectron scattering and diffraction.

4. Spin Polarization in Photoclcctron Diffraction

A. Mulliptet Splittings and Spin-Polarized Photoelectron Diffraction

Bang able to separately measure intensity distributions for spin-up and spin-down

photoelectrons should in principle make it possible to determine the short-range magnetic order

around a given type of emitter via what has been termed spin-polarized photoelectron diffraction

(SPPD) by Sinkovic et al. (9(a),(b)]. This is because the scattering of spin-up and spin-down

photoelectrons is slightly different in the presence of magnetic order, primarily due to the exchange

interaction between the photoelectron and the unfilled d or f valence shells responsible for the

magnetic order. The use of muttiplet splittings for deriving such spin-resolved spectra is by now

well-established for both simple antiferromagnets [9] and ferromagnetic metals [43], and we show in

Fig. 17(a) a multiplet-split 3 s spectrum from antifcrromagnetic KMnFj(IOO) that is one of the few

cases studied to date by SPPD. The predominant spin polarizations of the two components arc

indicated in this figure, together with the overall electron configurations and L-S multiples

associated with each peak: the 3s1...3d* 3S peak »l lower kinetic energy is expected to be 100% up-

spin and the 3s1...3d* 7S peak lo be 71% down-spin. Spin polarizations are in the case of such

multiple)* measured with respect to iht emitting atom or ion. The spin-up/spin-down intensity ratio

I f / I j , in such multiple!* has been measured previously for both KMnFj(MO) and MnO(OOl) as a

function of both temperature and direction (°{b)-(d)], and these results indicate some son of high-

temperature magnetic phase transition which occurs at 3-5 times the bulk transition temperature or

Nee! temperature of these materials. Some of these results due to Hermsmeier et al. [9(c),(d)] are

shown in Fig. IS(a). Plotted in this figure is the temperature dependence of the spin asymmetry

S(T), a normalized spin-up/spin-down intensity ratio that is defined so as to go to zero at the high-

temperature (HT) "paramagnetic" limit of the experimental data via

S(T) = IOO[R T -R H T J( iny. ) [9(bKe)] . Here. R - I J / I J , . with the subscripts indicating the

temperature at which the ratio was measured. For a low average kinetic energy of 111 eV, this

asymmetry shows dramatic changes at about 540 K or 4.5 times the bull: Necl temperature, wilh the

sense of this change being opposite for two different directions of observation. Thus, the effect

shows a strong dependence on emission direction. For a high kinetic energy of 1405 eV for which

exchange scattering effects are expected to be negligibly small, no such effects are observed. These

experimental results are in qualitative agreement with PD calculations assuming that there is an
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Fig. 18. (») Temperature-dependent experimental jpin-polarized photociecfron dirTradion
asymmetry data based upon Mn 3s jpecira from MnO(OOI): In the top pmel (i), the electron energy
ii 111 eV and data for two different directions are shown; in the lower panel (ii). ihe energy is 1405
eV, and only one direction (normal emission) is shown [From reft. 9(c) ,(d)) (b) Monte Carlo
theoretical calculations showing an elevated surface Ned temperature for a surface exchange
interaction thai is six times stronger than that in the bulk. (From ret 44.]

Fig. 17. Spin-polarized core photoelectron spectra: (a) a Mn 3s spectrum from KMnF3, with the
electronic states and spin polarizations relative to the emitting Mn1* ion indicated [From ref. 9(e).];
(b) a spin-resolved W 4r spectrum from W(l 10). excited by LCP light (top panel) and by RCP light
(bottom panel). [From ref. 4 6 } In (b), the spin-resolved intensities as measured parallel or
antiparaliel to the light incidence direction qare indicated.
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ibrupt loss of short-range anti ferromagnetic order at this hijjh temperature, even [hough the bulk

long-range order is lost at the much lower Neel temperature [9(d». One possible explanation Tor

this effect is that there ire local domains of short-range order that persist up to this higher

temperature and then abruptly disappear. Another possibility recently discussed by Zhang et at. [44}

is that the surface Neel temperature could be significantly higher than that in the bulk. Figure I8(b)

shows the results of Monte Carlo calculations Tor a simple-cubic Ising antiferromagnet o f M n i + ions

in which Ihe surface exchange coupling between Mn^+ spins has been set to be 6.0 times that in Ihe

bulk. For this simple model, it is seen that the spin-spin correlation functions for both nearest

neighbor M n 2 + ions and next nearest neighbor M n 2 + ions show a relatively sharp transition in the

surface layer (here indicated as the first layer) at a temperature that is a few times the transition

temperature for the rest of the layers (i.e., the bulk in this model). Thus, it is also possible that these

SPPD experiments have detected a highly elevated surface Neel temperature for this system,

although it remains to be seen whether the surface exchange coupling is really enough higher th*n

that in the bulk to produce such an effect •

In a more recent study, Tober et al. [4SJ have used the analogous Gd 4s and Ss multiple!* to

carry out SPPD measurements on Gd(0001), an interesting system because it is thought to have a

surface Curie temperature that is 20-60 K above that of the bulk (46J. For this case, the relevant

multipleis are ns ' . . .4 f 7 S and *S in symmetry, and they again yield the predominantly spin-up and

spin-down intensities, icspectively The temperature dependence of the spin asymmetry S for this

case is shown in Fig. 19 for four different cases, three directions with Ss emission and one direction

with 4s emission. There is strong angular dependence in the Ss results, with broad peaks spanning ~

275-375 K for the first two cases in Figs. I9(a) and (b), and no visible effect o f temperature beyond

a monotonic decrease for the third case in (c). This angular dependence is found to be consistent

with diffraction theory [45] The presence of two distinct transitions is particularly dramatic in the

Gd 4s results o f Fig. 19(d). Overall, these results thus confirm that there are two different magnetic

transitions about 60-80 K apart, with Ihe bulk Curie temperature being at 293 K and the surface

Curie temperature at about 360-3 SO K.

Although further experiments and theory will be necessary to fully clarify the nature of Ihe

magnetic transitions observed in SPPD experiments to date [9.45], these studies indicate the

considerable potential of this technique for studying short-range magnetic order in both

anliferramagnelic and ferromagnetic systems. Exploiting this potential should be assisted

enormously by the use of next-generation synchrotron radiation facilities.

B. Spin Polariution from Circular-Polarized Excitation

Spin-polarized photoetecirons can also be produced by exciting a spin-orbit-split core level

with citcutar-polarized radiation, nuking use of Ihe well-known Fano effect from atomic physics

[47]. We illustrate ihis with some very recent data obtained by Starke et al. [48] for the non-

mignetic system W( 110), in the experimental geometry shown in the inset between Figs. 20(b) and
(c). Figure 17(b) shows spin-resolved W 4f spectra for the two different circular polarizations of the
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Fig. 19. Experimental spin asymmetry S(T) derived from Gd Ss and 4s multiple! intensity ratios R •
11 /I^as a function of temperature T for (a) Gd Ss emission along the normal (6 - 90°, o) ™ 180°
along the "c" axis), (b) Gd Ss emission (9 » S4°. $ - 180* along the "-b" axis), (c) Gd 5s emission (
6 - 54°, <|i = 90° along the "a" axis), and (d) Gd 4s emission (9 - 90°, $ - 180° along the *c" axis).
Note the strong angle and level dependence of these results, with broad peaks in (a) and (b) for Ss.
no visible effect in (c) for Ss, and two distinct features in (d) for 4s.
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Fig. 20. Spin-potarization in W 4fspectra excited by circular-polarized light from W(l 10): (a) the
absolute value of the 4fj,i polarization as a function of photon energy, with experiment compared to
both free-atom and MS'clustcr PD calculations; (b) the three-dimensional Jpin polarization for a free
atom in the experimental geometry shown in the inset and with an excitation energy of 134 eV. (c)
as (b) but for a MS cluster PD calculation in a Salon, cluster (in emitter below A surface
seatterers). (d).(e) ihe separate spin-up and spin-down intensities excued in a free-atom. [From rel.
48]

incident radiation, with the photoeleciron spin being measured either parallel or aniiparalicl to the

resulting direction of the light heticily. which is in turn parallel or antiparallel to the light incidence

direction. Thai is, for this case, the spin ptilarisalkHts are rtJtrtiKed externally lo Ihe direction of

tight incidence. There is * ctear and strong spin polarization in both the 5/2 and 7/2 components,

with the expected change of sign as the polarization of Ihe light is changed. These spin polarizations

are also found lo increase markedly with photon energy from 80 eV to about 130 eV, and to remain

large at about 50-60% over the range from 130 eV to 240 eV, as shown in Fig, 20(a) These

polarizations are thus comparable to the 70-100% expected for simple ns multiple!* in high-spin

atoms of the type discussed previously for Mn [9] and Gd [45], and immediately suggest using such

spectra also is internal sources of spin-polarized pholoelectrons for SPPD studies. Such SPPD

studies based on circular-polarized excitation hive in fact been attempted for the first time recently

[49]. Theoretical calculations of such effects have also been carried out. For example, for the W
4*V2 results in Fig. 20(a). the simple free-atom calculations [SO] shown as the solid curve agree very

well with the energy dependence seen in experiment. MSC PD calculations from a large W(11O)

cluster in the nominal geometry of the experiment show the same general trend of polarization

variation with energy as experiment, but have a significant dip at about 125 cV that is not observed

experimentally. However, a small azimuthal rotation of the cluster by 10° that is within the

experimental uncertainly of alignment suppresses this dip, and yields very good agreement with

experiment as well. This predicted change in the PD polarizations with cluster orientation however

suggests that photoelectron scattering, even in a iron-magnetic lattice, can significantly alter the

degree of spin polarization in • core spectrum [48 J. The origin of these changes is that the separate

spin-up and spin-down intensity distributions excited from the 5/2 or 7/2 levels have very different

shapes, and that they thus sample differently the non-magnetic scatterers around the emitting atom.

These effects are illustrated in the theoretical calculations in Figs 20(b)-(e); the three-dimensional

distribution of polarization for the free-atom in (b) is significantly altered when emission from a 5-

atom cluster is considered in (b). This alteration can furthermore be qualitatively understood from

the dramatic differences in the separate spin-up and spin-down intensity distributions for the free-

atom in (d) and (e). Such effects should be very general, very strong, and occur in both non-

magnetic and magnetic surroundings.

Finally, we note that the separate measurement of spin-up mid spin-down intensities over a

range of directions and/or energies can in principle lead lo spin-polarized photoelectron holography

[SI], a prospect that we discuss briefly below.

5. Photoelectron Holography

We now turn lo the potential for directly determining short-range atomic structures by

holographically inverting data sets that may span both photoelectron direction and energy. All of

these so-called "direct" methods involve carrying out some kind of mathematical operation that is

closely akin to a Fourier transform on a large set of data involving a 1000 distinct intensity
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measurements. tn general, the photoelectron intensity l (k ) for a certain wave vector k is

converted to a normalized x function in a standard way via:

t(E)-UE) „ Kk)-lo(k) m

where l g f l e j x l ^ p is (he intensity in the absence of any tcatlerers. Measurements of %(l) are

made al several directions of emission (several k ) , and also perhaps at several energies of excitation

(several |k|). The most common way to holographically invert such a x ( k ) data set is to carry out

Ihe following transform over the relevant volume in Ic-space, as first suggested by Szoke for single-

energy data [I2(a)], and amplified upon by Barton et al. (12(d)J, and by Tong et «J- (M(a)) for

multi-energy data:

U ( f ) (2)

Here 0 k and $k are the angles defining the direction k. Several prior experimental and theoretical

studies hive obtained successful three-dimensional images of near-neighbor atoms using this

approach or close relatives of it [12-21], and it seems clear that, al least for back scattering atoms

around a given emitter, useful structural conclusions can be drawn. These images include some

obtained with only one energy [ e g , 15(a),(b),(d); 17], and others in which the transform of Eq. (2)

is modified to allow for non-ideal scattering effects and/or to somehow focus on the region of image

space that is most nearly ideal [e.g., 13,14,15.18(b),(c),20].

We will illustrate this method as applied to a fim-of-a-kind extended data set obtained by

Oenlinger, Rotcnberg et al. on beamline 7.0 at the Advanced Light Source, and analyzed recently by

Len et al. (52). The clean W( l 10) surface discussed previously has been used as a test case, with the

intensitiei of the bulk and surface peaks in spectra such as that in Fig. 8(b) being measured over

essentially (he full hemisphere above the surface and for kinetic energies between 41 eV (about like

that in Figs. S(b) and 9) and 303 eV. A total o f about 20,000 unique intensities was thus measured.

Figure 21 shows the separate data sets thus derived for both bulk and surface emission, in a cutaway

volume representation. Fig. 22(a) now shows a holographic atomic image reconstructed via Eq. (2)

(here referred to as Method A from among several considered elsewhere [15(g),S2]) f r o m l h e

surface-atom intensity data, as first normalized to produce x ( £ ) via Eq. (1). This image is in the

vertical (112) plane, the emitter position is indicated by a dashed square, and the ideal positions of

the neighboring atoms are indicated by circles. We see that the back scattering alom just below lhe

emitter (denoted [ 1 To)) is very well imaged, with a sharp peak that is centered very clow to Ihe

true atomic position (within -0.2 A). The side scattering atoms surface atoms just next to Ihe

emitter (denoted [-- j) and [777J) are also clearly imaged, but with some smearing in the vertical

1110;

10011 90 (b)

Fig. 21 . Cutaway views of volume representations of ihe normalized intensities xf k ) for W 4f7 / !

emission from clean \V( | 10). with (a) from the bull; peak and (b) from the surface peak Us shown in
Fig 8(l>)) The vertical scales are kinetic energy (KE) and wavevecior. and each plane represents a
stenographic projection of a nearly full-hemisphere data set taken over directions From (lie surface
nornial to within 10° oflhe surface. (From ref. 50 ]

(a) Method A. exp. (b) Method A. SS theory (fl Method A.

Fig. 22, \V(110) holographic atomic images in the vertical (T l5> plane, as reconstructed using Eq.
(2) from («) the experimental surface-resolved W -Jf,,; data set of Fig 2Kb), (b) corresponding
sinule scattering calculations, and <c) corresponding multiple scattering calculations The surface-
atom emitter is indicated by a dashed square, and the near-neighbor scatterers by circles Image
intensities for vertical coordinates <-J 5 A have been regaled, witli (he scale factors indicated on the
figures. [From ref 50 ]



direction, and positions that are fan her from 'he true positions, being shifted inward toward the

emitter by about 0,7 A and downward from the surface plane by about 0.2 A. Nonetheless, this

experimental image could be used to provide a good first-order estimate of the local geometry

around these W surface atoms if it were not already known (e.g. via the PD analysis in Fig. 9 and

other prior studies discussed in ref. 28).

In Figs. 22(b) and (c) sre now shown corresponding images derived from both single

scattering and multiple scattering calculations. Single scattering is found not to agree as well with

experiment, for example for the form and relative intensity of the image of the back scattering atom.

The image of this atom is found to be split and much weaker in intensity than is found in experiment.

Multiple scattering is found to much better predict the image of this back scattering atom in both

form and intensity. Both theoretical images are found to show a doubling of the side scattering

atomic images that is not as evident in experiment, but they agree in predicting inward and

downward shifts in the center of gravity of these images, as seen in experiment. Thus, experiment

and multiple scattering theory are in very good agreement, but with the experimental images being

even cleaner representations of these nearest-neighbor atomic images than found in theory.

Similar results for a bulk emitter are not as encouraging, with the forward scattering atoms

above a typical emitter showing elongated and shifted images that would make it difficult to use

them for a precise structural prediction [52], Various other imaging algorithms (denoted Methods

A', B-D) have also been applied to these surface and bulk holographic data to assess the degree to

which they improve the atomic images [52] Overall, it it concluded thai backscaitering atoms

below and side-scattering atoms beside • given emitter lhal is in turn at or near the surface can be

imaged successfully, with forward scattering atoms above an emitter that is below the surface not

being imaged as accurately. Large data sets of the type considered here should permit exploiting

holographic imaging lo a maximum degree in the future, although it should not be necessary for

most cases to obtain more thai 3.0OO-5.0OO intensities to accurately image the near-neighbor region

6. Spin-Polarized Photoelectron Holography

We turn now to another intriguing prospect for the future of spin-resolved photoeleclron

diffraction studies: the possibility of directly imaging the jcatterer spins around a given emitter via

holographic inversion methods. We have already noted that two core photoelectron peaks can often

be found at relatively close-lying energies that are strongly spin-polarized in an opposite sense. This

might be due to a core multiplet splitting or a spin-orbit doublet excited with circular polarization, or

some mixture of ihesetwo effects. Thus, it is in principle possible to separately measure X\(.k) and

Xx(ic) for Ihe two different spin orientations, and this could lead via spin-dependent scattering

effects to the holographic imaging of the local magnetic order around a given type of emitter [SI].

There are two obvious spin-sensitive imaging algorithms based on Eq. (2) and separate

measurements of x t ( E ) and i j . ( i t ) [31(b),(c)]:

with obvious notation, and

which is simply an image like U ( f ) but calculated only on the difference of Ihe spin-up and spin-

down x's. Additional vector-based spin-sensitive holographic imaging functions have also been

proposed by Timmermans et al. (51 (a)].

As a brief indication of the potential of this kind of photoeleclron holography, we show in

Fig. 23 holographic inversions of multiple scattering calculations for emission of spin-up and spin-

down electrons from M n 2 + ions in a small planar cluster representing a portion of the MnO(00l)

surface [51(c)]. The cluster is shown in Fig. 23(a). Spin-up M n 1 + scattered in this cluster have

been distinguished from spin-down scalterers by having an additional exchange potential due lo five

unpaired 3d electrons that interacts only with spin-up photoelectron) Spin-down scatterers have the

same 3d exchange potential, but it interacts only with spin-down pholoelectrons. Thus, the potential

is slightly more attractive when the photoelectron spin is parallel to that of the scatterer. Spin-up

and spin-down holograms were calculated in a fully-converged MSC way for 10 energies between

127 eV and 278 eV, and holographic images then derived via Eqs O H 4 ) The normal images Uf

and U4. in the plane of the cluster for spin-up and spin-down electrons are shown in Figs. 23(b),(c),

together with the corresponding (pin-sensitive images &{T) and A'(T) in Figs. 23(d),(e). The

normal images show features for all of the atoms in the cluster, including the four non-magnetic O

atoms. These spin-up and spin-down images are also very similar, as expected since the 3d

exchange scattering It only 5-15% of the total effective scattering potential at these energies By

contrast, neither A(T) nor A'(T) contains any image intensity for the O atoms, verifying that either

of these choices o f imaging algorithm are predominantly sensitive to only the magnetic scatterers.

The peaks and valleys in the spin-sensitive images are in general about 7-9% as strong in transform

amplitude as the normal images, suggesting the experimental possibility of carrying out such

imaging, albeit a non-trivial exercise. A(f) *nd A'( f ) are also inherently different in that A -(?)

images both orientations of scatterers in the same way, due Ihe absolute value in Eq. (-4), while &(T}

changes sign when the scatterer is flipped, and thus also is sensitive to the orientation of a given

scatterer. 6(T) also involves the phase of the scattering factor, and thus can show sign changes

over the region of a magnetic scatterer: however, it is clear from this and other calculations that the

sign changes are exactly reversed if the orientation of (he scatierer spin is flipped from up IO down.
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Fig. 2J, A theoretical simulation of spin-polarized phoioetcciron holography: (a) a nine-atom
cluster representing the (001) surface of MnO. with an emilter in its center; (b).(c) normal
holographic images U ( T ) U ( D generated for the m o difTcrenl pliotoeiectron spins by using Eq. (2)
and holograms at 10 energies between 127 and 278 «V. (d) ihe spin-sensitive holographic image A
generated by using Eq (3), (e> ihe spin-ssnsiiive holooraphic image .i'(r) generated by using Eq
(J) (Fromrefs -I9(c).(d) ]

Thus, spin-polarized photoelectron holography represents an intriguing and challenging

experimental possibility for the future, but one well matched to Ihe new synchrotron radiation

sources that are now becoming available.

7. X-Ray Holography Using Fluorescence Emission

A. X-FUy Fluorescence Holography

We now consider an alternative type of holography involving the scattering of x-rays by the

near neighbor* to a given atom (hat is emitting fluorescent x-rays. This method has been discussed

previously from a theoretical point of view [23]. but the Ihe much weaker diffraction modulations

involved have prevenled the first experimental explorations of it until very recently [24{a),(c),(d)J.

The first method for doing such x-ray holography, which has been termed x-ray fluorescence

holography (JCFH), « illustrated in Fig. 2(b). As indicated, it is identical in philosophy to

photoelectron holography, except that it is now a fluorescent x-ray which scatters instead of a

photoelectron. This makes the scattering much weaker, by 10-3 o r lO"4, but much more ideal and

optical in character. The former means that such measurements will be more difficult to measure,

but the latter means that they should be more accurate, and thus worth assessing. Comparing Fig.

2{a) with Fig. 2(b) also points out ihe fundamental difference between a classic x-ray diffraction

(XRD) measurement and XFH. In XRD. scattered waves $ | , 4>2, 4>j,..from the various atomic

planes in a sample with long-range order constructively interfere to yield various Bragg reflections,

and the reference wive cb0 '$
 l o s t l n t 0 t h e crystal. Thus, a direct holographic inversion of such data

is nol possible, although there are by now several well-established approaches for solving the

resulting "phase problem' so as to determine unique atomic structures [53], and more recently, the

use of x-r«y standing waves has also been discussed for Ibis purpose (54(a)) In XFH by contrast,

the reference wave is involved in producing the diffraction pattern, which is created by the scattering

from the near neighbor atoms involved in the short-range order around a given emitter. Thus, a true

hologram is generated, and inversion of it using Eqs. (1) and (2) becomes feasible. Scattering of

fluorescent x-rays from the long-range order in the crystal also can occur, and this produces

features known as /Cosset lines which have also been suggested as an alternate way of doing x-ray

holography [S4(b)]. In fact, photoeiecirons exhibit such features as well, which are called Kihichi

hands [55]. But we will focus here on the short-range-order effects in XFH that are completely

analogous to the dominant effects in a normal pholoetectron diffraction pattern.

The first XFH measurements were performed recently by Tegze and Faigel [24(a)]. They

measured the hologram by monitoring ihe single-energy Sr Ka emission (E - 14.10 keV, k - 7,145

A) from a single crystal of SrTiOj. Approximately 2,400 intensities were measured over a cone of

60* half angle above the surface. The final hologram was found to have anisotropies in intensity of

4t / I o * 0.3% These small effects mean that much more demanding detector counting statistics are

required in x-ray holography measurements than with comparable pholoelectron holography

measurements in which AI/TO can be 50%. The reconstruction of this hologram via ihe algorithm of
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Fig. 24. Single-energy x-ray fluorescence holography (XFH) atomic images of SrTiOj in the
vertical (010) plane, obtained from (a) experimental (24(a)] and (b) theoretical [24(b)] Sr Ko. x(k)
data sets, via Eq (2) The Sr emitter site is indicated by Ihe dashed square, and nearest-neighbor
and nett-ncarest-neijjhbor Sr scattered are indicated by circles

Horiz. POL exp. Ib) Horiz. DOL theory

[100] (A)

Fig. 25, Multiple encruy x-ray holography (MEXH) atomic images of a-FeiOjfOOl) in the
horizontal (002) plane situated 6 SOA below each of the I wo types ol'Fe emitters, obtained from (a)
experimental and (b) theoretical Fe Ka j[(IO dnla sets, via Etj (2) (2J(c)]. Fe scalKfers in the bi-
layer just above or below this plane are indicated by dashed circles, and Fe scatterers in relative
positions common to both inequivalent Fe' emitters are indicated by hold circles

Eq. (2) { « now reduced to a single integral over direction) yields images of the Sr atoms only, as the

much weaker scattering strength of the Ti and O atoms renders their images invisible compared to

those of the Sr atoms. Fig 24(a) shows the experimental image reconstructed in the verticil (010)

plane (I4(a)J, and it is compared in Fig. 2A(b) to an image reconstructed from i theoretical xW for

Sr Ka emission from a simple-cubic Sr cluster of 27 atoms (24(b)). Based on previously discussed

criteria (I3(d)], (he expected atomic image resolutions at this hologram energy and angular range

are 5x <• 0.3A in the horizontal [100] direction, and Sz * 0.9A in the vertical (001] direction, and

these numbers are in general agreement with the atomic images of Figs. 24(a),(b).

Reconstructing three-dimensional atomic images from a sinyle-wavenumber hologram is

known to yield twin images [12-1S, 23], That is, each U ( f ) has associated with it a U ( - f ) o f equal

magnitude, tn any structure without inversion symmetry, these twins can overlap with real atomic

images so as to confuse structural interpretation. In addition, the real and twin atomic images for a

particular wavenumber and system can overlap completely out of phase, leading to an artificial

suppression of atomic image intensities [23]. As in photoekctron holography [12(c),l2(d),23(c)], it

is thus advantageous to reconstruct direct atomic images from multiple-wavenumber i(ic) data sets

so as to avoid such real-twin image overlaps. However, such XFH holograms cannot be measured

at arbitrary wavenumbers, with the latter being limited by the intensity and number of fluorescence

tines of the pholoemitting species.

B. Multl-Energy Time-Reverted X-Ray Holography

To overcome this single-energy, or at most few-energy, limitation in XFH, another method

for obtaining x-ray holographic information at conveniently chosen multiple energies has also very

recently been proposed and demonstrated experimentally for the first time by Gog et »l. [24(c)].

This method has been termed multiple energy x-ray holography (MEXH), and its basic principle is

illustrated in Fig. 2(c). MEXH is essentially the lime-reversed version of the conventional geometry

of XFH (Fig. 2(b)), in that Ihe wave motions are reversed, and the emitter and detector positions are

interchanged. The exciting external x-ray beam now produces the reference and object waves, and

the fluorescing atom acts only to detect the interference between the direct and scattered

wavefront j . That is. the strength of the angle-integrated fluorescence signal is used to monitor the

x-ray field strength at the emitting atom. The emitted x-rays are now collected by a distant detector

with a targe acceptance solid angle, in principle yielding much higher effective counting rites The

excitation x-ray source can also now be set to any energy above the fluorescence edge of the

emitting species, thus permitting holograms at multiple wavenumbers and yielding in principle

atomic images with no real-twin image overlaps [12(c).12(d).l4(a),24<c)]. Specifically, multiple-

wavenumber x-ray holograms have been measured (o date for hematite (a-Fe2C>3((S01))[24(c)], and

forGe(001)[24(d)].

We illustrate the results of applying the inversion algorithm or Eq. (2) to both experimental

MEXH data for (o-Fe2Oj(00!)) measured by Gog and co-workers on Beamtine X-14A of the

National Synchroiron Light Source at Brookhaven National Laboratory [24 (c)] and to theoretical



simulations of this daia. Fe Kct fluorescence was excited by horizontally polarized radiation at three
energies in the range hv=- O.OOkeV to 10 30keV (* - 4 56IA'1 10 S.220A"1) that was incident on
the sample surface over a polar range of 60° £ 6 S 90* - surface normil. These data points were
measured at three wavenumbers with intervals of Bit - 0.329A"' (5E - 65OeV), and at angular
intervals of (69,540 " (S°,5°), making a total of 435 unique measurements in a symmetry-reduced
l/3rd of the total solid-angle above the sample. The resulting modulation in x(ic) was -0.5% ind
so similar to that found in the XFH results for SrTiOj [24(a)].

For comparison to the experimental results, a single-scattering model [23(c)] was used to
calculate a theoretical *(k) for an ideal o>Fe2O}(00!) cluster containing 384 Fe atoms with two
inequivalent Fe emitter sites, as appropriate to the hematite lattice. The O atoms were not included
due to their much smaller scattering power. The orientation of the radiation polarization with
respect lo the crystal during the crystal rotation of the measurement was also taken into account.. In
particular, because the incident radiation is linearly polarized, Ihe x-ray scattering factor must be
further multiplied by the Thomson scattering factor, which has the form sin 0|j , where Qj! is the
angle between the polarization vector of the incident radiation e, and the direction q' of Ihe
scattered radiation. Thus, there will be nodes in the incoming scattered object waves along the
polarization direction, and emitter atoms near this direction will not be as strongly influenced by x-
ray scattering.

Figures 2S(a) and (b) show the resulting MEXH atomic images for experiment and theory,
respectively, in ihe [002] plane situated at i - -6.89A below Ihe emitter. There is excellent
agreement between experiment and theory, and the positions of the atoms are very close to those in
the known lattice (—0 2 A inward displacement toward the emitter in experiment, and -O.4 A inward
displacement in theory. The expected image resolutions in the horizontal ([100] and [120])
directions are 6x » 6y = 0.6A [13{d)] The experimental and theoretical images are very similar in
that three of the Fe atoms from the neighboring upper Fe bi-layer intrude into Ihe [00?] image
plane. This intrusion is due to the limited wavenumber and angular range of the x(IO data points in
k-space (as compared lo the larger wavenumber and angular range for the electron x(I<)'s 'n t n e

previous section). This results in atomic images much less resolved in the vertical [001] direction
and a resolution limit of Bi * 2.5 A f I3(d)). Still, since these images are reconstructed from a
multiple-wavenumber x(k") data set, they should be freer of real-lwin image overlaps [23(c)). And
they do indicate for the first time that such multi-energy data can be obtained and analyzed.

Thus, although x-ray holography using fluorescent x-rays is really just beginning to become a
reality, it already shows considerable promise of becoming a complementary tool to x-ray diffraction
and other surface and bulk structure probes. Its key advantages are thai it is element-specific, that
the theoretical interpretation is much simpler than for electrons, and that it can probe the short-range
structure in systems for which long-range order may be lacking (as for example, in mosaic crystals).
For certain kinds of surface, interface, and nanostruclure work, both XFH and MEXH thus could be
very useful, as discussed in more detail in recent comparative papers [24(e),24(f)]. Fully exploiting

these new methods will also require ihe high brightness excitation sources of third-generation

synchrotron radiation facilities

8. Concluding Remarks

Photoelectron diffraction is Ihus in some respects a mature technique, but at the same lime it
is one in which several exciting new possibilities for surface, interface, and nanostruclure structure
studies are found. The simple extension to taking full-soiid-angle data often permits much dearer
conclusions as to structures, especially when high energies with forward scattering are present, and
complementary structure probes such as LEED »nd STM are used In situ with it. Next-generation
instrumentation, p«rticularly at third-generation synchrotron radiation sources, will much expand the
use of chemical state- or site- resolved photoelectron diffraction, including the resolution of surface
atoms and atoms at buried interfaces, time-dependent structural studies, and different types of
dichroism in bolh non-magnetic and magnetic systems. The use of circular-polarized radiation for
excitation shows up new phenomena in diffraction peak rotations and distortions, as well as making
it possible to excite spin-polarized pholoelectrons from any spin-orbit split level. Spin-polari2ed
pholoeiectron diffraction and its more difficult cousin spin-polarized photoelectron holography also
promise to provide information on local magnetic order in an element-specific, and also site-specific,
way. Photoelectron holography also are beginning to provide direct three-dimensional images of
short-range atomic structure, with useful accuracy for neighbors beside or below an emitter that is a
surface of near-surface species. Finally, x-ray holography of either the x-ray fluorescence type or
the multi-energy time-reversed type represents a new and closely related technique with considerable
potential for imaging short-range atomic structure with higher accuracy.
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Gabor first proposed holography in 1948 as a means to experimentally record the
amplitude and phase of scattered wavefronls, relative to a direct unscaltcrcd wave, and to use
such a 'hologram" to directly image atomic structure. But imaging at atomic resolution has
not yet been possible in the way he proposed. Much more recently, SzAke in 1986 noted that
phoioexciied atoms can emit photoelectran or fluorescent x-ray wavefronts that are scattered
by neighboring atoms, thus yielding the direct and scattered wavefVonls as detected in Uie far
field that can then be Interpreted as holographic in nature. By now, several algorithms for
directly reconstructing three-dimensional atomic image* from electron holograms have been
proposed {e.g. by Barton) and successfully tested against experiment and theory. Very
recently, Tegze and Faigel, and Gog et al. have recorded experimental x-ray fluorescence
holograms, and these are found lo yield atomic images that are more free of the kinds of
aberrations caused by the non-ideal emission or scattering of electrons. The basic principles
of these holographic atomic imaging methods are reviewed, including illustrative
applications of (he reconstruction algorithms to both theoretical and experimental electron
and x-ray holograms. We also discuss the prospects and limitations of these newly emerging
atomic structural probes.

INTRODUCTION

Historical Orig in of Atomic H o l o g r a p h y

Dennis Gabor first outlined in 1943 a direct experimental method of recording
diffraction phases as well as intensities in an efTbrt to surpass the then current
resolution and lens aberration limits of electron microscopy and thus achieve
atomic-scale image resolution (1). In Gabon's original scheme, an electron



wavefront (of wavenumber *„ and wavelength \J diverging from a point focus
illuminates an object as well as a detector (or image plate) directly. The
interference pattern at this detector involves the wavefronls scattered by the
object, and explicitly records the phases of these wavefronts relative to the direct
or reference wavefront (Fig. l(a)). This interference "hologram" thus contains
spatial information about the sc"tring object, which can be retrieved as an image
in several ways. Gabor suggested that the developed image plate could simply be
re-illuminated by a visible light reference wavefront (of wavenumber k and
wavelength X), as shown in Fig. l(b). The wavefronts thus diffracted by the image
plate would create a virtual image of the original object visible to the naked eye,
and magnified by a factor of kjk. But the image reconstruction can also be
performed numerically using a Fourier-transform-like integral, as first pointed out
by Wolf (2). Holography is now of course widespread in science and technology,
with lasers at usually optical wavelengths providing the reference waves. Note
that, since the three-dimensional information of the r-space object field u(r)
(shown in Fig. 1 as an optical mask of the letter "F") is "encoded" hotographically
into a single-wavenumber two-dimensional k-space diffraction pattern %(k), both
a real and twin image of the optical mask are retrieved. This is due to the loss of
spatial information perpendicular to the plane of the image plate recording the
diffraction pattern, and is by now overcome in optical holography by recording a
volume of holographic intensities by means of a thick recording medium (3).

Until recently, Gabor's goal of imaging at atomic resolution had not been
attained, due to the lack of a source of sufficiently coherent radiation at such short
wavelengths. However, in 1986, Szoke observed that there is an atomic-scale
analog of Gabor's holographic scheme: photoexcited atoms produce outgoing
photoelectron or fluorescent-x-ray wavefronts, which then reach a far field
detector either directly, or after scattering by neighboring atoms surrounding the
emitter (S). With a sub-Angstrom source size and wavelength, scattered
wavefront amplitudes and phases from atoms surrounding the emitter can thus be
referenced to the directly emitted wavefront, as shown for the case of fluorescence
in Fig. 2(a). It was also pointed out a tittle later by Barton (4a,4b) and
subsequently by Tong el al. (4c) that, by measuring diffraction patterns at different
wavenumbers. three-dimensional spatial information could be completely encoded
into a three-dimensional k-space volume of diffraction intensities x(k)» from
which atomic images free of twin-image effects and other aberrations should be
directly obtainable.

Two other approaches for obtaining structural information at the atomic scale
should also be mentioned, as illustrated in Fig. 3. First, atomic order and electron
density maps can be determined by so-called direct methods from the kinematical
(single-scattering) diffraction technique, which exploits the translations! symmetry
(Bragg planes) of a crystal (6) (Fig. 3(a)). The second is the use of multiple,
dynamical scattering from single crystals to solve the phase

(•

Transparent mask
with point scatterers

holographic
interference pattern
(10*0X10**,)

twin Image
<40X x 40X)

real image
(40*.x40X.)

holographic
interference pattern



(c) scattering
K(k,r)

Transparent mask
with point scattered

multipte-wavenumber
holographic
interference pattern

Uf-r'V Iwin image U(r'): real Image

twin Image
(40X x 401.)

reconstruct
K(k,r')

multipte-wavenumber
holographic
interference pattern

FIGURE 1. (a)-(b) An Idealized numerical demonstration of the creation and inversion or
slngte-wavenumber optical Gabor In-line holograms, (a) A point source of coherent
radiation at the origin illuminates a transparent • lasK with point scatterers creating the
letter "F" at r, as well as an image plate. This Image plate Is then exposed by a direct
wavefront, as well as by (he wavefronts scattered by the mask, which produces a
holographic Interference pattern, (b) The developed Image plate Is later re-illumlnated
by a reference wavefront. The wavefronls diffracted by the Image plate produce a
virtual (real) image of the mask at r, and 9 virtual conjugate twin image at the inverse
position -r. (c)-(d) An analogous demonstration of the creation and Inversion of optical
mulliple-wavenumber holograms, (c) A muMple-wavenumber normalized x(k) hologram
data set (of which one wavenumber is shown) Is calculated from the object field u(r) by
means of an r-space convolution, using a kernel K{k.r) that describes the emission and
scattering physics Involved (here, optical scattering In the far field regime), (d) The
object field u(t) is recovered as an Image intensity Uqf) by a k-space deconvolution of
x(k), using a kernel K(k,0 that Is sufficiently orthogonal to K(k,r). Note that the
conjugate twin Image U(r = -x") nas been suppressed, due to the volume of k-space
enclosed in the muttlplB-wavenumberi(h) considered here.
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FIGURE 2. Atomic-scale analogs of Gabor holography, (a) The first scheme suggested
by SzOke (5), In which an excitation x-ray first creates an Inner-shell hole in one of many
equivalent fluoresdng atoms, and this atom then emits fluorescent x-ray (or electron)
wavefronts that Illuminate neighboring atoms, as well as a far field detector. This
detector senses the Interference between the direct wavefront Bnd wavefronls scattered
by the neighboring atoms. Moving the detector over a large solid-angle range builds up
a holographic interference pattern, (b) The time-reversed case of (a) as suggested by
Gog ef at. (15), where a coherent far field excitation x-ray Illuminates and pholoexciies
an emitter, and also Illuminates and is scattered from atoms neighboring the emitter.
The emitting atom senses the Interference between the direct wavefront and wavefronts
elastlcally scattered by the neighboring atoms. The net photoexcitation is then detected
by a stationary, large solid-angle detector. Moving the far field source over a large solid-
angle range builds up a holographic Interference pattern. In both (a) and (b). atomic
Images can be reconstructed numerically.

problem of crystallography (7-9), either via Kossel lines (Fig. 3(b)) (10) or
standing-wave methods (Fig. 3(c)) (11). The holographic approach is different
from these two methods in that it uses the interference pattern which results from
the direct unscattered wavefront emitted by a source atom, and the wavefronts
which have been singly scattered from neighboring atoms. This does not require
translational order (only rotational alignment) between the atomic neighborhoods
to be imaged.
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FIGURE 3. Diffraction probes of atomic structure related to atomic holography, (a)
Conventional x-ray crystallography, where x-rays are diffracted by Bragg planes of
atoms. Diffraction phases are determined by the simultaneous analysis of many Bragg
intensities and other methods, (b) Kossel patterns (or Kikuchl bands, for the case of
electrons). Fluorescent x-rays (or electrons) from a photoexciled emitter are diffracted
by Bragg planes of atoms. Diffraction phases are thus here directly referenced to the
unscattered portion of the fluorescence, (c) X-ray standing waves. This Is the optical
reciprocal of (b), where a coherent plane wave Illuminates a fluoresclng atom either
directly, or after being scattered by Bragg planes of atoms. The Interference between
these wavefronts determines the amount of fluorescence by the emitter. Note that In all
these above cases, the structure to be determfned must have long-range atomic order,
in contrast to the methods Illustrated in Fig. 2.

Basic Principles of A t o m i c Holography

The process by which three-dimensional atomic image intensities are
numerically reconstructed is to first measure the intensity / (k ) from a localized
source over some range of directions k = k / k and perhaps also some range of
wavenumbers Jfc. Normalized holographic intensities x(k) are then derived from
either [I{k)-I0(k)V^jl9(k) or [ / (k) - / 0 (k) ] / / 0 (k) . where / (k ) is the raw
measured intensity, and /0(k) is the intensity that would be measured in the
absence of atomic scattering; that is, /0(k) is the unperturbed intensity of the
reference wave. The overall imaging process can be understood by first
considering the hologram to be a convolution of the r-space object field u(r):

X(k) - (1)

where the convolution kernel K{V,r) somehow describes the physics of the
emission and atomic scattering of the photoexcited wavefronts, and R denotes the
volume in real space over which the object exists. This produces a three-
dimensional x(k) volume in k-space, so as to completely encode three-
dimensional spatial information of the object field i/(r). The reconstruction
algorithm is then most simply a k-space deconvolution of x(k) to obtain a real-
space U(r') image intensity:

(2)

where the reconstruction kernel K(k,r') has been chosen to be orthogonal to the
scattering kernel K(\i,r), as integrated over a sufficiently large k-space volume,
that is, so that;

• K*{k, r- )K(K r) « 5(r -

(3)

If such a K(k,r') can be found, then the object field u(r) can thus be recovered as
the image intensity (/(r1) from Eqs. <l)-(3):

<k,r)]
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So once the emission and scattering process that creates x(k) can be sufficiently
modeled by a A'{k,r) convolution kernel, then a deconvolution kernel K(k.r') can
in principle be formulated so as to directly reconstruct atomic images using Eq.
(2).

Atomic Holography Reconstruction

The basic algorithms used in reconstructing atomic holographic images can be
understood in the context of a single scattering (or kinematical) model of the
scattering process. We consider e~" I kr to represent the photoexcited electron or
x-ray spherical wavefront that illuminates the (point-like) scattering atoms
surrounding the emitter (with the emitted wave assumed to be isotropic for
simplicity), / (©J) to be the complex plane-wave atomic scattering factor
(• l/(Gj)|exp[/<|/(0j)]), where 0|! is the scattering angle, and k- r is the phase of
the scattered portion of this wavefront as it reaches the far field detector (Fig. 4).
Thus the total geometrical path-length phase difference between the reference and
scattered wavefronts is (k-r - kr). The convolution kernel for this scattering
process can then be expressed as:

(5)
kr

This choice for A'(k,r) does not include any allowance for anisotropy in magnitude
or phase of the outgoing reference wave, which for the simple example of j-level
photoemission, takes the form of an additional factor of e-k, where e is the
polarization vector of the radiation (12). Thus, in photoemission, reference wave
anisotropy is almost always present. However, for the case of Kct x-ray
fluorescence to be considered below, the outgoing reference wave should be
isotropic and randomly polarized, and thus be welt described by Eq. (S).

Another advantage of x-rays lies in the nature o f / ( 0 j ) . Figure 5 shows the
magnitudes and phases of Ni atomic scattering factors for both x-rays and
electrons with wavelength \ « 0.79A (or wavenumber k - 8.0A'1). Note that the
x-ray scattering factors (Fig. 5(a)) are much weaker (by ~ 1/2000) and more nearly
constant in magnitude than those for electrons (Fig. S(b)), and that the scattering
phase shifts for x-rays are also much smaller (by ~I/100) and more nearly constant
than those for electrons. Thus, for x-rays ]/(©|!)l " constant -/,, and

r ) " Vo "• ° . such that the simplest possible optical scattering kernel results:
oc £"kr- t ). The reconstruction kernel that is most simply orthogonal to

this optical scattering kernel is thus *o(k,r ') •«"fclf'**J), as first suggested by
Barton and Terminello (4b). Thus for the scattering of fluorescent x-rays, the

emitter

( a ) Nix-rayl/(e)l-/o
( C 15.79keV)

FIGURE 4. Scattering fjeometry be-
tween a phoioemitler and a neighbor-
ing scattering atom. The photoemit-
ter Is placed at the origin, while (he
scatterer Is located at the relative po-
sition r. The far field detector lies in
the direction k. The portion of the di-
rect wavefront that Is scattered by the
neighboring atom into th» detector at
r depends on the scattering angle Q)
between r and k according to the
complex phase factor / ( © * ) .

Ni x-ray y(Q)»

180'

(x 2000)

( b ) NI elechon 1/(6)1 * /<,

fc»8.0A-i\f«244eV)

180*

180'
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FIGURE 6. NI scattering, factor maanltudes ( | / ( 0 * ) D and phases ( v ( 0 j ) > , as a
function of scattering angle 0 j for (a) k - 8.0 A"1 (E = 15.79keV) x-rays, (b) k~ 8.0 A"1

<£ = 244eV) electrons. ©J - 0- Is the forwanl scattering direction, 0 k =• 180° is the
backscatlertng direction. '

reconstruction algorithm of Eq. (2) becomes to a good approximation:

This simple optical reconstruction algorithm has been used recently to obtain direct
atomic images from experimental single-wavenumber (13,14) and multiple-



wavenumber (15,16) x-ray holographic data sets, as discussed further below.
For example. Fig. l(c) schematically shows lhe optical holographic

intensities that were numerically calculated from the transparent "F" mask using
Eqs. (1) and (5), over a range of different directions ( k ) and wavenumbers (*).
Figure l(d) shows the numerically reconstructed real and twin images obtained
from the volume %W of Fig. l(c). Due to the three-dimensional spatial
information that was encoded in the k-space volume encompassed by xOO. the
reconstruction algorithm of Eq. (6) suppresses the spurious twin image, while
increasing the fidelity of the desired real image (cf. Fig. l(b)).

The optical reconstruction algorithm of Eq. (6) was in fact first used to
reconstruct data from electron holographic data sets, e.g. from photoelectron
diffraction (17-21). However, because of the generally anisotropic nature of the
photoemitted source wave, and the strong, non-optical and often multiple nature of
electron scattering, the single-scattering optical convolution kernel Jfo(k,r')cc
tnkt-tr~) d o e j nQt a c c u r a t e i y describe the process by which electron holograms are
produced, and consequently the optical reconstruction kernel K(5(k.r1) = «'(l'r"*'>

wilt not in general satisfy the orthogonality condition (Eq. (3)) for electrons. Thus
Eq. (6), when applied to electron holograms, often results in images which suffer
from aberrations and position shifts (22-24). Nonetheless, useful atomic structure
information has been derived from electron holography, with various modifications
to the basic optical reconstruction kernel Ko(k,r>), and to the definition of the
reconstruction integral (Eq. (2)) itself being proposed (25-29), and comparative
reviews of different methods appearing elsewhere (30,31).

In summary, the atomic scattering of x-rays is much more nearly ideal than that
of electrons, and this suggests that a simple optical reconstruction kernel as in Eq.
(6) can be straightforwardly used to directly obtain atomic images from
holographic x-ray intensities. However, more sophisticated reconstruction kernels
and deconvolution integrals will probably be necessary to account for (he non-ideal
nature of the propagation and scattering of electrons, in order to successfully
obtain the most accurate atomic images from holographic electron intensities, as
discussed elsewhere (25-31).

A T O M I C E L E C T R O N H O L O G R A P H Y

In this section, we discuss the results of applying the imaging algorithm of Eq.
(6) to experimental and theoretical photoelectron diffraction results for W 4 /
emission from the surface atoms of clean W(l 10), with the experimental data being
obtained by Denlinger, Rotenberg, and co-workers at Beamline 7.0 of the
Advanced Light Source at the Lawrence Berkeley National Laboratory (31). The
4 / photoelectron peak (which contains d and g components due to the dipole
selection rule) can be resolved into bulk and surface core-level-shifted

components, of which atomic images reconstructed from only surface
photoemission will be considered here. Photoelectron spectra were measured for
kinetic energies of £ - 41eV to 197eV (wavenumbers k = 3.3A' to 7.2A1), and
collected over a polar takeoff angle range of 14° £ 8 <, 90° » normal emission.
These data points were measured at wavenumber intervals corresponding to fit =
0.1 A"1, and angular intervals of (69,5(ti) = (3°,3°cosB) corresponding roughly to
equal solid angle elements, making a total of 12,280 unique measurements in a
symmetry-reduced I/4 th of lhe total solid-angle above the sample. For each
different wavenumber and direction, the W 4 / peak was resolved into bulk and
surface emission components by integrating the areas under the lower and higher
flanks of the bulk and surface W 4 / peaks, respectively, as shown in Fig. 6(a).
Figures 6(b)-(c) show thejjulk and surface /(k) data sets in k-space, respectively,
as viewed down along [TTo]. Data points in the lower right quadrant have been
cut away to reveal the intensities /(k) for the minimum k » 3.3A"1; the other
quadrants show the intensities /(k) for the maximum k - 7.2A"1. The dark bands at
the perimeter indicate the locations in k-space on these iso-wavenumber surfaces
where data was not collected. Due to the strong atomic scattering of electrons,
the anisotropy of the raw /(k) data, which we measure as
MII* • (A™ ~ AninVAx i s f o u n d t 0 b e * 30° / i" a n d i s eas' lv discernible with this
gray scale.

In order to determine the normalized x 0 0 fronl the raw /(k) intensities of
Figs. 6(b)-(c), /0(k) was determined by fitting a low order polynomial in
wavenumber * and polar angle 6 to /(k):

( II )

where the coefficients aM are determined by a least-squares fit to /(k). This is in
contrast to previous more approximate methods for determining /0(k) where
simple linear, low-order polynomial, or spline fits were separately made for each
set of different wavenumbers along a given direction: / t ( k ) , or each set of
differer* directions at a given wavenumber: /. {*). Such separate normalizations

within each scanned-wavenumber or scanned-angle set of data points in /(k) arose
from the historical development of electron holography, in which data tended to be
collected with k-space resolution that was either fine-in-direction/coarse-in-
wavenumber or coarse-in-direction/fine-in-wavenumber (30,31). There has in fact
been a recent proposal to consider these k-space sampling choices as distinct
atomic structure probes (17(e)), but these choices simply represent extremes of a
continuous range of k-space sampling, of which the optimal choice has been
shown to be in the intermediate range of roughly equally resolved direction and
wavenumber data steps (30). Thus, this distinction (17(e)) is artificial, and not
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FIGURE 6. (a) Example W *f7l3 photoelectron spectrum from clean W(110), with the
butK and surface emlller contributions used to generate the /(k) intensity data points of
(b)-(c) shaded In. (b)-(c) Schematic k-space representations of the raw /(k) intensity
data sets for bulk and surface W 4f w emission, respectively, (d)-(e). Normalized bulk
and surface emission xOO data sets, respectively, corrected for the unscaltered Intensity
/„ (as derived from Eq. (11)) and an Inner potential of Va = « V .

consistent with the optimal use of the holographic methodology. As a
consequence, the normalization of /(k) intensities should ideally be made via the
determination of a general wavenumber and direction dependent / , (k)
background, as done here, rather than determined separately for each wavenumber
or direction in the S(k) data set. .

Figures 6(d)-(e) show the normalized bulk and surface %(k) functions obtained
from the raw /(k) intensities of Figs. 7{b)-(c), using the wavenumber and angle fit
/ 0 (k) of Eq. (11), and after correcting for an inner potential of ^ -> 14V (32) to
yield electron wavenumbers and directions beneath the surface of the sample.
These data points were then remapped to a 6* - O.I A"1, and (59,6<(0 - (5°,5°)
grid over the range k - 3.85A1 to 7.45A1 ( £ = 56eV to 21 leV). and 10° <. 6 £
90° range, for a final total of 6,697 unique intensities in the symmetry-reduced
l/4th of the solid angle above the sample.

- For comparison, single-scattering and multiple-scattering models were used to
calculate the surface emission /(k) from a theoretical W(l 10) cluster (33). These
theoretical photoemission intensities were then also normalized using Eq. (11).

Figure 7 shows the reconstructed images in the vertical (112) plane obtained
from applying the optical reconstruction kernel of Eq, (6) to: (a) the experimental
surface emission x (k) of Fig. 6(e); (b) the theoretical single-scattering x(k) ; and
(c) the theoretical multiple-scattering x(k). The expected atomic image resolution
for this wavenumber and angular range of x ( k ) in the horizontal [ T i l ] direction is
given by 5x * K / M , • t/(2Jt1MJ")(9mH-8mil)) *0.3A, and in the vertical [110]
direction is given by 6 z « J t / M , « n/(*ms ,-*11>i ,cos(G, - .-emil)) • 0.6A (34), and
these numbers are comparable to the actual atomic image resolutions in Fig. 7. As
noted above, Eq. (6) makes no special effort to suppress aberrations due to the
non-optical nature of the electron scattering process. In all of these images, the
1 10 backscattering atom and the \H and \ j \ side scattering atoms are well-
resolved, with experiment and the more accurate multiple-scattering theory
showing the sharpest features for the backscattering atoms, in the experimental
image of Fig. 7(a), the j ^ ̂  and | ^ | atoms are shifted in toward the emitter (by «

0.7A), and downward from the r = 0A surface (by « 0.2A), this is probably
primarily due to anisotropies in the photoemitted source wave and the atomic
scattering factor for such side-scattering directions. As expected, the
backscattering 1 To atom is better resolved due to the more ideal nature of
electron backscattering (cf, Fig. S), with no significant position shift. The
experimental backscattering image is also less intense (»S0%) than the side
scattering atomic images; and image intensities above and below z =• -3.5A have
been scaled accordingly. This difference in relative image intensity is qualitatively
expected due to the longer inelastic attenuation path of the wavefront that
illuminates, and is subsequently scattered by, the backscattering atom, as compared
to the wavefront paths that involve the side scattering atoms. Despite these
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FIGURE 7. (a) W(110) atomic Images obtained in the vertical ( 1 1 2 ) plane from
experimental and theoretical W ifm surface emission xOO data sets, via (Eq. (6)). The
surface emitter site Is Indicated by the dashed square, and the positions of the scatterers
(assuming no surface relaxation) are indicated by circles. The nearest and next-nearest
scattering positions have been labeled. Axes are marked off In 1A units. Image
Intensities for z z -3.5A have been rescaled, with the scale factors Indicated on the
figures, (a) Images reconstructed from the experimental %<y) data set of Fig. 6(e). (b)
Images reconstructed from a theoretical single scattering x(k) data set. (c). Images
reconstructed from a theoretical multiple scattering x(k) data set.

position shifts and aberrations, this atomic image overall gives good ab initio
estimates of the positions of the atoms surrounding the surface W(I1O) emitter,
which could then be refined e.g., using /?-factor comparisons of experiment with
model diffraction calculations for various structures.

The single and multiple scattering images of Figs. 7(b)-(c) are similar to
experiment in that the ^ T T a n d TTT s i d e scatterers exhibit side lobes which are
shifted in towards the emitter, and downward from the surface. However, the side
scattering atomic images of Figs. 7(b)-{c) differ from those of Fig. 7(a) in that the
theoretical image peaks are split. This splitting may be due to a number of
reasons, among them the differences between the theoretical and actual
wavenumber-dependent photoexcitation cross-sections, photoemitted source wave
angular distributions, and atomic scattering factors. Still, these single- and
multiple-scattering models produce other image features that rather closely match
the experimental image of Fig. 7(a), even including the faint aberrations seen at
(x,z) « (±4A,0A). The most marked difference between the experimental image
of Fig. 7(a) and the single-scattering image of Fig. 7(b) is the triply-split
backscattering TTo atom in the latter, which is also very much weaker in intensity
(« 1%) relative to the j | J and ^ image peaks. This is mainly due to the
oversimplification of the single-scattering model, as seen by comparing Figs. 7(b)

and (c). Note that in the multiple-scattering image of Fig. 7(c), the backscattering
TTo peak intensity relative to the side scattering j y J. and j J J image peaks (=*

33%) is more nearly that of Fig. 7(a) (» 50%). This dramatic difference between
single and multiple scattering can arise because each of the atoms in the multiple-
scattering model becomes a secondary emitter, which can then illuminate the atoms
surrounding them, especially the atom located at the 1 10 relative position. In this
way more scattering events contribute to the backscattering signal in the resulting
holographic %W intensities, and as such the reconstructed 1 To atomic intensity
is much stronger for the image reconstructed from the multiple-scattering model
than that from the single-scattering model. Thus, the closer match between Fig.
7(c) and the experimental image of Fig. 7(a) graphically illustrates that multiple-
scattering more accurately describes the nature of the creation of the experimental
holographic photoelectron intensities / ( k ) .

Atomic electron holography has been extensively tested on both bulk and
surface structures, with some notable successes to date being the determination of
structures of adsorbate overiayers (l7c,19a,20a,27b-c,) and reconstructed surface
structures (17e,19b). This technique is most useful in that initial atomic position
estimates can be determined, which can then be refined using a more standard
comparison of experiment and theory. Further improvements of image quality in
atomic electron holography will lie primarily in the refinement of reconstruction
kernels and algorithms that more accurately account for the non-ideal atomic
scattering and propagation of electron wavefronts, as well as the wavenumber
dependences and anisotropies in the source wave. Other holographic experiments
that await implementation in the near future are the monitoring of temperature and
coverage dependent structural phase changes; and spin-polarized photoelectron
holography (SPPH) (35), where spin-specific photoemission (or detection) could
be exploited lo yield images of local atomic spin order.

ATOMIC X-RAY HOLOGRAPHY

In this section we review two experimental techniques for acquiring
holographic x-ray data, and show the results of imaging experimental and
theoretical x-ray holographic data sets involving both single and multiple
wavenumbers.

The first atomic x-ray holographic images were recently obtained using what
can be termed x-ray fluorescence holography (XFH), as shown in Fig. 2(a). In
this work, Tegze and Faigel (13) measured the hologram by monitoring the single-
wavenumber Sr Ka emission (k - 7.145 A'1, E - 14.10keV) from a single crystal
of SrTiO,. 2,402 intensities were measured over a full cone of 60" half angle
above the surface. The final hologram was found to have anisotropies in intensity



of A/ / /„ » 0.3%. These much smaller effects mean that more demanding detector
counting statistics are required in x-ray holographic measurements than with
comparable atomic electron holography measurements. The reconstruction of this
hologram via the optical kernel algorithm of Eq. (6) yields images of the Sr atoms
only, as the much weaker scattering strength of Ihe Ti and O atoms renders their
images invisible compared to those of the Sr atoms. Figure 8(a) shows the
experimental image reconstructed in the (010) plane (36), and it is compared in
Fig. 8(b) to an image reconstructed from a theoretical x(l«) for Sr Ka emission
from a simple-cubic Sr cluster of 27 atoms (14). The expected atomic image
resolutions at this hologram wavenumber and angular range are Ex w 0.3A in the
horizontal [100] direction, and 6* « 0.9A in the vertical [001] direction (34), and
are roughly comparable to the atomic images of Figs. 8(a)-(b).

Reconstructing three-dimensional atomic images from a single-wavenumber
hologram yields twin images. In any structure with inversion symmetry, these
twins can overlap with real atomic images so as to confuse structural interpretation
(37,3 8). In addition, the real and twin atomic images for a particular wavenumber
and system can overlap completely out of phase, leading to an artificial suppression
of atomic image intensities (37,38). It is thus advantageous to reconstruct direct
atomic images from multiple-wavenumber x(k) data sets so as to avoid such real-
twin image overlaps (4a.4b,38). However, such XFH holograms cannot be
measured at arbitrary wavenumbers, with the tatter being limited by the intensity
and number of fluorescence lines of the photoemitting species (38,39).

Another method for obtaining x-ray holographic information at conveniently
chosen multiple wavenumbers has also very recently been demonstrated for the
first time by Gog et al. (15,16), and its basic principle is illustrated in Fig. 2(b).
This method has been termed multiple energy x-ray holography (MEXH). MEXH
is the time-reversed version of the conventional geometry of XFH (Fig. 2(a)), in
that the wave motions are reversed, and the emitter and detector positions are
interchanged (Fig. 2(b)) (15,16,39,40). The exciting external x-ray beam now
produces the reference and object waves, and the fluorescent atom acts only to
detect the interference between the direct and scattered wavefronts in the near
field. The emitted x-rays are now collected by a distant detector with a large
acceptance solid angle, in principle yielding much higher effective counting rates.
The far field source wave can be set to any wavenumber (energy) above the
fluorescence edge of the emitting species, thus permitting holograms at multiple
wavenumbers and yielding in principle atomic images with no real-twin image
overlaps (15,16,39). Specifically, multiple-wavenumber x-ray holograms have
been measured to date for hematite ( a - F e j O j ( 0 0 1 ) ) (15,40), and for Ge(001)

(16).
We show the results of applying the optical kernel algorithm of Eq. (6) to

experimental and theoretical MEXH data for a - F e a O , ( 0 0 1 ) as measured by
Gog and co-workers on Bcamline X-14A of the National Synchrotron Light

FIGURE * . X-ray fluorescence holography atomic images of SrTIO, in Ihe vertical (010)
plane, obtained from (s) experimental (13) and (b) theoretical (14) Sr Ka i(k) data sets,
via Eq. (8). The Sr emitter site is indicated by the dashed square, and nearest-neighbor
and next-nearesl-nelghbor Sr scatterers are Indicated by circles. Axes are marked oft in
1A units.

Source at Brookhaven National Laboratory (15,40). Fe Ka fluorescence was
excited by horizontally polarized radiation in the range k •= 4.561 A1 to 5.220A'1 ( £
- 9.00keV to 10.30keV) that was incident on the a - FeaO,(00!) sample surface

over a polar angle range of 60* <. Q s 90s • surface normal. These data points
were measured at three wavenumbers with intervals of 6Jt - 0.329A'1 ( 5 £ -
650eV), and at angular intervals of (69,8<t>) - (5°,5"), making a total of 435
unique measurements in a symmetry-reduced l/3rd of the total solid-angle above
the sample. Figure 9(a) illustrates the orientation of the sample with respect to the
horizontal (e,) polarization vector, with the venical (e , ) polarization vector shown
also to permit discussing other possible experimental geometries. Figure 9(b)
shows the raw measured /(k) data set in k-space, as viewed down along [001] , in
the same format as Figs. 6{b)-(d). Data points in the fourth quadrant have been
cut away to reveal the k " 4.561 A"' /(k) intensities, while the other quadrants show
the * » 5.220A"' /(k) intensities. Note that the much weaker atomic scattering of
x-rays renders the anisotropy of the raw /(k) data (6I/It *> 0.5%) barely
discernible with this linear gray scale.

Due to the limited wavenumber range of this /(k) data set, a separate /0(k)
was determined for each of the three different wavenumber holograms via a low-
pass filter (34), thereby including in /0(k) the reference wave, as well as
corrections for the effects of x-ray absorption during both excitation and emission.
Figure 9(c) shows the normalized x(k) obtained by this method from the raw I(k)
intensities of Fig. 9(b).

For comparison to the experimental results, a single-scattering model (38,41)
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FIGURE 9. (a) Orientation of the sample (where n Is the surface normal) with respect to
the horizontal {£,) and vertical (e,) polarization vectors of the Incident radiation k. (b)
Schematic k-spaca representation of the raw measured /(k) Intensity data set for Fe Ka
fluorescence from a-F«TO,(001) excited by horizontally polarized radiation, (c) The
normalized j{k) data set. The format Is the same as Figs, 6(b)-(d).

was used to calculate a theoretical x (k) from an ideal a - F e , O j ( 0 0 1 ) cluster
containing 384 Fe atoms with two inequivalent Fe emitter sites as appropriate to
the hematite lattice. The O atoms were not included due to their much smaller
scattering power (15). The incident radiation in this model calculation is polarized
horizontally with respect to the 6 and $ rotation axes of the cluster (c / Fig. 9(a)),
as was the case in the measurement of the experimental /(It) data set discussed
above. Because the incident radiation is polarized, the x-ray scattering factor in
Fig. S(a) must be further multiplied by the Thomson scattering factor, which has
the form sin3 0*', where 0*' is the angle between the polarization vector of the
incident radiation e, and the direction k' of the scattered radiation. Thus, there will
be nodes in the incoming scattered object waves along the polarization direction,
and emitter atoms near this direction will not be strongly influenced by x-ray
scattering. For the present case, the use of horizontal polarization is therefore a
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FIGURE 10. Multiple energy x-ray holography (MEXH) atomic Images of a-Fe2O3<001)
In the horizontal (002) plane situated 6.89A below each or the two types of Fe emitters,
obtained from (a) experimental and (b) theoretical Fe Ka x M data sets, via Eq. (6). Fe
scatlerers in the bi-layer Just above or below this plane are indicated by dashed circles,
and Fe scatterers in relative positions common to both inequivalent Fe emitters are
indicated by bold circles. Axes are marked off in 1A units.

disadvantage in the imaging of horizontal planar structures such as those in
a - F e 2 O ] ( 0 0 1 ) , which is comprised of closely stacked horizontal Fe bi-Iayers
with (001) orientation. The effect of such horizontally polarized incident radiation
(via the Thomson cross section) is thus to strongly suppress atomic images in the
basal (001) plane of the emitter, but to much less suppress images in horizontal
planes farther above and below the emitter plane (40).

Figures IO(a) and (b) show the reconstructed atomic images in the (002) plane
situated a t : = -6.89A below the emitter and obtained by applying Eq. (6) to the
experimental and single-scattering theoretical %(k) data sets, respectively. The
expected image resolutions in the horizontal ([100] and [120]) directions are
5* = 6y * 0.6A (34). The experimental and theoretical images are very similar in
that three of the Fe atoms from the neighboring upper bi-layer intrude into the
(002) image plane. This intrusion is due to the limited wavenumber and angular
range of the x ( k ) data points in k-space (as compared to the larger wavenumber
and angular range for the electron x(*0's in the previous section), which results in
atomic images much less resolved in the vertical [001] direction: 6z«2 .5A (34).
Still, since these images are reconstructed from a multiple-wavenumber x(k) data
set, they should be freer of real-twin image overlaps (4,15,16,38-40).

As a future prospect, using unpolarized incident radiation in MEXH, or
perhaps rotating the entire sample-detector complex by 90° so as to measure
holograms with both horizontal polarization and vertical polarization (with the
polarization vector in the plane formed by the azimuths! rotation axis (the normal



or the sample surface) and the x-ray incidence direction, would allow atomic
images to be reconstructed for atoms in all horizontal and vertical planes.

In fact, however, there also exist some classes of structures where it would be
sufficient to utilize horizontally polarized incident radiation, and for which vertical
structural information is more important than horizontal planar structure. These
include some surface structure problems and buried epitaxial atomic layers. We
specifically illustrate what might be learned for a buried atomic layer by
considering theoretically a single Ge "5-layer" buried in Si(001) (40). The Ge
atoms in the 5-layer are assumed to lie in horizontal epitaxial sites with respect to
the surrounding Si(001), such that structural information in the horizontal plane of
a Ge emitter is relatively unimportant compared to the possibly strained vertical
distances between the Ge 5-layer atoms and the Si neighbors above and below
them (42). Thus using horizontally polarized incident radiation to record a MEXH
Ge Ka x(k) data set for this system may prove to be sufficient, and perhaps even
advantageous.

As an example. Figs. ll(a)-(c) show the Thomson scattering factors for
unpolarized, horizontally polarized, and vertically polarized incident radiation,
respectively. Figs. 1t(d)-(O show the reconstructed atomic images in the vertical
( l lO) plane obtained from applying Eq. (6) to a theoretical single-scattering x(k)
data set calculated for these polarization modes (unpolarized, horizontally
polarized, and vertically polarized) for an ideal Ge 5-layer buried in a Si(001)
cluster with no vertical strain. These MEXH x(k) intensities were calculated at 7
wavenumbers (energies) for radiation of* - 6.08jA1 to 9.122A'1 (E = 12.00keV
to 18.00keV) that was incident over a polar takeoff angle range of 10° £ Q £ 90°,
and with wavenumber (energy) steps of 5* - 0.507A"1 (bE « 1 .OOkeV) and angle
steps of (59,6+) - (5°,5°), yielding a total of 1,897 unique data points in the
symmetry-reduced l/4th of the total solid-angle above the cluster. The higher
wavenumber and larger wavenumber and angular ranges of these MEXH xCO
data sets ensure better resolved atomic images (5x = 6y* 0.2A; 6z » 0 . 4 A ) than
those of Fig. 10 (34). The Ge 5-layer atoms are well-defined in the image obtained
with unpolarized radiation (Fig. 1 l(d)), and the Si atoms in the layer directly above
the Ge 5-layer are fairly well resolved, but the Si atoms in the top center of the
image along the [001] direction are poorly resolved, being farther away from the
emitter. In contrast, in the image obtained with horizontally polarized radiation
(Fig. 1 l(e)), the Si atoms above and below the Ge 6-layer, including those at top
center and bottom center of the image along the [001] direction, are clearly imaged
compared to those in the basal plane of the Ge 6-layer. Thus, it appears that the
strained vertical interlayer distances could be determined in an MEXH experiment
on this system using horizontally polarized incident radiation. Figure 11(0 shows
the image obtained with vertically polarized incident radiation, where in contrast to
Fig. 1 l(e), the Ge 5-layer atoms are strongly evident, compared to the suppressed
images of the Si atoms above and below. Should both vertical and horizontal
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FIGURE 11. (a)-(c) Thomson scattering rectors for unpolarized, horizontally polarized,
and vertical polarized Incident radiation, respectively, (d)-(f) Multiple energy x-ray
holography images of a single Ge layer embedded In Si(001) (Si(001)/Ge-£/Si(001)) in
the vertical (iTO) plane obtained from theoretical Ge Ka %(k) data sets via Eq. (6). for
unpolarized, horizontally polarized, and vertically polarized Incident radiation,
respectively. The Ge emitter site Is Indicated by the clashed square, and the Ge 6-layer
scatlerers are indicated by solid squares. The SI atoms directly above and below the Ge
6-layer are Indicated by circles. Axes are marked off in 1A units.

structural information be desired for a given system with only linearly polarized
incident radiation for excitation, then x(k) intensities measured using horizontally
and vertically polarized radiation separately could simply be added to determine
the MEXH x(k) intensities for most of the solid angle above the sample that one
would measure using unpolarized incident radiation (40). The use of circularly
polarized incident radiation should also be advantageous in this respect (40). In
order to determine the vertical strain in this system (an effect of a few percent),
increased spatial resolution of atomic images could be obtained by measuring
holographic x(k) intensities at higher wavenumbers (34).

Thus atomic x-ray holography holds much promise for the imaging of local
atomic structure surrounding a specific emitter species of interest. The more ideal
atomic scattering nature of x-rays produces reconstructed images that are
relatively free of the aberrations, artifacts, and position shifts that are usually found
in comparable electron atomic holographic images. XFH and MEXH also share



the advantage of being element specific; thus the local structure around each
atomic type in a sample can be determined. In addition, neither XFH or MEXH
requires a sample with long range crystalline order; it need only be minimally
ordered to within the potential imaging volume surrounding the emitter site that
can be resolved with the k-space resolution of a given x(k) data set (30,38). In
contrast to the bulk structures considered in the initial implementation of this
technique, atomic x-ray holography would be advantageously used to image
structures with only short-range order which cannot be determined using
conventional x-ray difiraction probes, such as surface and buried atomic layers;
strained atomic lattice positions surrounding dopant sites (Tig. 12(a)); as well as

dopant spacies • Nuorascing sitas

fluoreseing spacies

Imaga teconatruction

• • .

o

FIGURE 12. Schematic representation of two types or short-range-oider atomic
structures that could be fruitfully studied using atomic x-ray holography, together with
their expected reconstructed images, (a) Strained latllca atoms surrounding dopant
slles. (b) Rotalionally aligned macromolecules wilh poor long-range translatlonal
symmetry.

the structure of macromolecules which do not exhibit perfect translational
symmetry in crystal form (Fig. 12(b)). But one can also imagine using x-ray
holography as a adjunct to conventional x-ray diffraction, with good estimates of
local structures and phase relationships being derived to assist the diffraction
analysis. Exploitation of linear and circularly polarized incident radiation in
MEXH may also be utilized to emphasize horizontal and/or vertical structures of
interest.

CONCLUDING R E M A R K S

In conclusion, holographic atomic imaging with localized single-atom sources
of electrons or x-rays promises to become an important structural probe that will
complement, or in some respects even surpass, conventional diffraction methods or
other atomic structure probes. These holographic methods should be applicable to
a wide variety of systems of practical and fundamental interest. X-ray holography
of either the single-wavenumber fluorescence type or the multiple-wavenumber
(inverse) type promises to yield more accurate images due to the more ideal
scattering of x-rays, although the much weaker diffraction effects observed with
x-rays also present challenges in measurement. However, with brighter sources of
x-rays at next-generation synchrotron radiation facilities, and the development of
faster detectors, these experimental problems should be surmountable. Thus,
although much experimental and theoretical work lies ahead if we are to develop
both the electron and x-ray techniques to their fullest potential, the final fulfillment
of Gabor's dream for atomic-resolution holography seems well worth the effort.
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1. Introduction

Starting from a suggestion ofSzoke [1] and Barton [2). a new surface structure determination
approach, called either photoelectron or Auger electron holography depending on the
process under consideration, to get three-dimensional images of the close vicinity of a given
near-surface atom emitter, has recently been developed. The idea goes back to Gabor's
discovery of holography [3]. He realized that, by recording on a photographic plate the
interference pattern (hologram) of a known reference wave with an unknown object wave
and then illuminating with an appropriate decoding wave the so obtained hologram, one
can obtain the image of the object.

In the case of a photoelectron or of an Auger electron, the reference wave is assumed
to be the direct wave emitted by the excited atom a. The object wave is then the superposition
of the waves emitted coherently by the atoms surrounding a as a consequence of the process
of single double ... multiple scattering experienced by the emitted electron. By taking the
detector to be a spherical photographic film, the decoding wave referred to above is then
chosen to be the spherical wave, converging on the film, obtained from the asymptotic
reference wave via the operation of time reversal fl, 2], This wave is transmitted through
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the film and in this process it collects the information contained in the hologram. The
images of the atoms of the object are then obtained by means of computer reconstruction
using a mathematical method similar to the one employed in optical holography.

In this way, one therefore realizes the inverse process of recovering the structure of the
object from the knowledge of the hologram.

The advantage of this holographic method lies in the knowledge of the reference wave,
a point which is not shared by structure determination approaches using an external beam
of particles, such as e.g. X-ray and neutron diffractions, where the reference wave is lost
and the experimentalist is therefore faced with the so-called "phase problem".

In Section 2, the theory of electron emission holography is expounded in full detail. In
Sections 3 and 4, the weak points of the theory, such as the appearance of twin images, of
"ghost atoms", and of some other artificial byproducts of the method, are discussed and
ways to eliminate them are reviewed.

Applications of this holographic technique have appeared in the literature. Fora complete
lisi of references, the reader is referred to the review papers by Chambers (4] and Fadley [5J.

2. Photoelectron and Auger Electron Holography

Let us first consider the way the hologram is obtained. We place a spherical photographic
film around our object. The centre of the sphere is at the origin 0 of the reference frame
placed at [he centre of the atom emitter a. The radius of the sphere is R. Each point of the
film ts characterized by the polar angles defining the vector R.

The interference pattern is encoded on this photographic film. It is obtained by evaluating
the component of the emitted electron vector probability current density in the direction
perpendicular to the sphere surface (for simplicity, we neglect the refraction of ihe electron
wave at the surface of the sample subject to measurement),

I{R)*M)-RIR. (2.1)

If the detector is in the far field [R large with respect to the dimensions of the object), this
probability is just proportional to the modulus square of the emitted electron wave function
\p(R) evaluated at the position R.

I(R) oc M * ) ] 1 . (2.2)

On the sphere surface the wave function \p{R) can be expressed in terms of the scattering
matrix

^_^)-e-
ccc *" 75 7T 't-i ' ^ J J

7J_i is the 7~-matrix for the process evaluated on the energy shell. In the standard
single-particle approach, it is given by

r,_ («<p f ' -»(*)Mc>, . (2-1)

where the PholoElectron state vector l^f"6) and the Auger Mo"l"> are defined by (see [6],
Sections 2 and 6)

, ) j V c > , (2.5a)

') POB 586, Strada Cosiiera 11,1-34100 Trieste. Italy.
2) Supported in part by the Isiituto Nazionalc Fisica Nucleate.

<*"!"> = d 3 f i 'P?C
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In Ihe case of photoemission, the initial state vector is the product of the incoming free
photon state vector |1,) (the subscript i symbolizes the initial photon momentum and the
polarization) times the vector |tpe> which represents the initial single-electron normalized
bound state relative to the core level c. The final state is given by the product of Ihe
normalized photon vacuum |0> times the single-electron scattering state |tpf "'(*)>,satisfying
an incoming wave boundary condition, describing the emitted electron, with asymptotic
momentum hk s hkR/R, in interaction with the ionized atom emitter a and with its
neighbours in the condensed material. For simplicity, in this paper we shall forget about
the spin of the emitted electron. To the first order in the radiation field, the interaction
Hamiltonian is given by: Ht = — {ejmc)A • p, where m and p are the electron mass and
momentum operator, respectively, and A{r) is the quantized photon field in the Coulomb
gauge V • A(r) = 0.

In the case of Auger emission, the process is one in which an electron of the ionized
atom a makes a transition from the core level 1 (core level 2) to the empty core level c,
while an electron from the core level 2 (core level 1) is ejected from the atom a. This emitted
Auger electron, represented in (2.4) by the usual scattering state Mpr

(""'{.*)). propagates Ihen
in the material and sufTers multiple scatterings from the atoms surrounding the doubly
ionized atom a until, after having finally assumed the momentum hk, it reaches the detector.

The expression of the T-mairix in terms of all multiple scatterings is known from the
literature. We write here (3.37) of (6] [L is a combined orbital angular momentum index
Lai, m),

T.-t - I.Sr,.KL, (2.6a)

' - • ' • •

Apart from the consideration of inelasticities and thermal vibrations, to be introduced with
proper attenuation factors [5). (2.6) is, within the single-particle framework, the correct
T-matrix.

The matrix rJJ l f is the representative in angular momentum space of the scattering path
operator [7], The integral equation defining this operator is given by (3.38) of (6],

R,r = R, — Rr is the bond vector pointing from atom p to atom q, tf = — e'J° sin Sf is the
/-th wave 7"-matrix for scattering of the electron from the atom p, the form factor ,\'CL 'S

given by

(2.S1

where ip'J'ik, r) is the physical radial scattering wave function, satisfying an outgoing wave
boundary condition, belonging to the angular momemum /, for the emitted electron in llie
field of the potential U, of the atom emitter a.
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The g-propagator (structure factor) is given by

= -«" I4irf t ( '- ' '<Y tFYL | YL,> YL(RPt) hr(kRM).
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(2.9)

Using (2.3), (2.6), and (2.7), we can easily split the wave function, at the sphere surface, into
reference and object terms,

ip(R) = vv(<
h1 ~R~ t ' '

(2.10a)

(2.10 b)

(2.10c)

Note that the object wave contains also all waves which, after having undergone multiple
scattering, haveaiom a as the last scatterer (term q = a of (2.10c)). These particular multiple-
scattering contributions are unknown and therefore, even though consisting of waves
eventually outgoing from the atom emitter, cannot be included in the reference wave. They
are at least of second order with respect to the latter wave.

To decode the information contained in the interference pattern appearing on the spherical
film, we imagine to illuminate the film with a converging spherical wave

r > R (2.MI

obtained, apart from a constant, from the asymptotic expression of the reference wave via
the operation of time reversal. This converging wave is transmitted through the film. We
suppose that the interference pattern /(/?) is imprinted on a positive photographic film
which, by proper development, has the contrast value y = 2 [8], As a consequence, the
transmiltance is linearly related to the intensity I(R) measured on the film and the iransinined
waue ipT on the internal side of the surface of the sphere is therefore given by:

f2.!2l

subject to ihe (Dirichelet) boundary condition (2.12) on the surface of (he sphere. V T M is
singular in the origin r = 0 (position of the atom emitter a). This can be understood from
the fact (hat, if there is no hologram (/ = 0), ̂ .T must coincide with the decodinz wave
(2.11) which satisfies (2.13) with Co = 1.

In order to find </>T in a given point Po (of coordinate vector i-0) inside the sphere, we
consider the Green's function K(r\r0) satisfying the Helmhollz equation.

{A + iJ)Jf(r|r0) = -Anh^r - r0) ( 2 .U|

with boundary condition to be specified in a moment.

The transmitted wave satisfies the Helmholtz wave equation

(A + k2) v>T(/-) = -4nC06J(i-); r £ R
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We multiply (2.13) by K(r [ r0) and (2.14) by VTM and subtract member by member one
equation from the other. We integrate the so obtained expression on the whole volume of
the sphere. Using then the Green's theorem, we gel

•hi [K(r | | r0)] d V

d/r
dS, (2.15)

where On is the normal to the surface directed into [he interior of the sphere.
A natural choice for the Green's function would be [2,9J: K(r | r0) =* (exp ik \r — i-0|)/|r — ro[.

In that case, however, from (2.15) we see that knowledge of y>T and SVT/CII on the
whole surface should be required to solve our problem. Apart from the fact that on the
boundary we know only the values of v r (from (2.12)), this might lead to the following
mathematical contradiction: In practice (he hologram can cover at most the Sir-hemisphere
hanging over the sample subject to measurement; if symmetry arguments are no! available
in order to obtain mathematically the hologram on the "opaque" sides of the measuring
apparatus, one usually assumes the vanishing of the surface integral (2.15) just on those
opaque parts of the surface, which implies \pT = cipT/dn =» 0 there; but this implies, by a
well-known theorem, that tpT vanishes identically in the whole space.

I shall require that the Green's function vanishes on the boundary surface.

) = 0 (2.16)

so that (2.15) can be rewritten as

4it J
dS. 1117)

We see that only the knowledge of Vy o n 'he boundary is now required.
The integral on the right-hand side of (2.17) may extend now only on the ponton 5 of the

surface on which the hologram is actually measured. On the "opaque" parts of the surface
we can safely place IJ-T = 0 without meeting contradictions of any sort.

We must now solve the Dirichlet boundary value problem posed by (2.14) and (2.16).
The solution in the whole space can be found only by means of computer calculations. In
fact, for the Helmholtz equation (2-14) an analytic solution satisfying (2.16) cannot be
written down. Fortunately, however, we need only to know tK/Sn on the surface of the
sphere. In order to find it there explicitly, I shall make a variation of the well-known method
of images. This method has been invented for the case of a flat boundary (I0|. Let us see
which changes are needed for our curved boundary.

Suppose I want to find the value of 3K/9n in a given point P, c S, I draw, through the
point Pp the plane T tangent to the surface S. I perform then the space reflection with
respect to T and find the image of Po (see Fig. 1). Call this new point PJ, whose position
vector is i-J. Consider now the auxiliary Green's function:

i*r, e.*r.

/C{i-1 rD) , (2.IS)
'•i ri

where c, = r — rB and r3 = i- — i-J. In the interior of the sphere, R satisfies the Helmholtz
equation (2.14) and it vanishes on the plane T (where i^ = rt), in particular in the point P,.
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Fig. I. Definition of points and vectors relative to the construction of the derivative of the Green's
function wilh respect to the normal to the boundary surface

By construction, in any infinitesimal spherica! neighbourhood of P,, the Green's functions
K and £ differ by infinitesimal quantities and the same holds for their derivatives. We

obtain then

r-r.

(2-19)

The evaluation of the derivatives drjdn and 6>,/Bn in the point P, is straightforward under
the consideration that r0 is a typical vector spanning the object. Since holography is a
short-range order probe (r0 < 1.5 to 2.0 ran) we have that r0 <? R and rj a 2R. Indicating
by R the position vector of P,, we get

91* - ro| R — (rc

an

ftl

f-p.
\X -

a i * -
\R->Z\

(2.20a)

(2.20b)
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We therefore obtain

= - 2ik -
— ro | *
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<S R , (2.21)

where we have dropped a term or the order (fc/J)"1 since kR > I (kR is 10* to 10* in
our case).

Using again the smallness of rOl on the right-hand side or (2.2!) for \R - ra\ we can
substitute R in the denominator and R - (R • ro/R) in the exponent. We finally get

t
-2ik

R
(2.22)

where k = kR'R. Using (2.12) and (2.22), and writing dS as R2 dfl,, (2.17) finally reads

V T W = A0 + Atj dfl, ; ( A ) e - " ' ° , i : , 3 3 ,

where.4o - Co/f(0|r0) - (ik/2n) J d i j t e " ik'°, A, = -iJtC/2s, and /(*) s /(A). HO con-

stitutes an uninteresting background; as a function or r0 it may peak only at the position

i*o = 0 of the atom emitter a. Therefore we shall drop it in what follows.
Since all quantities on the right-hand side of (2.23) are known, the wave funciion irr(r0)

is therefore determined. In the literature, (2.23) is referred to as the Helmholtz-KirchholT
integral.

Now, also for i/.-T we define reference and object terms.

Vr = Vrr.r

Using (2.2), (2.10a), and (2.23) we get

¥>T,rt('-o> = A [ AQk |v,er(«)l

12.24)

= A J

The function appearing in the integral (2.25b):

0.25b)

(^) (2.26)

is termed anisoiropy in the literature. It must be obtained experimentally via subtraction
of the reference wave flux. The reference flux is calculated theoretically. One must evaluate
carefully the matrix elements Jf^ given by (2.8). In the case of photoemission. the dipole
excitation of an initial /-wave subshell leads to the interfering / + 1 and / - ! final orbital
angular momentum channels. The case of Auger emission is much more complex: in practical
calculations it is often assumed that the initial state has an s-ivave character [4. 5, ! 1J.
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Equation (2.25b) is the relevant integral to be evaluated in order (o get the image
of our object. ]t transforms the two-dimensional hologram into a three-dimensional
image. The first two terms of the integral on the right-hand side of (2.25b) contain the
usual hologram of optical holography, while the third term represents the self-interference
or self-hologram.

From (2.10), the reference and object waves can be written as

(2.27 a)

VUjW = Z Z Y L , W e i " * " B ' , • <127b>

Using (2.25b) and (2.27), from a stationary-phase argument [2j we expect that v>T.bj(ro) * ' "
yield peaks at

(2.28a)< • < , = ± * . , .

/ ? - / ? „ . (2.28 b)

This is certainly correct for s-waves (as in the opiica! case, where s-wave scattering
dominates), or in the case of s-wave emission combined with moderateiy angle dependent
scatterings from the neighbours. The latter condition is better realized at low energies
since electron scattering presents a high angular anisoiropy and relevant phase shifts
as the energy increases. As a consequence, artifacts, such as shifts of the position of
the atoms and image asymmetry or broadening, appear in the Helmholtz-Kirchhoff
inteeral (2.25b). In Section 4 we shall discuss possible ways to cure these unpleasant
features.

In <2.2Sa), the minus sign is related to the peaks present in the first term of the
Helmholtz-Kirchhoff integral (2.25b) and it corresponds to the real images of the atoms of
the object; the plus sign corresponds to their twin images. For q = a one gets the image
(twin — real) of the atom emitter. The presence of boih real and twin images is a problem
shared with optical holography.

The uncertainty principle of course limits the ultimate resolution with which the positions
of the atoms can be determined by this method [20, 4, 5]: Ar £ 1/{*M, - *„,*„), where the
projections orh{km,, ~ kmij on the coordinate axes are the uncertainties on the measured
electron momenta.

If one centres the relevant part of the hologram along the ;-axis and calls Q the half
openine angle of the corresponding cone, the Heisenberg principle yields i.v = A,v
= ir/{A~sin B) = /.c/(2 sin 0) and A, = 2n/[Jc(l - cos 6)) = >.J(\ - cos 0) showing that the
resolution of the images of the atoms should improve for wider 6 (with upper limit n/2)
and using higher energy electrons.3)

Equation (2.28b) corresponds to the third term of (2.25b) and yields peaks at the +
interdistances of all pairs of atoms, as an expression of the self-hologram; for q = p one
eets peaks at r0 = 0, i.e. at the position of the atom emitter a, which after all is not too
bad, but, more importantly, for q * p peaks appear at positions where there are no atoms.
These ghost images, which actually appear to be 10 to 20% in size of the real and twin

3) For 0 = 60°, at the electron energy of 100 cV one gess As - Aj> •= 0.071 nm, A: = 0.25 nm. Al
1000cV: Ax = 6,1' = 0.022 nm, fl- = 0.076 nm.
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images [12|, would not be there if the holographic requirement \\prj > IvW w e « satisfied,
as it happens in the simpler optical case. In the photoelectron or Auger electron holography
this is not so since the electron-atom interaction is in general stronger, particularly for
scattering in forward directions along a chain of atoms at high energies.

We shall see in Section 3 how one can eliminate the twin images and the noise due to
the self-hologram in the case of photoeicctrons.

We end this section by pointing out that the holographic method has the potential of
getting information on near-surface atoms beyond nearest neighbours [4, 5], something
which is not obtainable by the photoelectron or Auger electron diffraction approaches.

Methods of the type discussed in this section can also be applied to core level
X-ray fluorescence [1, 13], to DLEED (diffuse low-energy electron diffraction) [14], and
to Kikuchi patterns [IS]. Spin-polarized photoelectron holography has been treated in
[16. 17].

3. Elimination of Twin Images and Self-Hologram Effects
in Photoelectron Holography

We shall treat in this section a method devised to cope with unphysicnl artifacts such as
twin images and self-hologram effects in photoelectron holography.

The method suggested by Barton, Tong, and coworkers [13 to 23] introduces a Fourier
transform operation in energy on ^Tobj(r0). In order to see this in detail let us first apply
the plane wave approximation (PWA) to our formulas. This approximation is able to render
explicit the energy dependence of the propagators. It consists in fact in replacing, in the
g-propaga tor, the Hankel function h/ * '((cJ?) with its expression for large kR: ( - if *' e'l*.!kR,

For the g-propagator one then obtains

(3.1)

We finally get the PWA expression of the object part of the wave function

(3.2)

where the multiple scattering amplitude F^A(kXi;kr^ is defined by (see [6], Section 4).

In terms of the scattering factor (scattering amplitude) /„ it satisfies the following
multiple-scattering matrix equation:

,.**,..

(3.4)

60S

with its perturbation expansion*)

L. FOND*.

x/,(*-,;*,J + - - (3-5)

Let us now discuss the general structure, as far as the energy dependence of the propagators
is concerned, oflhe terms appearing under the sign of integration of the Helmholu-Kirchhoff
integral (2.25 b). For the first term, using (3.2) and (3.5), we can write

\>

0 -

(3.6)

As suggested in [18 to 23], we now take the following energy Fourier transform on the
Helmhollz-Kirchhoff integral (2.25b):

(3.7)

w(k) is a proper weight function which can limit the integration interval. It could be a sum
of Dirac 6-funclions.

After application of the Fourier transform (3.7) to (3.6), we discover that, apart from
particular cases which we shall discuss in a while, we are able to get the suppression of all
but the first term on the right-hand side (which represents the single-scattering contributions
from the neighbours of the atom a (note that q <¥ a)): For this term in fact, the peaks which
appear at the real positions of the atoms r0 = /?,„ = R, - R, after integrating over angles,
get reinforced after the energy Fourier transform (3.7) is performed, as can be understood
from the stationary phase argument applied to the phase factor exp (ifc(/o — R^)]- O " 'he

*) / , (* , , : *tf) s A(ax,^ « 'he scattering factor describing the electron as being shot from the atom
p, scattering from the atom q, and emerging in the direction x (0.,, is the corresponding polar angle
of scaiiering). For ihe differential cross section one has: dff/dfl = \fW*. The scattering factor is
connected with the partial wave 7-matrix as follows: f,{8\ = -(<»/*) Z Y £ (*)ffVtW'). (Note lhat

1

formulae like (3.J) must he read from right to left in order to follow the correct time arrow of the process.)
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contrary, the other, multiple-scattering, terms of (3.6) are in general suppressed, since the
peak resulting from the energy integration does not coincide with that obtained from the
angular integration.

As mentioned above, there are, however, particular cases where multiple scatterings
contribute.

Consider for example the second term of (3.6). The angular integral peaks again at
r<i „ g = Rf _ Rt. When its Fourier transform (3.7) is taken, the energy phase factor
exp[ik[r0 — R,r - i?,J] will give a contribution if the atom pis aligned with q and atom a so
that K,p + R"= R,t (i.e. p lies in between a and q), since in this way the peaks resulting
from angular and energy integrations coincide. The contribution of this a pq chain will then
add up to the fl-term of the first term of (3.6). Similar considerations hold for the other
terms or (3.6) which contribute if chains ijk...pq of aligned atoms are realized so
that + ... + Rkl +

However, the contribution of these multiple scatterings is not harmful since it enhances
the single-scattering term corresponding to the end atom of the chain.

Another possibility, which we have already mentioned in Section 2, is the case q = a
which yields a peak at the position r0 = 0. It represents the image (true = twin) of the atom
emitter, and it appears at least as a second-order effect.

Let us now consider the second term of the Helmholtz-KirchhofT integral (2.25 b),

f dfl. e-- '° i l M, e'*"-< ^ (1 - 6V)
J (.« * v
i

an,, e»/ip. 1
(3.8)

The angular integration yields the twin images of the atoms of the object, at the positions
r0 = -Rfas R, - /?,, space reflected of the positions of the true images. However, the
Fourier transform (3.7) of expression (3.8) suppresses all the terms since the energy phase
factors exp(ifc(r0 + R,,)) {q 4= a) or exp (it(r0 + R,p + ... + /?„)) are always highly
oscillating whichever the positions of the atoms. At most, a little contribution to the
"background" bump at the position r0 — 0 of the emitter is obtained.

The purpose of eliminating the twin images has therefore been achieved.

We come now to the discussion of the third (self-hologram) term of (2.25 b). Its energy

Fourier transform is
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Fig. 2. After Fourier transform on the energy, in the self-hologram ihere still appear false atom (ghost)
images along forward scattering chains of at least three atoms

- * J + c.c.
"I

.c.
J

Y H - " • • K M - «. , • :

- S,,) (1 - SJ (1 - <5,J (1 - 5n) + ...I. (3.9)

Let us first consider the first, single-scattering, term on the right-hand side of (3.9), From
the stationary phase argument, the integration over angles would peak at r0 = Rip — /?„.
while the integration over energies would peak at r0 = J?,, - Rra > 0. Only if these
two maxima coincide we get a sizeable contribution (0 the integral, and this means
J/?Jf — R,,\ m R,, — Rp, > 0 which is satisfied only if the vectors R,p and Ra, are
parallel: the atoms p and <j are aligned with atom a (and the atom p lies in between a
and q). Therefore, as shown in Fig. 2, we obtain a ghost image at the point x defined by
r, = Rtf - ft,, s R, — Rr on the chain apq. If q = p we of course get a contribution 10
the background at r0 = 0.

Much the same can be said about the other, multiple-scattering, terms of (3.9). They all
give contributions for forward scattering along chains of atoms and an enhancement of the
background at r0 = 0.

We see therefore that, by making a Fourier transform on the energy of the Helm-
holtz-Kirchhoff integral (2.25b), one is able to suppress the twin images and most
of the self-hologram. As far as the latter is concerned, the only contribution left is the
appearance of ghost images (i.e. false atoms) along forward scattering chains of at least
three atoms.

A very good point of this procedure is that, having practically cancelled the multiple-
scattering contributions, one is left only with the consideration of single scatterings (first
term on the right-hand side of (3.6)).

4. Treatment of Angular Antsotropies

The angular anisotropies, arising both from the directly emitted (reference) wave and from
the scattered (object) waves, lead to aberrations which include shifts of the atom positions
and image distortions. As far as the scattered waves are concerned, while at low energy the
atomic scattering factor is rather isotropic, as the energy increases it becomes increasingly
anisotropic being very large in the forward direction.

In the literature, ways have been conceived to cope with this problem (19, 21, 24
to 28]. In these approaches the beauty of the hoiographic approach is a bit lost, as we
shall see.
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As a result of the considerations of Section 3, for the case of phoioemission the image
wave Held is given by

= A \ 11"' J dfl,, Jt(*)e"••*•"«

a A J d* »»(*:) e " " J dfl
o s

(4.1)

and we can stick to single scatterings only.
The case of Auger emission will be treated here on the same basis, being understood (hat

in the integral (4.1) one has w(k] = 5(* — kf), where hk, is the final momentum of the
emitted Auger electron.

The single-scattering (SS)part of the wave function (2.10) reads

¥>**(/() = <i:n,{R) + vSj(^)

where A = — ni/(2irftI) and the object scattered-wave function Oj. and its plane wave
approximation, is given by

R,f) = I (-i
-HA,,

(-tf YL (4.3)

where 0rp, is the angle of scattering from the atom p defined by cos 6rr, = k • Re,fkRpl.
The presence of scattering phase shifts in (4.2) (see also (4.4) and (4.5) below) is responsible

for the shift in the positions of the images of the atoms.
In the case of dipole phoioemission from an s-subshell, (4.2) is very simply given in the

PWA,

7 PWA

(4.4)

where A = eni(/itu)l;2/(2(2s)3 ft1*:) is slowly energy dependent, c and hta are the polarization

unit vector and the energy of the incoming photon, and ./<[,, (t) = f r<\rip[*,].l(k,r)R,im0{r).
o

We have written explicitly the amplitude \ff\ and the phase <pp of the scattering factor / , .
En the case of Auger emission of an electron with final L = I, m angular momentum, in

the PWA (4.2) reads

jm (
= BL — YL(t)

" I
where BL = A{-i)'J '£"'.

•)

|/,{flf,J| YL{Rfa) \ ,
J

(4.5)
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From the structure of (4.2) we :e that, if we divide the experimental phoioemission
anisotropy function x{*) by the angular part of the reference wave,

- £(*)'
xffl (4.6a)

(4.6b)

we eliminate altogether the distortions caused by this angular asymmetry. Note that for a
dipole photoemission from an s-corc level, (4.6) is tantamount to dividing by « - k/k, while
for Auger s-wavc emission the denominator D,,,(k) is of course a constant. The operation
(4.6) can be considered as a redefinition of the boundary condition (2.12).

We need now to discuss how to cope with the anisolropies present in the object waves
of the integrand of (4.1).

4.1 The SWEEP method

A first possible procedure is that proposed by Tong and collaborators [19, 21, 24]. To be
consistent with our procedures, we shall rephrase it a bit.

We first evaluate (4.1) using the experimental x(k) corrected as in (4.6) for the angular
anisolropyof the reference wave. We then fix our attention on a particular bump p appearing
at the distance R'tf from the atom a and representing a neighbour of a. Pre-existing knowledge
about the system in question, will avoid the risk that a self-hologram false atom of the type
discussed at the end of Section 3 is taken for a good atom. We now perform the following
operation on j/(k):

(4.7a)

(4.7 b)

and carry out the integration (4.1). In the original papers, Tong et al. actually integrate
only over the forward, or backward, peak on a small angular window of half angle a 30"
centred along R'tr Their formalism is then known as the SWEEP method (for small-window
energy extension process).

In (4.7), the outgoing scattered-wave function (?};(*; R\t), and the scattering factor /,(#,„),
are theoretical expressions evaluated for an atom p of a given chemical species. This second
step should have yielded an improved position R"tf. The procedure is repealed by dividing
x(k) as shown in (4.7), where now R',t is replaced by R",p. By iteration one should converge
to a final value R,r for the position vector of the atom p. One must repeat the same
procedure also for the other bumps in order to complete the determination of the structure
around the atom a.

<U The SWIFT method

A second procedure, proposed by Saldin and coworkers (25 to 28), is an original variation
of the above approach. For coherence with the rest of our text, we discuss it within the
framework of (4.1), i.e. by including also the energy Fourier transform.
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After having correcled the experimental %(k) as in (4.6) for the angular anisotropy of the
reference wave, let us perform (he following operation on x(k) [25 to 28]:

(-0'

(4.8a)

(4.8 b)

and then carry out the integration (4.1).
Here the angle 0,<>, is defined by: cos rJrOl = k • ro/*r0 and the outgoing scattering-wave

function Oj(ft; r0) (or the scattering factor f(8n,)) is now a generalized scattering amplitude
evaluated at the position of the image point r0 as if a hypotetical atom would be sitting
there. Since the transformation involves the scattering amplitude, the authors have named
it SWIFT, for scattered-wave-included Fourier transform.

According to the calculations performed in [25 to 28], with this method an improvement
of the atom positions and image distortions is actually realized at the stationary-phase
points ra = R,f. As in the case of the SWEEP method, due care has to be applied to spot
the existence of possible ghosts.

A good point of this procedure is that the entire interference pattern is inverted in only
one step. No prior knowledge of the forward scattering directions locating the atoms is
required. This method spoils, however, the simple structure of Fourier transform over the
angles possessed by the Helmhotlz-KirchhoDT algorithm (2.25b) (and also by (4.1)). as
naturally obtained from the holographic approach.

Also operations (4.7) and (4.8), even within their artificiality, could be thought of as being
redefinitions of the boundary condition (2.12).

5. Conclusions

In this article we have reviewed the theory of electron emission holography. Its formulation
has been provided in Section 2 on a sound mathematical basis.

We have seen that, as in the optical case, one is faced with the presence of twin images.
Besides, however, other artifacts appear in electron emission holography due to the fact
that, at variance with the optical case, here the object wave is not small with respect to the
reference wave and the scattering is in general not dominated by s-waves.

Sections 3 and 4 have been devoted to the discussion of these artifacts and to a review
of the various correction procedures proposed in the literature for their elimination. In
doing so, we have also seen that the proposal by Barton, Tong, and collaborators of
performing an energy Fourier transform of the holography integral {2.23) is able to eliminale
most of the multiple-scattering contributions to the hologram.

Apart from the complications mentioned above, the holographic method has the merit
of being rather direct. One has to remember that in electron emission diffraction methods
the structure information is obtained only after a lengthy trial-and-error procedure of
comparing experimental spectra with those obtained by means of extensive multiple-
scattering calculations. Holography requires, however, an increased amount of experimental
data, and therefore of data acquisition times, with respect to the diffraction methods. But
this is at hand now at the new high brightness synchrotron radiation sources.

We have seen in Section 2 that, with the use of the simple Helmholtz-Kirchoff holography
integral (2.23), atoms can be located with an accuracy of a few hundredth nm at best. Taking
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also into account the fact that, by performing an energy Fourier transform, one can improve
this spatial resolution, we feel thai, before the investigator involves himself with the more

. sophisticated Iriai-and-error method mentioned above, electron emission hoSography
provides him with a quick tool to get within shooting range ofa more accurate determination
of the positions of atoms at or near a surface.
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We present experimental and theoretical results related to multiatom resonant photoemission, in which the
photoelectron intensity from a core level on one atom is influenced by a core-level absorption resonance on
another. We point out that some prior experimental data has been strongly influenced by detector nonlinearity
and that the effects seen in new corrected data are smaller and of different form. Corrected data are found to
be well described by an extension of resonant photoemission theory to the interatomic case, provided that
interactions beyond the usual second-order Kramers-Heisenberg treatment are included. This microscopic
theory is also found to simplify under certain conditions so as to yield results equivalent to a classical x-ray
optical approach, with the latter providing an alternative, although less detailed and general, physical picture of
these effects. The potential utility of these effects as near-neighbor probes, as well as their implications for
x-ray emission and x-ray scattering experiments, are also discussed.
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I. INTRODUCTION

In several recent papers by our group,1"5 it has been sug-
gested that photoemission associated with a certain core elec-
tronic level of a given atom "^4" can be significantly en-
hanced in intensity by tuning the photon energy through
core-level absorption edges of a near-neighbor atom
" 5 . " The apparent enhancements seen in experimental data
for several metal oxides (e.g., MnO, Fe2O3, and
La0 7Sr0 3Mn03),

1>2 as well as in a series of Cr/Fe alloys and
bilayers3b were very large, ranging up to 40-100% of the
nonresonant intensity, and they were furthermore observed
to follow closely the x-ray absorption coefficient of atom B
in shape.1"3 The effects observed have been termed multia-
tom resonant photoemission (MARPE) to distinguish them
from the better-known intra-atomic single-atom resonant
photoemission (SARPE). Similar effects have also been re-
ported in other transition metal compounds6 and in
adsorbates7 by other groups. Analogous and presumed re-
lated enhancements also appeared to be present in the sec-
ondary decay processes of Auger electron and fluorescent
x-ray emission, again tracking very closely the x-ray absorp-
tion coefficient in form.4 A theoretical model based on an
extension of normal SARPE theory has also been presented
to describe these results, and the first comparisons of calcu-
lations based on it yielded encouraging agreement with
experiment.5 The potential utility of such effects for studying
near-neighbor atom identities and bonding have also been
pointed out.1"4 Independent of this work on core-core mul-
tiatom resonant photoemission, other groups have reported
the enhancement of valence photoemission intensities prima-
rily associated with emission from a certain atom A upon
tuning the photon energy through the core-level absorption
edges of a nearby atom B, with this work including measure-
ments near solid-solid interfaces8'9 and on a free molecule.10

No attempts have as yet been made to theoretically model

this latter type of valence-core MARPE effect.
In this paper, we first point out that the measurement of

the core-core multiatom resonant photoemission effects men-
tioned above (or indeed any resonant-or nonresonant-
photoemission effect) must be carried out with extreme care
to avoid nonlinearities in the electron detector response, and
illustrate these effects by carrying out corrections on a few
representative data sets for O 1 s emission from MnO in
resonance with the Mn 2p excitations. The corrected results
are found to show significantly smaller MARPE effects on
photoelectron intensities, with shapes now considerably dif-
ferent from the x-ray absorption coefficient. In addition, the-
oretical calculations based on the previously discussed mi-
croscopic model,5 and on a simpler classical theory of x-ray
optics11 are presented and found to yield excellent agreement
with the remaining experimental effects, thus clarifying the
physics involved. We also comment on the implications of
this work for other recent core-core and valence-core
MARPE measurements,6"101213 as well as for x-ray emis-
sion414 and x-ray scattering experiments.

II. EXPERIMENTAL PROCEDURE AND DATA ANALYSIS

All photoelectrons were analyzed in energy and detected
with a Scienta ES200 electron spectrometer system,15a as
situated either on a bend-magnet beamline15b (9.3.2) or an
undulator beamline (4.0.2) at the Berkeley Advanced Light
Source. The final multichannel detection system used is that
provided as part of the standard equipment by the manufac-
turer: a microchannel plate multiplier followed by a phos-
phor screen at high voltage in a vacuum, and a charge-
coupled device (CCD) video camera outside of the vacuum
to finally convert light pulses into counts. We have operated
this detector in the "greyscale" or "analog" mode in which
an integrated CCD charge is used for counting, rather than in
the alternate "black-and-white" or "digital mode," in

0163-1829/2001/63(11)/115119(10)/$15.00 63 115119-1 ©2001 The American Physical Society
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which individual pulses are counted. The detector has in ad-
dition been used as delivered and installed by the manufac-
turer; thus, the discriminator setting was left at its recom-
mended value at setup. This spectrometer and detector
system is furthermore the same as that used by some other
groups attempting to measure multiatom resonant photo-
emission effects.6'7 We have in the present study calibrated
our detector system in both analog and black-and-white
modes by using a standard x-ray tube with a continuously
variable emission current at a fixed high voltage, verifying
initially that the total electron current from the sample
tracked linearly with the emission current: thus, the emission
current is directly proportional to the x-ray flux incident on
the sample. The general methodology for this calibration and
the final correction of spectra is discussed elsewhere,1617 and
in one case, discussed together with previous data for a simi-
lar electron detection system.16

III. RESULTS AND DISCUSSION

In Fig. l(a) and its inset, we show the measured (dashed
curve) vs ideal or "true" (straight line) response of this de-
tector as used in analog mode over a countrate range span-
ning 0 to 500 Hz in a typical x-y pixel of the approximately
70 000 pixels in the CCD camera used in normal operation.
We have verified that all spatial regions of the detector be-
have in essentially the same manner,17 so the performance
shown can be applied over the entire active region. The inset
makes it clear that there is curvature in the response, with
falloff and incipient saturation being seen as the countrate
increases. Although one might then expect linearity for the
lowest countrates, the blowup of the 0-20 Hz region (the
maximum used in all of our measurements to avoid falloff
and saturation) shown in the main figure makes it clear that
there is still significant nonlinearity, including what is found
to be a quadratic component as compared to an ideal detector
with linear response that we define to be equal to that of the
real detector in the limit of zero countrate (solid line of the
unit slope in the figure and inset). For reference, the 20 Hz
per pixel rate would correspond to a global countrate of 1.4
MHz (before a "multiple counting" divisor introduced by
the manufacturer's software is applied) for the entire useable
portion of the detector phosphor and if the phosphor were
evenly illuminated.

Thus, although measured and true rates can be conve-
niently defined to yield the same unit slope as countrates go
to zero, the measured rates deviate significantly from linear-
ity, showing quadratic overcounting over the full range of
our earlier measurements. Almost identical quadratic effects
were also found in the black-and-white mode, although this
mode was not used in our measurements.17 An additional
effect of such quadratic overcounting is the narrowing or
broadening of the photoelectron peaks in energy as a high-
intensity resonance is passed, depending on which portion of
the nonlinear response a given photon energy scan occupies,
and we have in prior work1"4 also used the additional crite-
rion of constant peak width over an energy scan to try to
minimize nonlinearities. However, this criterion of constant
peak width proves to be inadequate for avoiding spurious

effects on peak intensity measurements. Using methods de-
scribed in detail elsewhere,1617 the detector response curve
in Fig. l(a) can be turned into an efficiency, and the inverse
of this efficiency then used to correct individual spectra in a
point-by-point fashion. Although it is possible that adjusting
the discriminator setting on the detector could reduce these
nonlinearities, several other groups appear to have encoun-
tered the same type of nonlinearity with the standard manu-
facturer's settings.6'718 It has also been suggested that a
change in the CCD camera might improve this behavior,19

and this is another direction for future investigation.
Both uncorrected (as measured) and corrected ("true")

spectra are shown in Fig. l(b) for O Is emission from MnO,
where the photon energies of 637.6 and 640.2 eV have been
chosen to be just below the strong Mn 2p3/2 resonance and
just on this resonance, respectively.1 Because of the signifi-
cantly increased background level associated with secondary
decay processes and inelastically scattered electrons arising
from the Mn 2p3/2 absorption, which in turn forces the de-
tector countrate further up its nonlinear response curve, the
correction procedure acts to a greater degree on resonance.
Thus, the intensity on resonance is artificially enhanced. In
fact, in order to decrease these nonlinear correction effects to
negligibly low levels, we have found in data not shown here
that the countrates had to be lowered by another order of
magnitude from our prior typical operating points, or to
about 2 Hz per pixel.17

In Fig. l(c), we now show uncorrected and corrected O
Is intensities, measured as areas by fitting analytical peak
shapes plus backgrounds to spectra such as those in Fig.
l(b), as a function of photon energy, with curves such as
these being discussed previously in terms of multiatom reso-
nant photoemission.14 It is clear that the uncorrected
MARPE scan follows very closely the previously published
x-ray absorption curve for MnO in the Mn 2p3/2 region,1"3

which we also show in Fig. l(c) as derived from the inelastic
electron background under the O Is spectra,1 with about a
32% enhancement of intensity of the O Is intensity at the
Mn 2/7 3/2 peak.1"4 However, the corrected MARPE scan
shows a much smaller effect of about 12% in overall excur-
sion, and also of a much different form, being negative just
below the resonance and then going positive. In data ob-
tained at other x-ray incidence angles over the range of
5-300,17 we have also found that these corrected effects are
strongly dependent on angle, being largest for more grazing
x-ray incidence angles, such as the analogous results for 10°
shown in Fig. l(c), which exhibit about 37% overall excur-
sion, and quickly decaying in magnitude as this angle is in-
creased. We estimate our overall systematic error in the cor-
rected spectra as ±2%, with some channel-to-channel
statistical scatter around this.

As a final point on this correction, it appears that, with
constant UHV conditions of operation, the correction func-
tion does not change significantly over a period of months,
with older data obtained via the same detector setup showing
reasonable correctability. However, the correction function
should in any case be checked frequently to avoid any drifts
with time.

It is thus clear that detector nonlinearity can have a dra-
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FIG. 1. (a) The measured response function of our multichannel detection system (dashed curves), as plotted against the linear reference
of an ideal detector (solid lines). The ordinate is measured counts per energy pixel, and the abscissa is proportional to the "true countrate"
expected, which is in turn proportional to the emission current of the x-ray tube and, thus, incident x-ray flux. The inset shows the same kind
of plot over a much broader countrate range. The solid lines for the ideal detector are chosen to asymptotically agree with the slope of the
measured curve at the lowest countrates, although the final corrected results in (b)-(d) do not depend on this choice of reference, (b) O Is
spectra from MnO(OOl) off resonance (photon energy hv = 637.6eV) and on resonance (hv = 640.2eV) are shown before (dashed curves)
and after (solid curves) applying the correction for detector nonlinearity. The inset shows the experimental geometry, with x-ray incidence
for this case at # ^ = 20° and electron exit along the surface normal at 0e = 90°. The radiation is linear/>-polarized, with the electric field
vector e lying in the plane of the figure, (c) O 1 s intensities derived from fitting analytical peak shapes to uncorrected (dashed curve) and
corrected (solid curve) spectra such as those in (b) as a function of photon energy over the Mn 2/>3/2 absorption range and still for 0hv

= 20°, 0e = 90°. Also shown in the bottom of the panel is the Mn 2/>3/2 absorption coefficient, as measured via the inelastic background
underneath the O Is peak, (d) As (c), but for 6hv= 10°, 6e = 90° and extending over the full Mn 2/>3/2 1/2 range. The countrates here were
actually higher than in (c), but spanned a smaller portion of the detector dynamic range, and hence, the corrections are smaller in magnitude.
(e) As (b), but with a broader energy range that clearly shows the oscillation associated with scanned-energy photoelectron diffraction.

matic effect on such measurements, with the solid curves in
Figs. l(b), l(c), and l(d) now representing much more accu-
rately any effects beyond a simple one-electron picture of O
Is emission from MnO. Without such interatomic effects.

one should observe a simple smooth curve of negative slope
over this region in energy due to a combination of subshell
cross section and electron inelastic attenuation length
variation,1120 as perhaps modulated by energy-dependent
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photoelectron diffraction (PD).17'21 The effects of scanned-
energy photoelectron diffraction are in fact clearly shown in
Fig. l(e), which represents a broader energy scan for the
same experimental conditions as in Fig. l(c). Here, the long-
wavelength oscillation with a maximum at —634 eV has
been verified via theoretical calculations to be due to PD
effects.17

We also note that, in addition to affecting photoemission
results, prior measurements of secondary Auger and x-ray
emission effects4 also appear to have been strongly influ-
enced by such detector nonlinearities, for the former, just as
for the photoelectron case due to the identical instrumenta-
tion, and for the latter via an x-ray absorption coefficient
necessary for a serf-absorption correction that was measured
via secondary electrons in the same electron spectrometer.

Beyond the particular case of MARPE considered here,
we also point out that such detector nonlinearities need to be
corrected for and/or minimized in any use of this detector
system for quantitative peak intensity analysis, as any com-
parison of intensities obtained over a range of countrates,
even in a single spectrum, can be significantly altered by
these effects.

IV. THEORY AND DISCUSSION

A. Interatomic resonant photoemission model

We now consider several levels of theory in order to ex-
plain the remaining effects that link the O Is intensity to the
Mn 2p absorption process as seen in Figs. l(c) and l(d), first
considering these effects via a prior microscopic many-body
theoretical treatment of MARPE based on a resonant photo-
emission model,5 and then showing that this approach can be
successively simplified for the case at hand to yield results
essentially identical to those from classical x-ray optical
theory. Focusing still on the case of O Is photoemission
from MnO(OOl) and the system initially prepared in its
many-body ground state \g), the contribution of the direct or
unscattered wave function to the photoelectron intensity can
be written

/(k)c 2
l ii

(1)

where k is the photoelectron wave vector, 4>°k(r) is the wave
function at the detector, Yt/X is a spherical harmonic,
h\ + ̂ (kr) is a spherical Hankel function, and

MEl/l={EI»,01s\T\g) (2)

is the matrix element describing the transition to the final
state with a photoelectron \Elfi) of energy E = h2k2/2m and
an O Is hole. Final-state photoelectron diffraction effects
can also be incorporated in this model by using MEi/l as
input for serf-consistent multiple-electron-scattering equa-
tions.22

The transition matrix T can be conveniently expanded in a
power series with respect to the perturbation of the radiation
field V. One then has23

where Go is the Green function of the unperturbed solid. If
we keep only terms up to second order in V, the part of Eq.
(3) that makes a nonzero contribution to Eq. (2) reduces to
the well-known Kramers-Heisenberg formula for resonant
photoemission24

T—
1 ~

VI
mj){m,j\

(4)

T=V+ VG0V+ VG{)VG{)V- (3)

where V^ad is the interaction of the radiation with the emitter,
VJ

md is the interaction with the resonating atomy', V'Al is the
autoionizing Coulomb interaction between the emitter and
atomj, Eg is the ground state energy, and the sums are over
both Mn atoms j and their intermediate many-body states
m,j) of energy Em and width Tm . We have here neglected
exchange-type interactions via two-electron autoionization
processes like (El/jL;g\VAI\mJ;Ol s) that would lead to a
greater overall similarity with the coulomb-plus-exchange
matrix elements describing an interatomic Auger process,
but such processes should be negligible for non-nearest
neighbors and small for nearest neighbors due to their strict
dependence on nonzero orbital overlap. Such orbital overlap
is not required for the Coulombic term we have included
here,1'5 which is associated with two-electron processes like
(Elfi;g\V'M\Ols;m,j). A fully general theory of MARPE
should include these exchange effects however. We also
point out that the connection between MARPE and an inter-
atomic Auger electron emission is primarily formal, since the
same sorts of matrix elements are embedded in the expres-
sions describing both. However, the overall processes are
fundamentally different.

We now note two special points that have been consid-
ered previously:5 Retardation effects must be considered in
the interaction with the external radiation and in the autoion-
ization interaction [see Eq. (4) in Ref. 5], and the interatomic
autoionization interaction must be generalized to the fully
relativistic McSller formula used previously in the high-
energy Auger theory25'26 [see Eq. (5) in Ref. 5]. At this level,
the treatment should be capable of describing all many-
electron interactions up to second order in the perturbation
via Eq. (4), or up to arbitrary order via Eq. (3), including
those for nearest neighbors with the greatest overlap and thus
enhanced many-electron interactions with the emitting atom.

If we now sacrifice some accuracy in describing nearest-
neighbor behavior, the autoionization interaction can be con-
veniently expanded in multipoles that should be valid for
resonator distances from the emitter Rj>rur2, where rx

and r2 are electron-nuclear distances and are of the order of
the relevant dimensions of the two core orbitals involved
(here O Is and Mn 2p). With these assumptions, and the
further neglect of multipoles higher than dipoles, the effec-
tive interaction can be reduced to the following, in which
several quantities are written out more explicitly than in prior
work5
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where

FR, „ =
2TT

X{Y l/t; ,) (6)

and the bracket represents a Gaunt integral with standard
normalization.27 Equations (5) and (6) can also be derived in
a more rigorous way using nonrelativistic quantum
electrodynamics,22'28'29 where Eq. (6) is found to be simply
proportional to the Green function of the photon field in the
transverse gauge,28 and the remaining short-range longitudi-
nal Coulomb coupling is neglected.29

Combining results, we now find, in slightly different no-
tation form, but equivalent meaning to that in Ref. 5

fVl/iKlX ^00/

=A(El\r\Ols)Suef/yl4TT,

where A is a light-intensity normalization constant,

ef=«

(7)

(8)
X'/i2

is now the effective polarization vector that includes the ef-
fect of x-ray scattering at the Mn sites, and the magnitude of
the resonance is controlled by a product of a structure-factor
type of sum over Mn sites

F, = y FRj

r\/x2 Zu r
 kfl^

and the Mn2+ polarizability tensor,

V

,ikAj, R,- (9)

The form for the polarizability given here makes it clear that
it is directly related to the usual description of resonant pho-
toemission in Eq. (4) and Ref. 24.

The polarizability has been calculated using a configura-
tion interaction scheme for a central Mn2+ ion surrounded by
six O2 ions in an octahedral cluster,524 with interaction pa-
rameters derived previously from fits to both SARPE and
x-ray absorption data, and an average over orientations of
Mn magnetic moments, since the experiments have been per-
formed above the MnO Neel temperature. In addition, a^ k,
can be well approximated by a quantity averaged over diag-
onal elements, as aS^ k,, where a~=(a_1_1 + aoo+ an)l

3.5 The above equations were used in Ref. 5 to calculate O
Is intensities. However, all resonant contributions to the O
Is intensities [i.e., the second term in Eq. (4)] were incor-
rectly multiplied by an extra factor of - 4 in the computer

calculations. Here, we present corrected theoretical results
from this model, as well as results going beyond the earlier
approximations used by considering higher-order interac-
tions in Eq. (3), and also compare these two sets of results to
a theoretical approach based on more standard x-ray optical
theory.

In Fig. 2(a) we compare experimental and theoretical re-
sults for the O Is intensity as a function of photon energy
and for light incident at an angle of 10° with respect to the
surface. The connected points represent the corrected experi-
mental results from Fig. l(d) and the thin solid curve the
theoretical results based on Eq. (3) above. The experimental
data show a steeper negative slope than the theory as energy
is increased, that we have verified by measurements and cal-
culations, to be due to a combination of decreasing photo-
electric cross sections and strong modulations due to photo-
electron diffraction [cf. Fig. l(e)],17 both well-understood
effects.2021 If this difference in slope is allowed for, the
agreement between experiment and theory is qualitatively
good, although the amplitude of the intensity modulations is
too small by a factor of 2-3 in theory. Now, going beyond
this level of microscopic theory, we note that the remaining
terms in the series expansion (3) describe processes in which
an incoming photon is scattered by more than one Mn atom
before it reaches the O emitter. In particular, they incorpo-
rate higher-order Mn-Mn interactions via the McSller
formula.5'25'26 This gives rise to extra terms in the effective
polarizability of Eq. (7), which now becomes

x ' j
'

X'X",;;'

where the first two terms are the same as in Eq. (8) after
approximating the polarizability by the average scalar a.
This series can be summed up to an infinite order for a slab
formed by a finite set of atomic planes,22 and a semi-infinite
medium can be simulated by using a sufficiently large num-
ber of layers. The result obtained in that case for the O Is
intensity is shown in Fig. 2(a) as a solid curve. The new
terms in Eq. (11) bring the theoretical result much closer to
the experimental one, making it evident that it is essential to
include what is in effect multiple scattering of the incoming
radiation in order to accurately describe such strong soft
x-ray resonances. To our knowledge, this point has not been
made before in discussing such resonances.

B. Relationship to an x-ray optical (dielectric) model

We now consider the relationship of this microscopic
many-body theory to another related theoretical method for
dealing with such effects: an x-ray optical approach based on
Maxwell's and Fresnel's equations, as described in detail
elsewhere.11'30 Equation (11) involves sums over Mn posi-
tions in the MnO crystal. However, the details of the atomic
structure of the Mn sublattice should be irrelevant in the
limit of long radiation wavelengths Xx for which phase shifts
along the scattered paths can be neglected. In this limit, Eq.
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FIG. 2. (a) O Is intensity from MnO(OOl) as a function of
photon energy and for 6),V=W°, 9e = 90°: experimental data (con-
nected points) are compared to theoretical curves calculated using
Eq. (8) (thin solid line, second-order microscopic many-body
theory = single radiation scattering), Eq. (11) (thick solid line,
infinite-order microscopic theory=multiple radiation scattering),
and x-ray optical dielectric theory based on Eq. (15) and the experi-
mental constants shown in (b) (dashed curve), (b) The x-ray optical
constants S and /? of MnO over the Mn 2p absorption region, as
derived from microscopic many-body theory (dashed curves) and
from experiment with corrected data for the absorption coefficient
IJL and Kramers-Kronig analysis, (c) Calculations of the O Is inten-
sity as a function of photon energy based on the experimental op-
tical constants in (b) and Eq. (15) from x-ray optical theory. Curves
are shown for various x-ray incidence angles. The inset shows the
normalized magnitude of the negative-to-positive excursion in per-
cent as a function of x-ray incidence angle, as calculated using
x-ray optical theory (solid points) and as measured in this study
(large open circles).

(11) can be shown to reduce to the polarization vector de-
rived from a macroscopic dielectric description based upon
Maxwell's equations, in which the solid is represented by a
local frequency-dependent dielectric function e that is related
to the atomic polarizability as e = 1 + 4 im^a, where riy^ is
the density of Mn atoms. This relationship between e and a
can be derived from the Clausius-Mossotti relationship with
the assumption that £«=* 1, as is reasonable in the soft x-ray
region. More specifically, for the case of the Mn2p reso-
nance in MnO, the ratio of the wavelength to the Mn-Mn
nearest-neighbor distance is «=j6.1. Therefore, one would ex-
pect reasonable results to come out of the macroscopic de-
scription. We have here also implicitly assumed that the O
atoms contribute only a small amount to the total polarizabil-
ity in the vicinity of the Mn 2p resonances.5'22'3*'31

Thus, an alternative, although more empirically oriented,
approach for calculating such effects is to derive the energy-
dependent x-ray optical constants S(h v) and fi(h v) in the
index of refraction nr= \[e= 1 — S+i/3 (Ref. 32) by measur-
ing the absorption coefficient /Jt(hp) = 4 TT(3(II V)/XX over the
edges in question (here, Mn2p), matching it in the nonreso-
nant region to accurate theoretical and/or experimental
data,30b>31 and then using a Kramers-Kronig analysis to de-
rive S. These two parameters, as derived experimentally in
this study, are shown as a function of photon energy in Fig.
2(b) (solid curves), where they are compared also to the
same parameters as derived from the parameterized many-
body model (dashed curves). The measured /3 has been fully
corrected for the inelastic attenuation of the outgoing sec-
ondary electrons used to measure it via a set of measure-
ments at varying takeoff angles;1733 taken together with the
corrections for detector nonlinearity, we thus believe that this
curve, and the associated lvalues, are within —1-2% of the
true values. However, such absorption coefficient measure-
ments need to be made with care, so that neither the mea-
surement method (e.g., partial yield, total yield, fluorescence,
collection angle) nor nonlinearity in the detector distorts the
final curves. The agreement between experiment and theory
here is very good, with more fine structure in experiment, as
expected. Note also that the variation in the experimental O
Is intensity in Fig. 2(a) about a mean value follows very
closely the behavior of S, a point to which we return below.
Proceeding now via the Fresnel equations to calculate the
photoemission intensity as a function of photon energy, it
can be shown that, for />-polarized radiation incident on a
planar surface from vacuum with n = 1, and for a conducting
or nonconducting, but nonmagnetic, reflective medium, the
ratio of the complex electric field magnitude just below the
surface [E(z = 0 +) ] to the incident complex field magnitude
just above the surface in vacuum [£'vac

mc(z = 0 —)] is given
by

t=-
E(0 + 2 sin 0hv

£vac
mc(0-) sm0'hv+nrsm0hv

(12)

where z is the coordinate perpendicular to the surface and
0'hv is the complex angle of propagation below the surface,
again measured relative to the surface. 0'hv is further related

115119-6



MULTIATOM RESONANT PHOTOEMISSION PHYSICAL REVIEW B 63 115119

to 9hv via Snell's Law: cos 6hv=nrcos 9'hv, with 9hv real. The
complex character of nr also implies that E attenuates with z
only according to exp[-Im(^'zsin^j,)], where k' is the
complex propagation wave vector inside the medium and
equal to 2 7mrl\x, and \x is the wavelength of the radiation.
Normalizing the electric field inside the medium to the inci-
dent field just above the surface then gives for the electric
field strength at depth z relevant for photoemission

|JE(z)|2 = |/ |2exp(-Im{477-« rzsin^ l/\x}). (13)

The photoemission intensity I(h v) can now be obtained by
introducing the energy-dependent differential photoelectron
cross section da/dd appropriate to the experimental geom-
etry (which may in general also include the effects of pho-
toelectron diffraction), the energy-dependent inelastic attenu-
ation length for electrons Ae, and integrating over z as

exp A, sin 6
dz. (14)

where we have not included factors of atomic density and
solid angle acceptance of the analyzer that will be constant
over an energy scan. Substituting Eq. (13) into Eq. (14) and
integrating then yields finally

X-
\t{hv)\2

Im{4Tmr(hp)sin0hl,'(hp)}

MM
1

Ae(hv) sin 8

(15)

which is a completely general formula for photoemission
intensity from a conducting or nonconduction, nonmagnetic,
semi-infinite substrate, with all dependences on energy ex-
plicitly indicated. Making use of Eq. (15) and the experimen-
tal values for S and f3 in Fig. 2(b), we arrive at the dashed
curve in Fig. 2(a), which is in excellent agreement with ex-
periment, including all aspects of the fine structure. A similar
degree of agreement is also found for other incidence angles

This x-ray optical approach furthermore exhibits only
small differences in fine structure with respect to the micro-
scopic description based uponEq. (11). These differences are
due to differences in 8 and /? between theory and measure-
ment [cf. Fig. 2(b)] and perhaps also to the fact that only the
Mn polarizability has been considered in the microscopic
theory, thus neglecting the small contributions from nonreso-
nant O scattering over this energy range.30b>31 In addition, we
find that, if the infinite-order microscopic Eq. (11) is used
together with the experimental x-ray optical constants to de-
rive the polarizability, the calculated curve is essentially in-
distinguishable from that of Eq. (15), thus verifying the ac-
curacy of the microscopic approach and its exact reduction to
the x-ray optical model, provided that multiple scattering ef-
fects are included and certain conditions mentioned above
are met.

In Fig. 2(c), we finally show normalized curves of the
multiatom effect on the O Is intensity as a function of an
x-ray incidence angle, as calculated using the x-ray optical
approach of Eq. (15). These curves make it clear that the
effects are strongly sensitive to an x-ray incidence angle,
being much smaller for angles greater than about 30°, al-
though very similar in shape for all angles. The calculated
normalized +/— excursion of the effect as a function of an
incidence angle is further shown in the inset of Fig. 2(c),
where it is compared to experimental results at four inci-
dence angles. There is excellent agreement between experi-
ment and theory, and theory furthermore predicts an
asymptotic value of about 4.5% for the excursion at normal
incidence. These results thus further confirm the accuracy of
the x-ray optical analysis as compared to experiment, and
also imply that such effects should be observable on crossing
strong core-level resonances for all angles of x-ray inci-
dence, although with greater difficulty of observation as 9hv

goes above about 20-30°.
We also note that recent measurements have found similar

MARPE effects in O Is emission from CuO with Cu2/>3/2

resonance, and these show a overall excursion of —20% that
is similar to the magnitudes observed here for MnO.13 Here,
the effects have been termed "anti-resonances" to distin-
guish them from the all-positive effects reported in previous
uncorrected data [cf. Fig. l(c)], but the present paper makes
it clear that they are manifestations of the same interatomic
resonant phenomenon. Although it was not possible in this
paper to see similar effects in O Is emission from NiO,13 we
believe that this could be due to the relatively high x-ray
incidence angle of 35° used in this paper, combined with the
~ ± 2 % statistical error in the data as compared to the few
percent effect that might be expected at this incidence angle
[cf. inset of Fig. 2(c)].

It is now useful to compare these theoretical results with
those from prior work by Henke on calculating photoelectron
intensities via x-ray optics.30a We first note that he was in-
terested in scanning the incidence angle 9hv only, in which
case S, p, Xx, and Ae all remain constant, and he was thus
able to make certain approximations that we cannot, due to
the strong variation of both S and {5 over a scan in photon
energy. Nonetheless, if \S\,f3<\ over the energy scan,
which Fig. 2(b) makes clear is an excellent assumption, our
Eq. (15) can be simplified to

da

x-
k(MI:

4TT(3(hv)sin6hv(hv)

MM
1

(16)

Ae(hv)sin6

which permits more direct comparison with this prior work.
In particular, our use of \t\2 to represent the strength of the
electric field squared below the surface is inherently more
accurate and versatile in application than the factor [1 —R]
X[sin6hv/sin6hv'] used by Henke in his prior analysis. An
additional difference in the two approaches is that all quan-
tities in the last expression are treated as real by Henke,
whereas we have shown that a more accurate expression re-
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lated to this earlier formalism is a factor [I—R][sin0hv/
(Re{«rsin 0'hj})], with nr and 0hv' here treated as complex. In
addition, the inverse x-ray attenuation length perpendicular
to the surface in this prior work and appearing here as the
first term in the denominator of Eq. (16) was further simpli-
fied by Henke, and finally is different from ours by a factor
of l/[sin^,,']2. In describing scanned-energy resonant data
however, we find it essential to use the form in Eq. (15), or
with some approximation, that in Eq. (16).

To gain further insight into the relationship of photoemis-
sion intensity of 8 and /?, we can further approximate Eq.
(15) to the conditions of the measurements shown here, for
which S and f3 are both much less than unity [cf. Fig. 2(b)]
and the reflectivity R is also small (with a maximum value
for all cases considered here of 0.18 at 0hv=5°), and this
finally yields, after suppressing the obvious dependences on
photon energy

da

cltt 4 IT 0 sin 0hv 1
(17)

• +
A. sin 0

From this expression, it is clear that the variation of intensity
with photon energy as normalized to the values on either side
of a resonance should qualitatively follow <S, just as ob-
served. The magnitude of this variation is also enhanced by
the change in /?, whose increase over the resonance generally
acts to decrease intensity over the same region. The negative
excursion of 8 just before the resonance, together with the
increase in /?, thus produces the strong dips in intensity seen
at about 639.5 eV in Figs. 2(a) and 2(d).

Although the numerical results from the microscopic
model embodied in Eqs. (1)—(11) can be reduced to a con-
tinuum x-ray optical picture, provided we include higher-
order effects representing multiple light scattering, it should
nonetheless permit future calculations of such interatomic
resonant photoemission effects from first principles, includ-
ing in particular, an allowance for nearest-neighbor many-
body interactions that are only effectively included in the
optical approach. Of course, any microscopic model is in a
sense simply calculating the x-ray optical response of the
system, but for nearest-neighbor effects, in free molecules,
and for small clusters of atoms on the nanometer scale, it is
not clear that an x-ray optical approach is particularly useful,
or even appropriate. Beyond this, the excellent numerical
agreement between the microscopic and macroscopic con-
tinuum dielectric descriptions presented above is expected to
break down when the wavelength of the radiation is of the
order of, or smaller than, the relevant interatomic distances.
Thus, if the resonating atoms do not form a compact enough
lattice (as Mn does in MnO), the continuum dielectric treat-
ment is not appropriate. Some possible examples of this are
atoms situated inside the cages of fullerites or zeolites,
and/or systems subjected to resonant excitation by shorter-
wavelength radiation. The continuum dielectric model also is
not appropriate for calculating such effects in nanometer-
scale objects or systems with nanometer-scale heterogeneity
or clustering in which the detailed atomic positions are to be
allowed for, even if this model can be extended via methods

such as the Mie theory so as to apply to special cases such as
small metal clusters of regular shape.34 Neither is the con-
tinuum model appropriate for free molecules, in which core-
core interatomic resonance effects appear to have recently
been observed in angular distributions.12

We also comment briefly on an intermediate theoretical
approach that would involve assigning each atom a complex
scattering factor based on some combination of measured
and/or calculated optical constants, somehow partitioned
among the different constituents so as to allow for element-
specific resonance effects, with standard formulas for this
appearing elsewhere.3* This method could in principle be
applied to any arbitrary cluster of atoms, and with sufficient
long-range order, would lead to Bragg scattering effects at
shorter wavelengths. However, this approach could not in-
corporate any unique nearest-neighbor effects, nor in its stan-
dard formulation would it explicity allow for the multiple
scattering effects on resonance that we find to be important.

Regardless of the theoretical model that is most appropri-
ate to use, such interatomic resonance effects (even though
generally smaller and of different form than discussed previ-
ously) still represent an experimental probe that should be
able, for various situations, to provide information on the
near-neighbor identities and bonding of atoms B that sur-
round a given emitter^, as suggested in prior work.1"4

Finally, we note that both of the theoretical models dis-
cussed above can be extended to describe fluorescent x-ray
emission. For the x-ray optical model, and for the case of a
fluorescent energy that is far from any resonance and at a
fluorescence exit angle 0F that is large enough to minimize
refraction and reflection at the surface, this would involve
simply replacing Ae sin 0 with A^ sin (F in Eqs. (15)—(17).
with A^ equal to the fluorescent x-ray attenuation length
along path length or X^/[4TT0F] in obvious notation. With
this replacement, Eqs. (15)—(17) thus represent different lev-
els of approximation for handling what essentially reduces to
the well-known self-absorption effects in x-ray fluorescence
that have been discussed previously in connection with
MARPE.414 In fact, viewed in this light, MARPE in x-ray
emission can be seen as having self-absorption as a key in-
gredient, but due to near-neighbor effects not the only ingre-
dient. The microscopic model could also be similarly ex-
tended to predict fluorescence intensities, but we will not
present these details here.

V. CONCLUSIONS

In summary, we have pointed out that a proper allowance
for detector nonlinearity is essential for accurately measuring
multiatom resonant photoemission effects, with the magni-
tude and form of the corrected results being significantly
different from previous reports.1~4>6>7a A microscopic theoret-
ical model proposed previously for describing these results5

is found to well describe the observed effects, and confirms,
via agreement with experiment, that they can be considered
as interatomic resonance phenomenon. For the specific case
of O Is emission from MnO in the vicinity of the Mn2p
resonances treated here, this microscopic model, with the
inclusion of higher-order interactions not considered previ-
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ously, is also found to be reducible to a classical x-ray opti-
cal treatment using experimental optical constants. The x-ray
optical model is furthermore found to well describe the ob-
served intensity profiles as a function of both photon energy
and x-ray incidence angle. It is thus of interest in future
studies to explore the degree to which such effects (particu-
larly with the expected enhancement of nearest-neighbor in-
teractions, for more spatially dispersed resonating atoms so
as to go beyond the simple x-ray optical picture, in
nanometer-scale objects, and/or in free molecules) can pro-
vide an element-specific probe of near-neighbor properties
and many-electron interactions. The experimental and theo-
retical approaches outlined here should provide a sound
framework for such work, both for photoelectron and fluo-
rescent x-ray emission. The microscopic theoretical model
outlined here should also be capable of describing such core-
core interatomic resonance effects in the intensities and an-
gular distributions in photoemission from free molecules,12

as well as with straightforward generalization the valence-
core interatomic resonance effects mentioned previously.8"10

Finally, we point out that the demonstrated importance of
multiple scattering of soft x-ray radiation in the vicinity of
strong core-level resonances should be of relevance in the
analysis of resonant elastic and inelastic x-ray scattering, and
other topics of high current interest.35
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A new method for the simulation of electron scattering and diffraction in solids and molecules
within the cluster approach » presented with, explicit applications to photoelectron diffraction,
eicctron scattering in molecules, and LEED. No approximation! are made beyond the muffin-tip
model, and in particular, an exact representation of the free-electron Green function is used. AH
multiple scattering paths are accounted for up to an order or scattering that ensures convergence.
The new method relit* upon a convenient separation of the free-electron Green function in rotation
matrices and translations along the t axis, which greatly reduces the computation time and storage
demand. The evaluation of tbe multiple scattering expansion is implemented using the divergent-
free recursion method, which permits performing an iterative refinement of the final-state wave
function, as expressed in the basis set of spherical harmonics attached to each atom of the cluster.
Examples are offered in which divergences encountered when using either direct multiple scattering
or the more sophisticated simultaneous relaxation method are eliminated by using the ncuraion
method. The computation time needed by the resulting computer program of electron diffraction In
atomic clusters (EDAC) to determine the >elf-<»li*wteiltly-s«tUred wave function is proportional
to iV3(Jm.» + 1)', where N is the number of atoms in the cluster and (»., is the maximum angular
momentum for which the scattering phase shift* take non-negligible values. Within this method it
ii possible to establish that m practical cases A' > 1000 might be needed for convergence of the
cluster me, although the angular avenging inherent in many experiments may reduce this. The
Reunion method has also been modified to reduce the effort in computing angular distributions of
photoelectrons and low-energy diffracted electron*, which now take negligible time for each angle of
emission once the wave function has been determined for a given electron energy. Angle and energy
distribution, of core-levd photoemiSHOn, elastic scattering of electrons from a free molecule, and
low-energy electron diffraction in Iai£e-Unit-«1I; surfaces are calculated.

61.14.-x, 31.14.Dc, 61.14.Qp

I. INTRODUCTION

Multiple elastic scattering (MS) plays a central role
in the description of electron transport inside solids
and molecules in different experimental apectroKopieg
like photoelectron diffraction (PD),1"' low-energy elec-
tron diffraction (LEED),4-* Auger electron diflraction
(AED) • x-ray-absorption fine structure (XAFS),' and
related techniques.

Various approximation)! are customarily employed to
efficiently calculate MS effects. For relatively high else-
Iron energies like th« ones considered in this work (> B0'
eV above the Fermi level), electron scattering is rather
insensitive to tbe outermost region of the atomic po-
tentials that make up the solid or molecule. There-
fore, the atomic potentials can be well approximated by
spherically-symmetric muffin-tin potentials.4 In addition^
inelastic scattering is usually treated in a phenomenolog-
ical way via a complex optical potential, or equivalent^
inelastic mean free paths.*

Two different categories of computational schemes con
be distinguished, depending on the use made of the sym-
metry of the atomic structure in the case of solids: layer-
by-layer methods and cluster methods. The former have

been primarily developed in the context of LEED and
take advantage of the fact that the atom* of an ori-
ented crystal are disposed in layers parallel to the sur-
face, resulting in remarkably efficient algorithms for the
transport between layers.4-*"10 The latter do not require
any sort of long-range order and can be applied to other
classes or problem*.11"17

In particular, when translation*! crystal symmetry is
broken due to either tbe presence of randomly distributed
adsorbates and defects or a localised character of the
electron source as in the case of PD and AED, cluster
models provide a natural approach for simulating MS ef-
fects that is suggested by the fact that, excited electrons
cannot travel large distances in real solids without suf-
fering inelastic losses, so that the region which actually
contributes to the emission of elastically scattered elec-
trons defines a finite cluster surrounding the adsorb*!*,
defect, or emitter.11"17 This approach is also suitable for
dealing with similar scattering phenomena in adsorbed

' or free molecules.
A hybrid model consisting of treating MS within a dus-

ter formed by concentric spherical shells was proposed by
Pendry1" and implemented by Saldin et of.1*""*' to sim-
ulate x-ray-absorption near-edge structure (XANES),"
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LEED,20 AEiD, and PD,21 This method can in fact be
advantageous in LEED calculations when large surface
unit cells arc considered.30

The more straightforward cluster approach Adopted in
the present work ha* been extensively employed in the
past within a single-scattering approximation, mid it has
been found to reproduce qualitatively, and in several re-
spects quantitatively, many of the experimental feature*
in both XAFS7-" and PD.*-6'™ However, higher orders
of MS are needed to improve accuracy and structural
analyses.1"1 For example, by interpreting the terms of the
MS series as paths that the electron follows connecting
atoms in the cluster in all possible ways," characteristic
MS effects like forward focussing and defocussing along
rows of atom; have been discerned in PD experiments.14

A basis set suited to describe the electron wave func-
tion is provided by spherical harmonics and spherical
Bessel functions attached to each atom of the clus-
ter. This incorporates curved-wave effects in a natu-
ral way. Unfortunately, the propagation of these func-
tions between cluster atoms is computationally very
demanding. Ja'lr>< Since no intensive use of crystal sym-
metry is made in cluster models, further approximations
have been introduced in the past in order to make feasible
the calculation of the MS i e r i e s . > M T * T * 1 1 - ' ^ ' " - "

In the high-energy limit, tbe propagation reduces to
plane-wave factors (hence the name plane-wave approxi-
mation) and each term in the MS series becomes a prod-
uct of scattering amplitudes.7 Different expansions of the
propagated wave function in the finite region centered
around each cluster atom lead to the so-called small-atom
approximations.33-11 Among them, the point-scattering
approximation goes beyond the plane-wave approxima-
tion by multiplying tbe scattering amplitude by appro-
priate curved-wave factors.31

As the experimental resolution increases, more ac-
curate theoretical analyses become necessary. These
are complicated by the fact that the number of multi-
pole terms that are needed rises rapidly with increas-
ing electron energies. The maximum of the significant
angular momentum quantum numbers scales roughly as
tnMi ~ *<W, where k is the electron momentum and rW
is the muffin-tin radius of the scatterers. Upon inspec-
tion of actual calculations, lmtI is of the order of 5 — 20
for electron energies in the range 60 - 700 eV. Since the
number of different multipole components (f, m) used to
describe the electron wave function around each atom
is ('mu + 1)*, the aforementioned propagation between
each pair of atoms involves multiplication by propagation
matrices, requiring ( i m u + 1 ) 4 complex products.

On the other hand, the number of atoms A' needed in
a cluster to reach convergence is also important in tne'
evaluation of the computational demand of the problem.
This number scales as the cube of the electron inelastic
mean free path (imfp), V We estimate N as the number
of sites of a simple cubic lattice of lattice constant 2.6 X
that are contained in a sphere of radius l.SAt. Tbe depen-
dence of the universal imfp curve on the electron energy

must be also allowed fot.M *° The relation between 'm«,
and the electron momentum discussed above has been
assumed for a typical muffin-tin radius rm l = 1.5 A. In
this way, one obtains the relation between N and JmM

shown in Fig. 1 by the solid curve.
In order to overcome the rapidly-growing computa-

tional demand with increasing '„,«, Relir and AI hers13

(R-A) provided a clever procedure based upon a sepa-
rable representation of the free-electron Green function
that allows one to generalize the scattering amplitudes,
substituting them by matrices that describe each scat-
tering event for a given type of atoms in such a way that
the leading element of each matrix reproduces the point-
scattering approximation. Their method, which produces
reliable results when keeping only a few more relevant
elements in those matrices, is particularly suitable to
calculate the contribution of different individual electron
paths, and it has been implemented for PD calculations
by Kaduwela et al." and by Chen et at*1

Rather than including all possible electron paths,
Zabinsky et oJ.36 have also shown that only a small frac-
tion of all paths contribute significantly to the MS se-
ries in XAFS. This has permitted them to reduce sub-
stantially the total computational effort by only includ-
ing in the calculation selected paths whose contributions
are non-negligible already within the plane-wave approx-
imation. Theii approach is very efficient in particular
if the so-called second-order R-A separable representa-
tion is used, where each scattering event within a given
electron path is typically represented by a 6 x 6 matrix.

More recently, Chen et at.*1 have used a similar ap-
proach in the case of PD, incorporating an iterative eval-
uation of the MS expansion within the framework of the
R-A separable representation.13 In this approach, the
number of complex multiplications per iteration is 36JV3.

In the present work, the MS expansion is evaluated us-
ing an exact representation of the Green function prop-
agator. An iterative procedure is followed that requires
« (10/3)AT1(lm« + l r multiplications per iteration. Wu
and Tong" have reported divergences in tbe exact MS
expansion and claimed that these divergences can be pre-
vented by using the simultaneous relaxation method,43

consisting of both mixing the result of each iteration
with that of the previous one and using the updated
components of the wave function as they are calculated
rather than waiting for a given iteration to be completed.
That iteration procedure is compared in the present pa-
per with tbe Haydock recursion method,""18 which is
shown to be more robust and to prevent divergences
not avoided by the former. In addition, the recursion
method results in faster convergence as compared with
either the direct MS expansion or the simultaneous re-
laxation method. These ideas have been implemented
in a new fully-automated computer code for calculat-
ing electron diffraction in atomic clusters {EDAC). A
similar approach has been recently employed in the de-
scription of photon scattering in nanostruetures.47 The
computational performance of EDAC as compared with



second-order R-A U shown in Fig. 1 (broken curve): the
EDAC method is faster outside the shadowed area.

The MS theory is reviewed in Sec. II in a way suit-
able to be employed within the selected iterative scheme.
Further computational details are given in Sec. HI. In
particular, several iteration methods are discussed and
a modification of the recursion method is introduced to
allow calculating scattered or emitted electron intensities
for multiple directions simultaneously from a single MS
calculation (Sec. Ill A). Moreover, the free electron prop-
agators are decomposed into rotations and translations
along the i axU: resulting in a significant reduction both
in time and in storage demand (Sec. HIB). Particular
examples of application to PD, elastic electron scatter-
ing from molecules, and LEED from surface structures
with large unit cells are presented in in Sees. IV, V, and
VI, respectively. Finally, the main conclusions are sum'
marked in Sec: VII.

Atomic units (a.u., i.e., c = m = ft = I) will be
used from now on, unless otherwise specified. The no-
tation of Messiah4* for spherical Bessel and Hankel func-
tions, spherical harmonics, and rotation matrices will be
adopted.

II. MULTIPLE SCATTERING THEORY

Let us begin by introducing the standard elements
of multiple scattering theory in a Green's function ap-
proach. Consider an electron of energy E described by
the wave function <f°(t) that satisfies the free-electron
SchrSdinger equation

where Ht, = - V a / 2 .
The pretence of a solid or molecule introduces a strong

perturbation that can be represented by the potential

when the sum is extended over atomic positions I t , .
Within the muffin-tin model adopted here, each atomic
potential Va vanishes outside a sphere of radius r£,
(the muffin-tin radius) centered at R . . These are nod-
overlapping sphere* and K(r) is set to a constant (tbe
muffin-tin too) in the interstitial region.

The wave function <p that satisfies the Ml Sehrodinger
equation (£To + V - E)p = 0 can be written p = p* + «J,
where 4 is the scattered part. Using matrix notation,4*
tbe latter can be expressed in terms of the atomic-cluster
T matrix as

+ = GeT<p°, (2)

when Go u the free-electron propagator that satisfies
( £ - H0)G9 s 1 and it = V2E is the electron mo-
mentum. Defining the cluster Green function G via

(E- Ha- V)G = 1. the T matrix can be written
T - V + VGV. An implicit dependence on E is un-
derstood in these expressions.

The key ingredient of MS theories is the reduction of
the T matrix of the cluster to the To matrices of the in-
dividual muffin-tin potentials Va. The latter are defined
by the self-consistent relation

Ta = l i + VaTaVa. (3)

Following Beeby," T can be written as a series expan-
sion whose terms represent all possible electron scattering
paths. More precisely.

where

(4)

accounts for MS paths in which the first scattering event
occurs at atom a and two consecutive scattering events
take place always at different atoms of the cluster. From
Eq. (4), T can alternatively be defined as

(5)

for any atom ceo.
Inserting Eq. (8) into Eq. (2), the scattered wave re-

duces to

when

^ G o T . v 0 (7)

represents the first-order contribution to MS. The second
term on the right hand side of Eq. (6) can be understood
as the propagation of the results of scattering at atom or
to every other atom of the duster fi, followed by subse-
quent MS starting at the latter.

Some information on the structure of the scattered
wave function can be gained by considering explicit ex-
pressions for Gg. Namely,

where ^+)(fcr) = i'A,(+)(Jtr)Vt(Or) represents an outgo-
ing spherical wave, >t(*r') = i'j((*r')H(tV) is a mix-
ture of outgoing and incoming spherical waves that ex-
hibits no net flux into or out of a closed surface containing
the origin, / i j+ l is a spherical Hankel function,4* ji is a
spherical Bessel function, and L = (I, m) labels spherical
harmonics l'i. Since, by virtue of Eq. (3), Ta vanishes
outside the muffin-tin sphere a, one finds, using Eqs. (7)
and (S),

(9)

for |r - R.I > r£ t .
80 Therefore, 4% is a superposition

of outgoing spherical waves centered on R,,. Following
a similar argument, the self-conaistently scattered wave
can be written

(10)

for r outside the muffin-tin spheres. Eq. (10) states
that the scattered wave finds its sources in the muffin-
tin spheres, from where it emerges as a combination of
outgoing spherical waves.

The propagation of <p° from atom a to atom 0, which
is needed in the evaluation of Eq. (6), can be performed
by using Eq. (9) and the translation formula of spherical
harmonics"'"'*

(11)

where

x

Eq. (11) is valid provided that |r - R . | < |R« - R* |;
this condition is satisfied when r is contained inside the
muffin-tin sphere 0 / a and non-overlapping spheres an
considered. It is also convenient to represent Co In the
basis set of spherical harmonics attached to each atom of
tbe cluster. Using Eqs. (8) and (11), one finds"'"'4

I t '

x (-if*"'G.,.LL., (12)

and this expression is valid in the present context for
<x£p, and r and r1 lying inside different non-overlapping
muffin-tin spheres.

With the help of these expressions, all spatial integrals
that are implicit in Eqs. (4) and (6) (see Ref. [ 4»]) can
be collected in the so-called scattering matrix elements,

(13)

For spherically-symmetric potentials, ta,LV becomes di-
agonal and it is given in terms of the scattering phase
shifts S« as""

l , , n . = ( o ^ i i ' = sin^e^'Jiir, (14)

Finally, using Eqs. (4) and (9)—(13), and identify-
ing coefficients that multiply into the same functions
n{^'[Jt(r - R,,)], Eq. (6) reduces to

fftta

(15)

where ^£ and 4a denote column vectors of components
^° £ and ^<..t, respectively, Gap represents the matrix of
components Gaf,LL', the scattering matrix ta has com-
ponents given by Eq. (14), and matrix multiplication in-
volves summation over indices L, L', etc.

III. COMPUTATIONAL PROCEDURE

The time employed in the direct evaluation of Eq. (15)
grows exponentially with the number of terms on the
right hand side. However, an iterative procedure makes
it feasible to evaluate the MS series until convergence is
achieved, as discussed bdow in Sec. Ill A ," '" ' 7 where
several iteration methods are examined in connection
with the solution of that equation, including a new mod-
ification of tbe recursion method that allows us to calcu-
late intensities simultaneously for many angles in the far
electron field from a single MS calculation.

An exact representation of the free electron Green
function is used in the present work, and this is made
possible in part thanks to the saving in both compu-
tation time and storage demand achieved through the
method introduced in Sec HI B: decomposition of the
Green function into elementary rotations and transla-
tions while keeping track of the latter, so that they are
not unnecessarily ra-calcnUted during the foil MS evalu-
ation.

A. Iterative solution of the MS s*ri«

It is easy to see that the *um of the first n + 1 terms on
the right hand side of Eq. (16), & obeys the following
recurrence relation:

xTB(r,r')>t.[*(r'-R.)].

That is, the difference between J£ and ji;-1 is just the
it'* sum on the right hand side of Eq. (15). Each term
in that sum contains n products by matrices („, that is,



it can be interpreted as the contribution of paths along
which the electron undergoes n atomic-scattering events.

Taking the n -+ oo limit in Eq. (16), one finds

The direct inversion of Eq. (17), sometimes called giant-
matrix inversion (GMI), is prohibitive in many eases,
since it requires performing ~ 7V3(/«,M + I)6 complex
products. However, this has been carried out bv some
authors for mull values of JV and 'nuS 1 <" and is also
commonly used within individual layers in a surface with
small number of atoms per surface unit cell.4-'

Three different iterative techniques have been used and
compared in the present work to evaluate Eq. (15): (a) di-
rect Jacob! iteration, (b) simultaneous relaxation," pre-
viously used in this context,41 and (c) the Haydock re-
cursion method.""**

(a) Direct Jaeobi iteration. This method is based upon
the iterative evaluation of Eq. (16). Starting with 4 ° ,
each iteration of Eq. (16) leads to the next order of scat-
tering, and this procedure has to be carried out until
convergence u achieved. Substituting <t>"L for 4a,l in
Eq. (10), one obtains the approximate wave function cal-
culated up to order n of MS. Since the wave function
coefficients « o j . span a space of dimension ( /„„ + I)*-'V,
Eq. (16) can also be regarded as the power series inver-
sion formula 1/(1 - jr)|*>) = ( 1 + X + X 1 + . . .)|i>, where
X is a matrix that operates on that space, defined in
terms of ta and G««, and |^) is the vector of coefficients
#o,t. Unfortunately, when any of the eigenvalues of X
has a magnitude larger than 1, this expansion series fails
to converge. This problem has already been discussed
in the context of LEED4 and PD." Faster convergent
schemes can be found that do not require an extra com-
putational effort, at the price of dismissing the intuitive
physical picture of going to the next order of scattering
with each iteration step. This is the case of the simulta-
neous relaxation method and the recursion method dis-
cussed next.

(b) Simvltancoui relaxation method (SR). This con-
sists of using the latest values of #J as soon as they are
calculated. In addition, the result obtained from its iter-
ation is mixed with the previous result to improve con-
vergence. Then, the iteration formula becomes

and

fit*

where «VJ = <£"Z for 0 < a and ^JJ = ^ } " ' otherwise,
and IJ is a mixing parameter typically adjusted in the
range 0 < r) < 1 in order to accelerate convergence. For
0 < 1 < I one has what is termed underrelaxation.43

(c) Modified recursion method. With the notation of
point (a) above, Eq. (17) can be written )*) = (A -
-V)"'l*0) (A = 1). The relevant magnitude in which
we are interested is the electron current at the detector,
which is proportional to | ( / |#) |2 with a suitable defini-
tion of the final detected wave function in a given di-
rection {/| (e.g., see Sec. IV below). Haydock's recursion
method""4" permits obtaining this matrix element by it-
erative refinement. Here, A plays the tame role S3 the en-
ergy in calculations of solid ground state properties.4*-46

Although we are only interested in the value A = 1 in
the present case, the recursion method is advantageous
because it is fully convergent for any matrix X. Actually,
it produces rigorously exact values when the iteration is
carried out ( d , + 1)*/V times, although convergence is
achieved much earlier, typically in less than 20 iterations
in the examples presented in the present work.

In many cases, one is interested in calculating angu-
lar distributions of emitted or scattered electrons (e.g.,
in Fig. 3). Unfortunately, the recursion method requires
carrying out the MS iteration procedure for each direc-
tion of emission (i.e., for each {/|). Here, we have mod-
ified the recursion method so that it allows one to ob-
tain intensities for various directions of emission with a
single MS calculation, provided one stores the moments
P* = U\Xn\<t>°) for each (/ | and each iteration step n.
Our modified method u based upon the double recur-

(19)

Rather than directly evaluating these recurrences, an
equivalent recurrence can instead be constructed using
the quantities

and

where the starting values are |a.i) = |0_|) = 0, |as) =
l/)/V7?. "«• Ift) = r*W^5, •*<• on and *„ are com-
plex numbers. Upon inspection, one can easily prove that

if one chooses

o . = <ao|X|A.) (21)

and *F + i such that (af+i\0f+1) = 1. Haydock's recursion
method is recovered in the special case where X = X1

sad | / ) = Iftt).44 These recurrences share in common
with Haydock's method the property that the matrix of
components {a(\X\f)j) is tridUgonal, as can be seen from
Eqs. (18), (IS), and (20), and this permit* writing the
desired matrix element as the continued fraction44

(22)
A - o , - -

Multiplying Eq. (19) by (ap\, one finds

and similarly, from Eq. (18),

Moreover, E<j. (21) can be recast

and the normalization factor bp+l becomes

Different terminations of the iteration procedure have
been proposed,44 but in the present context, our results
are quite insensitive to the particular choice.

(23)

(24)

(26)

(26)

Now, a, and 4p, and therefore also Eq. (22), can be evalu-
ated using Eqs (23), (24), (25), and (26) recursively with
the starting values /&, - f^/iit, and JJf_1 = / 2 t , = 0.
The relevance of this procedure is that it permits calcu-
lating the matrix element (22) directly from the moments
/in, which are in turn obtained from a single MS calcula-
tion for as many (/('s as desired.

Comparisons of rapidity of convergence using these it-
eration methods are offered in Figs. 2, 3, and 4 for PD,
and in Fig. 7 for electron scattering. The results are dis-
cussed in more detail in Sees. IV and V.

An important point about the iteration methods just
described is that the number of products of scattering
matrices l a per iteration is N in all of them, whereas the
oumber of Gaf4>t products is JV(JV - 1). Therefore, in
realistic clusters', where JV > 100 (see Fig. 1), no sub-
stantial relative increase in computational effort, is intro-
duced if one goes beyond the commonly used spherical
muffin-tin approximation, that is, if non-diagonal scatter-
ing matrices like those Deeded to represent non-spherical
potentials**"** (e.g., in pbotoelectron diffraction is ori-
ented molecules"*) or spin-orbit coupling*3 are consid-
ered.

Since most of the computational effort is invested in
products by Gap matrices (vector addition takes a neg-
ligible time), we have devoted Sec IIIB to a description
of how to minlmite their computational cost.

B. Optimization of products of Green functions

Following previous authors,"1'1*-1'' the Green function
Gap that propagates a free electron along an inter-atomic
bond vector da« = R,, — ftp will be expressed in terms
of the propagator along the z axis by using rotation ma-
trices il^'m.(o;^y), where {citht) are the corresponding

Euler angles.48 In a first step, the boitd vector da£ is
rotated onto the z azis by applying the matrix1'-46

R-<,IS,LL- = *«• fl£'m-(0.°, " • -¥> ) , (27)

where (0, <p) are the polar angles of dtt/j. Then, the elec-
tron is propagated along the bond vector, directed now
along the t axis and for which the Green function reduces
to

'O,,LL, = <

/̂ ). (28)

Finally, the bond vector is rotated back to the original
position, and one finds13-41

A recurrence relation has been reported that permits
evaluating Eq. (28) efficiently.19 The rotation matrices
can be in turn decomposed into azimuthal and polar ro-
tations as49

This decomposition of the Green function permits us to
reduce both (>) the storage required to evaluate the MS
series and (ii) the computational effort.

(i) A significant reduction in memory demand can be
accomplished if the coefficients of each polar rotation
•Rmm'{0.*, 0), each azimuthal rotation (-l)r"'ei»"n', and
each propagation along a bond distance G'o^Lh, are com-
puted and stored once and for all the first time that they
are encountered during the full calculation. Since actual
clusters on which MS calculations are to be performed
possess is general a certain degree of symmetry, the total
number of different bond distances and bond polar an-
gles is considerably reduced as compared with the total
number of bond vectors. TD illustrate this, let us take the
example of a simple-cubic-lattiee cube of side p in units
of the lattice constant; this cluster contains p3 atoms and
(2p— l ) s - 1 different bond vectors, a number that has to
be compared with at most 3p* bond distances, since the
square of the distance between any pair of atoms has to
be equal to art integral number, and the distance between
opposite comers is V3p. A better estimate for this case
results in ftf 1.8p' different bond distances.

(ii) For a given maximum value of the angular mo-
mentum number I,BMI, the dimension of each vector iajs
('mix + 1)*, so that every matrix-vector product Gap4>p
involves (fmu + I)4 complex multiplications. However,
all of the three matrices that appear on the right hand
side of Eq. (29) are sparse, as can be seen from Gqs. (27)
and (28). A detailed inspection leads to the conclusion
that only w (10/3)('m u + I)3 complex multiplications
are needed to evaluate the product Gefip when Gap is
decomposed as shown in Eq. (29). This is a factor of



i /10 smaller than the direct matrix-vector prod- and low-energy electron diffraction at surfaces.
origin (the regular solution). Inserting Eq. (32) into Eq.
(31) and comparing the result with Eq. (9), one obtains

uct.
Further reduction in computational and storage de-

mand can be Achieved if symmetry relations for the
Green function and the rotation matrices4* are used {e.g..

In the examples reported below, the time needed to
calculate and store the matrices defined in Ens. (27) and
(28) is negligible compared with the time spent in the
iterative evaluation of Eq. (16).

C. Electron attenuation, temperature effect*, and
surface bvri«r

The effect of electron inelastic scattering is easily ac-
counted for in a phenomenological way by multiplying the
propagator G'ap of Eq. (28) by an exponentially-decaying
function of the bond distance, exp(-<fa^/2Aj), where Xt

is tbe inelastic, electron mean free path™"*0 and the 1/2
factor reflects the fact that this function goes inside the
wave function rather than the electron probability. Also,
the propagation from each atom to the detector has to
be accompanied by the corresponding exponential atten-
uation that takes care of the part of the path contained
inside the cluster (or below the surface in the cage of a
solid sample, of which the cluster represents just a part).
Inelastic scattering, together with MS, reduces the scat-
tering range, making LEED and PD excellent surface
analysis techniques. In the case of core-level photoemis-
SIOD, the photoelectrons ejected from a solid or molecule
thus provide information only on the vicinity of tbe ion-
ized atom, and features coming from the interaction with
distant atom* are attenuated by a finite inelastic mean
free path.

The effect of thermal vibrations has been incorporated
as is generally done in LEED analyses4 by meant of tem-
perature dependent phase shifts that lake into account an
average displacement of the duster atoms in their ther-
mal motion;

Refraction at the surface barrier or inner potential. Vo

requires correlating the direction of emission as seen from
inside a solid with the actual direction of detection out-
side of it. The relation between these two is easily ob-
tained by invoking conservation of electron momentum
parallel to the surface and taking into account the loss
of electron kinetic energy in the motion normal to the
surface. A transmission factor is also needed,17 specially
for nearly grazing emission (i.e., when tbe normal kinetic
energy it only a few eV above the vacuum threshold).
Diffraction of electron components reflected back from
tbe surface bat been neglected, although we note that
this can play a very important role at very low normal
kinetic energies.

We now apply this general methodology to three im-
portant classes of experiment: core-level photoelectron
diffraction, elastic electron scattering from molecules,

IV, CORE-LEVEL PHOTOELECTRON
DIFFRACTION

In this section, our methods are applied to the case
of photoelectron diffraction. Describing the interac-
tion with the external radiation Hni to first order, the
perturbed part of the time-dependent wave function,
4>(r) exp(-ifW), is given by

(30)

where ^j(r) is the initial-state core-electron wave func-
tion and €(r,r') is the cluster Green function discussed
in Sec II and evaluated at the final election energy E.
The photo-excitation of a core-level electron in a solid or
molecule can be well described within the dipole approx-
imation when the radiation wavelength is much larger
than the dimensions of the initial core-electron state, in
which case one can take Hn& = Ci-t, where i is the
photon-polaritation unit vector and C is a normalisation
constant.

In matrix notation, expressing G in terms of T as G =
Go + GQTGO and using Eq. (5), Eq. (30) becomes

' * < • •

«*=•>
where oo is taken to be the emitter. Noticing that C o =
Go+GaTa,Gtt is the Green function of atom a0, one finds

which can be compared to Eq. (6) to redefine

We a n interested in values of r outside the muffin-tin
sphere of the emitter oo, whereas the integral in Eq.
(31) involves r* inside the muffin-tin sphere (i.e., the re-
gion where the core-electron wave function takes non-
negligible values). Under these conditions, Gaa can be
written as4*

which includes the dipole matrix elements (F[.l( • r|(i,}
and phase shirts S°' that are well known in the theory
of atomic photoelectric cross sections.49 Finally, the MS
coefficients #„,! are obtained from 4%, j, as explained in
Sec. HI and 4(r) is given by Eq. (10) outside the muffin-
tin spheres.

When r lies at the electron detector (i.e., for r much
larger than the interatomic distances of the cluster) we
are in the far-field limit and can approximate Ju[/t(r —
R,,)) B exp(itr - ik, • IU)Vi(n)/*r, where ky = Jtr/r
and Q is the polar direction of r {i.e., the detector).
Therefore, using Eq. (10), the measured electron inten-
sity per unit of solid angle in the far field becomes

'(0) = if (33)

where F t W = fFt{r)Yi{0,) i» a solutio (
E)FL = 0 and Fi is chosen such that it is finite at the

where Co is the distance from atom a to the surface along
the direction of emission and A,- is the inelastic electron
mean free path. In general, comparison with experiments
requires performing an incoherent sum over different de^
generate initial states and possibly over various emitters
«0-

For PD from atoms on or below a solid surface, and for
which the entire (fbcussed) photon beam is intercepted
by the sample, the intensity can be given in electrons per
steradian per incoming photon by choosing the normal-
iiation constant as |C|3 = 4rkit(u/e)3/cM$i, where ui
is the photon energy, c is tbe speed of light, 8t is the
polar angle of incidence of the light with respect to the
surface normal, and <r is the surface density of emitters
equivalent to aa (i.e., those of a given layer parallel to
the surface).

The present formalism is particularly efficient when
calculating photoelectron angular distributions: once the
coefficients 4>aL have been obtained for a given electron
energy, the photoelectron intensity for each emission di-
rection is readily calculated using Eq. (33). When us-
ing the modified recursion method outlined in Sec. Ill A,
( / |#) corresponds to the expression inside the modu-
lus in Eq. (33) and the moment n is given by pB =
< / W ) - UW"1). where </|«t") is calculated from the
coefficients 4*L obtained in the n" iteration.

The relative performances of tbe various iteration
methods discussed in Sec. Ill A for calculating PD from »
simple sample consisting of two carbon atoms Is analysed
in Fig. 2, where the inset illustrates the details of the ge-
ometry (the Interatomic distance corresponds to nearest
neighbors in graphite). This constitutes a severe test of
multiple scattering, since the interatomic distance is rel-
atively small. Within the resolution of the figure, the
recursion method (solid circles) converges in just seven
iterations to the result of the exact giant-matrix inversion

(GMI). In single scattering (S3), that is, at iteration 1,
the direct Jacobi iteration (open circles) is already much
worse, and subsequent scattering orders lead to diver-
gence. Neither are such divergences prevented by using
the SR method (broken curves) over a wide range of the
relaxation parameter 17. The lower the value of t), the
slower is the increase in intensity with iteration step, but
the divergent behavior remains.

Divergences such as these are encountered in MS when
the absolute value of any of the eigenvalues of the ma-
trix X discussed in Sec. Ill A is larger than 1. In a basis
set that makes this matrix diagonal, each eigenvalue u
enters the direct Jacobi MS expansion of 1/(1 - X) as
1/(1 - xt) = 1 + *i + xj + . . , and this expansion is only
convergent when | i , | < 1. This is a well-known problem
in LEED,4'* where various schemes have been devised to
prevent it, such as renormaliied forward scattering4'"'9

and reverse scattering perturbation.1'1' The SR method
provides a cure in many cases,13 but it is not sufficiently
general, as illustrated by Fig. 2. Instead, the recursion
method has a well-established convergent behavior,44 and
therefore, it will be employed from now on unless other-
wise specified.

Fig. 3(a) shows our choice of the cluster used to rep-
resent photoemission from a given atom (darker circle)
within a solid surface. The cluster is formed by those
atoms contained within a parabolic surface where the
emitter coincides with its focus. The parameter d m l I de-
termines the site of tbe cluster (see figure). The parabolic
surface comes from tbe condition that the maximum elec-
tron path length inside the solid, when the inelastic at-
tenuation is effective, be at most dma within SS for nor-
mal emission.

Convergence with the number of cluster atoms N oc
<£,„ is analysed in Fig. 3(b) for photoemission bom a
Cu2s level situated on the third layer of a Cu( l l l ) sur-
face and at a polar emission angle of $ = 35*. The ge-
ometry under consideration is illustrated schematically
in the lower left corner of the figure, and the atoms are
again within the paraboloid of Fig. 3{a). Plotted here is
the reliability factor defined as**

(M)

where the average is taken over all atimutnal directions
of emission (cf. inset), / " is the intensity calculated
for an TV-atom cluster, and T™ is actually obtained for
N - 1856. The solid curve and circles correspond to
the result obtained from the recursion method, where
convergence is achieved in less than 30 iterations. A
smooth convergence can be seen in the N -» 00 limit.
For N w 160, which is suggested by Fig. 1 as a con-
vergence criterion for the electron energy under consid-
eration (100 eV), one has R^ = 0.16. The inset shows
aximuthal scans obtained for different cluster dies, in or-
der to facilitate the understanding of the actual meaning
of JJ.™ in terms of curve comparisons. For N = 944 (dot-



ted curve in the inset), one has Jl,™ = 0.03 and conver-
gence is already quite good as compared to the A1 = 1856
case, although some amall discrepancies can stil! he dis-
tinguished in Hie height of the peaks around 3D', 60°.
and 90°, so that over 1000 atoms are needed to obtain
convergence within the resolution of the figure. We note
however thai most real experimental situations involve
averaging over some finite solid angles, and this can lead
to an effective reduction in the cluster size needed.

The open circles in Fig. 3{b) show the reliability factor
obtained from the Jacobi method for various scattering
orders (5, 9, 13, IT, 21, and 25), where the spread in the
position of the circles makes evident a divergent behav-
ior. The latter is more pronounced for larger clusters,
tn this sense, the jacobi method has to be regarded as
an asymptotic series unable to converge below a certain
reliability factor in the present case.

Figs. 4(a) and 4(l>) show the performance of the re-
cursion method (solid circles, for which only odd itera-
tion orders introduce variations by construction of the
method) as compared with that of direct Jicobi itera-
tion (open circles) as a function of iteration step for 4f
photoemission from the third W layer in a W(110) sur-
face covered with one monolayer of (1 x 1) 0 and with
an emission angle of 46° .** Two different definitions of
the reliability factor have been used, based upon either
the relative average deviation given by Eq. (34) by sub-
stituting N by the iteration step n (R.,,, thick curves),
or the maximum deviation over the aiimuthal scan (thin
curves)

7=
(35)

respectively, where the average is performed over »*-
imuthal scans for a polar angle of emission 6 = 46°.
Both iteration method* show similar convergence behav-
ior for the relatively small cluster of Fig. 4(a), consisting
of N = 65 atoms. However, for the larger cluster of Fig.
4(b) (N = 180), the Jacobi method fails to converge,
whereas the recursion method shows a steady convergent
trend.

As pointed out above, the computational cost of EDAC
scales as (J»« + I)3 with I™,. Consequently, it is de-
sinble to have a criterion to limit the value of <„.. used
in actual MS calculations while maintaining the required
degree of accuracy. This criterion is provided by the re-
liability factor for the atomic scattering amplitude / ,

(36)

where the integrals are extended over all scattering direc-
tions O. Fig. 4(c) shows the dependence of R; on / n u .
for 250-eV electrons scattered on VV atoms (open circles)
as compared with the reliability factor for MS under the
same conditions as in Fig. 4<a) for N = 123 atoms (solid
circles). The latter has been obtained from Eq. (34) by

varying *„„ rather than N for azimuthal scans with po-
lar angle of emission 6 = 46°. Both Eq. (34) and Eq.
(36) are proportional to relative variations of the atomic
scattering amplitude, so that one is comparing quantities
of the same order of magnitude. Actually, they exhibit &
similar behavior with / r a u . as shown in Fig. 4(c), which
indicates that Eq. (36), whose computation requires a
negligible time as compared with MS calculations, offers
a good estimate of the error that is made when finite
values of i m u are used, thus providing a criterion to de-
termine the appropriate value of 'm«a before performing
actual MS calculations. Similar results are obtained for
other values of 8. Interestingly, all angles of scattering
enter in the definition of R/, and this is consistent with
the fact that MS in a solid involves a dense set of sin-
gle scattering angles. Also shown in Fig. 4(c) is the / « „
value obtained from the simple criterion mentioned ear-
lier ('m», = krmt), which is 11.3.

As another PD example. Fig. 5 shows the angular dis-
tribution over the upper-hemisphere for W4f photoelec-
trons coming from the outer W layer of a W(110) sur
face covered with one monolayer of (1 x 1) 0 and illu-
minated with left-circularly polarized (LCP) light under
normal incidence, as shown in the insets. The quantity
actually plotted is |/(0, <p) - Jo(ff)j//O(fl), where /<, is the
average of the intensity over azimuths! angles. In cal-
culating the data displayed in Fig. 5(a), the MS proce-
dure has been carried out only once for all directions of
emission, as explained in Sec. HI A, thus saving consid-
erable time. Fig. 5(a) exhibits reduced symmetry with
respect to that expected for W(110) owing to the fact
that LCP light is used and also because the oxygen atoms
are displaced with respect to a enter of symmetry of the
surface (see the schematic top view). Two different do-
mains can also exist on this surface:"' the one depicted
in the insets and another one with the oxygen lying in a
mirror-image symmetry-equivalent W valley. The aver-
age over the result obtained from both domains has been
performed. The maximum intensity (bright regions) near
the [001] atimuthat direction is rotated clockwise, as ex-
pected from the use of LCP light and f core levels.*0'*1-"
This rotation reproduce* very well the available exper-
imental data shown in Fig. 5(b) and taken from Ref. [
59],

As a last example of PD, we consider photoemiasion
from atoms near surface steps, where the lack of symme-
try makes it difficult to use layer-by'layer methods in sim-
ulations, while the cluster approach is perfectly suited for
that purpose. Prior x-ray PD experiments on O adsorbed
on stepped Cu surfaces have, for instance, indicated high
sensitivity to structure via SS calculations.'1 Here, we
show calculated aiimuthal scans of photoelectrons com-
ing from Xe atoms adsorbed near a step on a P t ( l l l )
surface (Fig. 6). The inset* on the right hand side of
the figure show schematically the geometry under con-
sideration. Two different possible structures have been
studied: one row of Xe atoms located either on the lower
terrace (upper part of the figure) or on the upper terrace

(lower part), continuing the bulk Pt structure in both
cases. Experimental evidence coming from low-energy
ion scattering63 indicates that the lower terrace is trie
preferred geometry. The results presented in Fig. (i per-
mit concluding that the features exhibited by PD scans
would allow one to distinguish between the two possibil-
ities, although no actual experimental data is available
for this case. Moreover, at least 100 atoms are needed
to obtain the dominant features when the Xe atoms arc
sitting on the upper terrace. However, strong forward
scattering, dominated by nearest neighbors of the emit-
ter, occurs when the Xe atoms are sitting on the lower
terrace, and therefore, a 22-atom cluster produces good
qualitative results. In both cases, convergence in the fine
structure requires approximately 500 atoms.

V. ELASTIC ELECTRON SCATTERING FROM
MOLECULES

The scattering of an external electron beam from a
molecule represented by an atomic cluster is discussed in
this section. The initial electron state of Eq. (1) will be
described by a plane wave <pa(i) = exp(ikj -r), which can
be expanded in partial waves around each of the cluster
atoms, and using Eqs. (7)-(9) and (13), one finds

(37)

where £„ has the same meaning as in Eq. (33), with the
tutfaa now defined as the boundary of the molecular
electronic charge distribution. These are the input wave-
function coefficients from which one can obtain those of
the self-consistent wave function (10), 4a,L, after MS is
performed using the methods described in Sec III. The
latter permits, upon insertion into Eq. (33), computing
the diffracted electron intensity. Choosing G = 1, Eq.
(33) represents the scattering cross section.

Thu has been done for C M molecules and SOS-eV elec-
trons in Fig. T(a), where experimental results taken from
Ref. [ 64] are compared with single scattering (SS, also
reported in. Ref. ( S4J) and MS calculations represented
by broken and solid curves, respectively, as a function
of scattering angle. MS results in better agreement for
the relative height of the prominent diffraction peaks at
around 5* and 8.5°, as compared with the SS analysis.

In order to emphasize the contribution of MS, lower
electron energies (100 eV) and a back-scattering geome-
try have been considered in Fig. 7(b) for electron scat-
tering by C«o molecules. The thick solid curve represents
the fully-converged result obtained by using the recursion
method (convergence has been obtained after 11 itera-
tions within the scale of tbe figure). The thin solid curve
shows tbe results obtained after only 5 iterations, which
are in qualitative good agreement with the exact result.
By contrast, direct Jacobi iteration is far from conver-
gence even after 25 iterations {thick broken curve). The
Coo molecule, like the C-C cluster of Sec. IV, is a severe

test, of multiple scattering because the carbon atoms are
reasonably strong scatterers placed relatively close to-
gether.

VI. LOW-ENERGY ELECTRON DIFFRACTION

The cluster approach followed in this work finds
application in the simulation of LEED intensities for
large-unit-cell surfaces, where conventional layer-by-layer
schemes become quite expensive computationally. It is
also directly applicable to non-periodic surfaces, includ-
ing disordered overlayers, disordered alloys, point defects,
steps and kinks, adsorbed clusters, quasicrystals, etc.

In a periodic surface, the scattering of electrons in any
surface unit cell differs from that of the first unit cell by
a phase factor, exp[i(kj — k/)Ra], where k, (k/) is the
incoming (outgoing) electron momentum vector, and Ro

is a Brav&is lattice vector. Therefore, LEED intensities
can be calculated within the present cluster approach by
taking <t£ aa in Eq. (37) for the atoms of the first unit
cell and zero elsewhere. One obtains

(38)

where

5 _

is the surface structure factor4 and I(fl) is an envelope
function given by Eq. (33), where the coefficients </>aiL

are obtained from a MS calculation within a cluster con-
taining the lint Unit cell and atoms around it up to a
distance far enough to guarantee convergence. The clus-
ter sice is thus determined by the electron inelastic mean
free path and the size of the first unit cell, with the clus-
ter extending beyond the unit cell by roughly the electron
inelastic attenuation length.

For an infinitely extended incoming beam and a per-
fect infinite surface, the two-dimensional structure factor
S vanishes except along those directions for which the
components of kj - k/ parallel to the surface equal a
reciprocal surface lattice vector G denoted by Miller in-
dices (hJt), giving rise to a factor 6(\$ - idj - G); this
corresponds to the so-called (Ait) beam at the polar direc-
tion n G . Integrating over directions of emission around
( la , the probability that the electron is reflected along
such a direction is found to be

"•-©'
/(tip)

Akl f

where *,- (0/) is the polar angle of incidence (reflection)
with respect to the surface normal, A is the surface unit-
cell area, and k is the electron momentum. With the
normalisation of Eq. (37) and taking C = 1 in Eq, (33),
Pa is actually the fraction of incoming electrons that are
reflected in the G beam.
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In practice, the electron beam has a finite coherence
width of the order of 100 X, depending on the angular
and energy spread of the electron gun. This effect can be
accounted for in a phenomenological way by considering
that only a Fraction of the unit cells contribute coherently
with respect to «o arbitrarily chosen central unit ceil. As-
smiling a Gaussian profile for this effect with half width
H and furthermore that there is no substantial variation
of coherence across any given unit cell, one finds

where the first (last) sum b extended over surface lat-
tice Bites R» (reciprocal surface lattice vectors G). Ob-
viously, the sum in reciprocal space reduces to a single
term at most in the H -¥ oo limit, and a few more terms
allow achieving good convergence for typical values of
H ~ 100A. Inserting Eq. (39) into Bq. (38), one finds a
finite reflection probability for every direction 0 .

The present formalism has been applied to the S i ( l l l ) -
(7 X 7) surface. The atomic positions have been taken
from a previous LEED analysis,** in which intensive use
was made of the symmetry of the surface. By contrast,
the results presented here have been obtained directly
without any symmetry considerations beyond the surface
unit-cell geometry. Fig. 8 (bows the final LEED pattern
/LBED (right figure) as well as the surface structure factor
S* (upper left figure) and the envelope function I (lower
left figure) for an incident beam of 50-eV electron* com-
ing along the surface normal. The axis labels represent
the components of the electron momentum parallel to
the surface. The structure factor exhibits a dense spot
pattern that reflect* the symmetry of the large unit cell
of the Si( l l l ) -(7 X 7) surface. This u a purely geomet-
rical quantity which does not contain any information
about the actual positions of the atoms within the sur-
face unit cell, but does reflect toe quality of the elec-
tron beam via Eq. (39). That information is fully con-
tained in the envelope function (lower left figure), which
present* marked maxima near the positions expected for
the LEED spott of the unreconstructed Si (Ul) surface
(see the six prominent peaks in the figure). The envelope
function modulates the intensity that is observed around
each of the spots of the structure factor, leading to the
complex LEED pattern shown in the tight part of the
figure.

The calculation of the envelope function /(ft) has been
performed using a cluster consisting of 1546 atoms, of
which only 494 u e contained within the surface unit cell.
The du»t« extends up to 15 X below the surface and the
electron inelastic mean free path has been taken as 5.6
n-

Thjs calculation haa been compared with experimen-
tal observation* in Fig. 9 both for 50-eV electrons and
for 75-eV electrons (left and right side of the figure,

respectively).60 Note the large change in the measured
distribution of the brightest spots when one goes from
50 eV to 75 eV (upper figures), which is well reproduced
by the present calculation (lower figures) using an inner
potential of 10 eV.

As another example of application of the present
method to LEED with a large unit cell, the case of a
W( 110) surface covered with one monolayer of Gd is con-
sidered in Fig. 10. Various experimental LEED studies
of this structure have been reported in the past.'7-61 Fig.
10(a) shows the model (A) proposed by Tober et ni. •*
wherein the Gd overlayer forms a rectangular coincidence
lattice with (7 x 14) periodicity and with a mismatch of
0.6% area increase relative to bulk Gd(0001). The cal-
culated LEED pattern represented in Fig. 10(b) for this
model has been obtained from Eq*. (38) and (39) for an
electron beam diameter of 100 X and an energy of 102 eV.
The surface ha* been described by five W layers below
the Gd overlayer, so that 648 atoms are contained in the
surface unit cell, and 2516 atoms have been used in the
calculation to include the regions surrounding the surface
unit cell.. Some of the spots are clearly highlighted by the
envelope function, and in particular the six brighter spots
coming from the Gd overlayer. Six satellites around each
of them are clearly highlighted forming a <uiasi-six-fold
satellite pattern (Bee the white lino drawn to guide the
eye), in reasonable agreement with the experimental re-
sult shown in Fig. 10(e) (taken from Ref. [ 68]).

Since the spot pattern imposed by 5 for this model
is a rectangular one, leading to the emergence of spuri-
ous satellites not observed in the experiment, a differ-
ent model structure (model B) with a 1.8% overall area
reduction relative to Gd(0001) has been tried, as repre-
sented in Figs. 8(c)-(d). Two different domains are pos-
sible in this case. The corresponding LEED pattern av-
eraged over both domains is shown in Fig. S(d). This re-
sults in a somewhat poorer agreement with experimental
observations" [Fig. 10(e)] and demonstrates the power
of such simulations to assist in structural studies.

in summary, the present method allows calculating
LEED patterns for complex structure* using targe clus-
ters of up to several thousand atoms, which are now be-
yond practical reach of currently available Uyer-by-layer
methods of LEED simulation.

VII. CONCLUSIONS

A new method for the simulation of electron diffrac-
tion in atomic dusters (EDAC) ha* been introduced.
The computation time has been shown to behave like
Af*((mlt + I ) s , where N is the number of atom* and ( „ .
is the maximum angular momentum quantum number.
Actual calculations using above 1000 atoms have been
presented. This is made possible via a convenient sep-
aration of the exact free-electron Green functions into
rotation matrices and propagators along the t axis.

The resulting GO AC code relies on the iterative solu-
tion of the multiple scattering (MS) secular equation, for
which various iteration techniques have been compared.
In particular, the recursion method has been shown to
prevent divergences and to result in faster convergence
as compared with the direct MS approach. A modified
recursion method has been introduced in order to be able
to quickly obtain angular distribution* of scattered or
emitted electrons from a single MS calculation (tee Sec,
III A.

The computational effort in EDAC is not very sensitive
to the detailed form of the atomic scattering t—matrices
(e.g., diagonal vs non-diagonal), and it therefore consti-
tutes a good platform for including the effects of non-
spherical atoms in MS. Further research in this direction
is in progress. **

Examples, of application of EDAC to PD have been
given for Cu( l l l ) , O/W(110), and Xe adsorbed near
steps of a P l ( lU) surface. The present cluster approach
is particularly suitable lot these cases due to the tack
of translation^ symmetry. Also, PD from a C-C dimer
has been shown to lead to divergences in the MS expan-
sion (even «l a relatively large electron energy of 850
eV), which are easily prevented by using the recursion
method.

Electron elastic scattering on Ceo molecules has also
been discussed, and MS has been shown to result in im-
proved agreement with experiment as compared to single
scattering.

Finally, a formalism for studying LEED within the
cluster approach has been presented and applied co
LEED from large-unit-cell surfaces. In particular, the
relative intensity of the different LEED spots observed
experimentally for the Si(l U)-(7 x7) are well reproduced
by this theory. Also, two different models for the sur-
face structure of one monolayer of Gd on W{110) have
been considered, and the resulting LEED patterns have
been discussed in the light of the available experimen-
tal results. The formalism can also be applied to a wide
variety of non-periodic surface structures, including bee
molecules.
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FIG. 1. Minimum criteria for convergence on cluster nze
and • w p J " momenta in multiple scattering calculations
(solid curve) and relative speeds of the present E D A C
method versus the second-order Rehr-Albers (R-A) separa-
ble representation (broken curve). Criteria are expressed in
terms of the number of atoms N as a function of the maxi-
mum angulai^momentum quantum number ffmnt. The value
of N for which convergence is achieved (solid curve) is es-
timated as the number of atoms contained within a sphere
of radius equal to 1.6 times the universal inelastic mean fire
path, At, " - • — " u an average nearest-neighbor separation of
2.5 A. Xi depends upon the electron momentum k, which is
in turn related to <••> via' ' « > = *rm t for a typical muffin-tin
radius of r w = X.tX. The number of complex multiplications
needed per iteration is (lO/3)N'(tmu, + 1)' in EDAC and
36N* in R-A, and therefore, EDAC requires a shorter com-
putation time as compared with R-A when N > 0.1((Q1.,+l)*
(white area above the broken curve) if all scattering paths are
accounted for.

FIG. % Cl» photoemistion intensity in a duster formed
by two carbon atoms separated by 1.4 A as a function of it-
eration step. The incoming light is linearly polamed with
the polvfaation vector parallel to the interatomic axis,. The
emission ocean in (be forward scattering direction (see inset).
The electron energy is 850 eV. Results obtained from differ-
ent iteration methods are compared: the recursion method
of this work (solid circles), which converges rapidly to the
exact nsult derived via giant-natrix inversion (GMI); the di-
rect Jacob! iteration (open circles), for which the number of
iteration steps equals the scattering order; and the simulta-
neous relaxation (SR) method41'4' for various values of the
relaxation parameter i) (thin broken curves). The intensity
has been normalised to that of the isolated C atom.
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FIG. 3. (a): Schematic representation of the cluster used
in pliotoelectron diffraction calculations. Only atoms whose
sum of distances to the emitter (darkest atom) and to the sur-
face is smaller than dm», are included in the calculation (gray
atoms). This criterion leads to a parabolic surface with the
focus coinciding with the emitter, (b): fl-factor (Eq. (34)]
variation with the number of atoms ,V for Cu2s photoemissian
from the third layer of a Cu(lll) surface. Azimuthal scam
have been considered with a polar angle of emission of 35*, a
phoCoelectron energy or 100 eV, and p-polarized light under
normal incidence conditions, as shown schematically in the
lower left corner of the figure. The inset shows the intensity
as a function of azimuthal angle for various cluster silo, at
indicated by labels, normalized to that of the direct emission
without inelastic attenuation.

FIG. 4. (a): fl-factor variation with scattering order for
atimuthal seam of W4f photoemisston from a W(l 10) sur-
face covered with one monolayer of (1 x 1) 0 . " The emit-
ter is taken to be in the third W layer, the photoelectron B
emitted with an energy of 250 eV and polar angle of 46",
and the incident light is circularly polarized and coming per-
pendicular lo the surface (see inget). The cluster consists of
JV = 65 atoms [dm., = 1 nm; see Fig. 3(a)]. Results de-
rived from the recursion method (solid curve* and circles) are
compared with those obtained using direct Jacob) iteration
(broken curves and open circles). Thick and thin curves show
Jt~factor values tecording to the definitions of Eqs. (34) and
(35), respectively (Le., the relative value of the average devi-
ation and the maximum deviation, respectively), (b): Same
as (a) for JV = 189 atoms [<*„,„ = 1.4 nm; tee Fig. 3(a)]. (c):
R—factor variation with l B U under the same conditions as
in (a) for <f_u = 1.2 nm (solid curve and solid circles). The
variation of the A factor for the atomic scattering amplitude
as defined by Ed. (36) is shown by the broken curve and open
dreles. Also shown is the expected («,.„ value based on the
simple criterion of lmtt = krml.

FIG. 6. Azimuthal dependence or the photoemission inten-
sity from s levels of a row of Xe atoms adsorbed near a step
in a Pt(lll) surface. Top part: the Xe alom is on the lower
terrace at the step edge. Bottom part: the Xe atom is on the
upper terrace. In nil cases, the Xe atoms are located in Ft
continuation sites. (See the schematic representations on the
right hand side.) The photoelectron kinetic energy is 60 eV.
The electron take-ofT angle is 30'. The light is unpolarized
and incident perpendicular to the terraces.

FIG. 7. (a): Scattering probability of 809-eV electrons
from CM molecules as a function of scattering angle. Ex-
perimental results (circles) taken from Ref. [64] are compared
with (ingle-scattering (broken curve) and multiple-scattering
(solid curve) calculations. An average over molecular orien-
tations has been performed, (b): Scattering probability of
100-eV electrons from Cto molecule) as a function of scat-
tering angle calculated for various iteration steps (see labels)
using the recursion method (solid curves) and direct Jacob]
iteration (broken curves).

FIG. 8. Calculation of the LEED pattern of the
Si(lll)-(7 x 7) surface for SO-eV electrons coming along
the surface normal. The surface structure factor S13 (up-
per-left figure) has been obtained for the symmetry of the
Si(l 11)-(7 x 7) surface and for a beam diameter of 100 A. The
envelope function / (lower-left figure, in logarithmic scale),
which contains all the information about the atomic positions
within a given surface unit cell as well as near-neighbor scat-
tering, stands for the angular distribution of scattered elec-
trons assuming that the first atomic scattering event occurs
within the selected unit cell. The full LEED pattern (right
figure, in linear scale) is obtained as the direct product of the
structure factor and the envelope function (Eq. (38)]. The
axis labels represent the components of the electron momen-
tum parallel to the surface.

FIG. 5. W4f photoemission intensity as a function of
the polar direction of emission for a W(110) surface
covered with one monolayer of (1 x 1) O and illumi-
nated with lefl-drcularly-polarisexl light." Represented is
['(#,?) - M*))/'»(*), where M«) " the average oT the in-
tensity over anunithal angles. The pbotoeleetnm energy is
350 eV. The emission takes place from the top-most (ox-
ide) W layer. Dark regions correspond to high intensity.
(a): EDAC calculation for a cluster consisting of K = 393
atoms (<£„,! = IftA). The position of the oxygen is shown
schematically ia the inset. The average over the two sym-
metry-equivalent positions of the oxygen has been performed.
The direction of normal emission corresponds to the center of
the figure, and the polar angle * is proportional to the distance
to that point (the range actually plotted is 46' < # < 63.5*).
(b): Experimental results taken from Ref. [59].

FIG. 9. Comparison of observed (upper figures, from Ref.
[06]) and calculated (lower figures) LEED patterns for the
Si( l l lH7 x 7) surface using two different electron energies:
50 eV (left) and 75 eV (right). Toe electron beam ia coming
perpendicular to the surface and it has a diameter of 100
X. The axis labels represent the components of the electron
momentum parallel Co the surface. Some white lines have
been drawn to guide the eye.
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FIG. 10. (a)-(d): Calculated LEED patterns lore W(110)
surface covered with one monolayer of Gd. The electron en-
ergy is 102 cV. TLie electron beam is coming along tlie surface
normal and its diameter is 100 A. (a): Schematic represen-
tation of model A for the structure with W (solid circles) and
Gd (open circles) shown, leading to a large Moire structure,
(b): LEED intensity Tor model A. (c)-(d): Same as (a)-(bj
for model B M shown in (c). The average over the geometry
depicted in (c) and its mirror reflection with respect to the
W[001] direction haa been performed in (it), (f): Experimen-
tal remit, taken from Ref. [68). The axis label* represent OK
componentj of the electron momentum parallel to the mr-
face. Some white linei have been dnwu on the LBED image*
to guide the eye.
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Angle-resolved ultraviolet photoelectron spectroscopy (ARUPS) data ue usually measured spectrum
by spectrum at various emitsiori ancles or photon energies in order to observe the dispersion of energy
bands in solids and on their surfaces. In these lecture notes an alternative experimental procedure is
described which yields a direct mapping of constant energy turfaces within the band structure, and
specifically of the Fermi surface, Thil approach appears very promising, in particular when applied to
magnetic systems and systems with narrow bands. Fermi surfaces of surface states are seen in direct
relation to the underlying bulk Fermi surface.

1. Introduct ion

The shape and volume of the Fermi surface of a
metal are intimately related to many of its physical
properties.1 It is therefore not surprising that same
of the first precise measurements of the electronic
structure of metals were carried out tt their Fermi
surfaces using the de-Haaa-van-Aiphen (dHvA) and
related effect! where the oscillatory behavior of
aome physical property, such as the magnetic sus-
ceptibility, is recorded as a function of the applied
magnetic field. Extremal orbits on the Fermi surface
within the plane perpendicular to the magnetic field
direction are determined very accurately, and by
combining the information on such orbits for many
field orientations the whole Fermi surface can be
reconstructed. Other Fermi (urface probes have
been developed since, using for example Compton
scattering1 or positron annihilation.3 While these
other techniques put much leu stringent require-
ments on sample quality and temperature, they
offer relatively limited resolution in k space. All
these methods are volume-sensitive probes and pro-
vide no surface-related information.

In the meantime, angle-resolved ultraviolet phc-
toelectron spectroscopy (ARUPS) has been deve-
loped into a powerful tool for studying occupied
electronic bands also further away from the Fermi
energy, providing both volume- and surface-Bensttive
information.4 Early on, Fermi surface data from
dHvA experiments were used for calibrating the ab-
solute k locations of certain bands crossing the
Fermi level. This calibration was found necessary
as the photoelectron carries direct information on
kp, the k component parallel to the surface, while
its normal component k x is affected by the surface
potential energy step, by details of the find state
dispersion relation £(k), and by the smearing as-
sociated with the short photoelectron escape depth.'
On the other hand, it was soon realized that this
technique provided access to the complete band
structure, including the Fermi surface, of two-
dimensional (2D) systems, including surface states,
where kg is the relevant quantum number. These
tatter experiments locate Fermi level crossings of
energy bands in measured angle-resolved energy
spectra in order to trace Fermi surface contours.1

392 J. OstcrwuUtr

Alternatively, a few groups have recently begun
to map Fermi surfaces by measuring intensities of
photoelectrons emitted from the Fermi edge as a
function of emission angles relative to the crystal
axes'"11 and thus as a function of k||. In principle,
the two experimental procedures for locating Fermi
surface contours are equivalent: at those k|j positions
where a band crosses the Fermi level, the photoemis-
sion intensity at the Fermi level rises sharply, con-
tributing to the measured contour in the intensity
map.

In this lecture this latter experimental technique
will be introduced. The important test case of
copper will be discussed, providing a simple and
intuitive connection between the measured 2D con-
tours and the well-known Fermi surface of 3D copper.
Recent measurements on ferromagnetic nickel will be
given and compared with Fermi surface data from
dHvA experiments. Applications to 2D systems
include high temperature superconductors, where
the relevant conduction electrons are quasi-2D, and
sp-derived surface states on Cu and Al surfaces.

Free Electron
Final States

2. Angle-Resolved Photoemission
The theory of angle-resolved photoemission has been
excellently reviewed by Hiifner.* We limit our dis-
cussion here to a few simple concepts that are nec-
essary in order to intuitively understand the Fermi
surface mapping experiments. For conceptual sim-
plicity we shall remain within the so-called three-step
model, which describes the photoemission process
as a sequence of (i) the photoexcitation of a band
electron into an empty band, (ii) the propagation
of this excited electron to the surface, and (iii) the
transmission of this electron through the surface into
the vacuum. We make the approximation of a free
electron final state to describe the photoexcited
electron within the solid, which often is a good
starting point for the interpretation of ARUPS data.

In the photoexcitation process (i), energy and
crystal momentum are conserved. For a given photon
energy hv and for an initial state with wave vector
ki and energy £j(k,), we thus have

(1)

'These lecture notes are baled on experimental results obtained at the Untversile de Fribouig in collaboration with
P. Aebi, R_ Fs*el and L. Schlapbach of the Inttitut dc Physique, Universite de Fribouig, and with T. J. Kreuti and
P. Schwaller of the Physik-Institut, tiniversital Zurich.

kf+G
Fig. 1. Illustration of a direct trauition (DT) from the Fermi surface of a. tolid. The butd ttructure E(k) {solid
curves) it given in the repeated zone scheme while the tr« electron 6n*l state parabola (dashed curve) is drawn in the
extended zone scheme. A Jong this particular direction of k there is a DT for the photon energy kvi and not for fiv?.
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For photon energies of the order of 20 eV the as-
sociated photon wave vector kj,, is not more than
a percent of typical Brillouin zone dimensions and
can thus be neglected in Eq. (2). The 3D reciprocal
lattice vector G is needed in order to provide the
momentum for the electron to escape from the crys-
tal. These conservation laws imply that the dom-
inant emission features appear as vertical or direct
transitions (DT's) within the band structure of a
solid, as is depicted in Fig. 1. If we now consider
transitions from the Fermi surface only, we must find
locations kjr, where a band crosses the Fermi en-
ergy EF, and which is separated vertically from some
empty band by the photon energy used in the exper-
iment. Figure 1 illustrates how such locations can
be conveniently found by viewing the initial state
band, and thus the Fermi surface, in the repeated
zone scheme and the free electron final state parabola
in the extended zone scheme. The figure also makes
dear that these conservation laws put rather strin-
gent conditions on k and that they can be fulfilled
only along a few directions for a given photon
energy. In order to provide an overview of where such
transitions are to be expected in reciprocal space,
Fig. 2 shows a planar section through k space
parallel to the (110) plane of the face-centered cubic
lattice of copper and containing the origin I \ Bril-
louin zones are indicated and the Fermi surface is
given in the repeated zone scheme. The large cir-
cles give the possible free electron wave vectors for
the final states associated with two different photon
energies, specifically He I (21.2 eV) and He II
(40.8 eV) radiation. According to Fig. 1 direct tran-
sitions occur at intersections of these spheres with
the Fermi surface. Since the free electron final state
sphere and the Fermi surface represent intersecting
hypersurfaces in 3D reciprocal space, we expect these
locations to be sets of continuous lines. Figure 3
illustrates such a set of lines as one should observe
for Fermi surface emission from a Cu(001) surface
using He 1 radiation. Within the (IlO) plane shown
in Fig. 2, there is no intersection as the final state
falls into the well-known necks associated with the
cone boundaries near equivalent L points. However,
for emission planes other than that a Fermi level
crossing should be observed, thus giving a rounded-
square-like Fermi contour, and so providing a direct
mapping of the Fermi surface.

[1101

[ill]

Fig. 2. High symmetry pluc perpendicular to tLe {110)
direction In tkt reciprocal lattice of copper. The solid
polygon! correapond to a lection through the bulk Bril-
louin tenet. Ftrmi nirbce Hctioni are given by dotted
curves. Luge drcles Indicate free electron final tutet
for He I u d He II radiation (21.2 eV u d 40.8 «V, re-
spectively). The orientation of three low index turfacat
b indicated:.

We neglect the scattering processes that the
excited electrons undergo while propagating to the
surface in step (ii). They affect essentially the tran-
sition intensities and widths u d not their positions.
On the other hand we have to consider the refraction
effects due to the surface potential energy step (iii).
For a given photon energy hv, the measured kinetic
energy JSJf. of the electrons emitted from the Fermi
level is given by

£2. = ko-#, (3)

where • is the work function of the sample. Inside
the solid the kinetic energy of the same electrons is
higher by an amount given by the inner potential
Vo, i.e. the average attractive potential due to the
Coulomb interaction with the ion cores and the other
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Fig. 3. 3D representation of the Fermi nirfue of copper,
displaying the n«k> at equivalent L pointi. The (olid
and duhed curves near the bottom indicate the section
measured at a photon energy of 21.2 »V.

valence electrons. We thus have

Assuming free electron dispersion relations in both
cases, i.e.

(5)

and considering the conservation of parallel momen-
tum, one arrives at the equivalent of Smell's law of
refraction (Fig. 4):

hv-i

Here, $m is the polar angle relative to the surface
normal under which the photoelectrona are detected
while S is the internal polar angle of the same elec-
trons prior to leaving the surface. Values for Vo and
$ can be found in the literature for many crystal
surfaces. By taking BjJJ, according to Eq. (3) and by
defining theelectron detection direction by the polar

Vacuum

Solid

Fig. 4. Refraction at the turfaee potential step: photo-
electrons have longer wave vectors inside the solid (larger
circle) than outside. For periodic surfaces k, is strictly
conserved.

angle *„ (Fig. 4) and the azimuthal angle <4m, one
can thus determine, within this simplified model, ab-
solute k positions inside the solid:

x (sin 0 cos 4 , . , sin 0 sin 6 , , cos 0), (7)

where 4>m is usually measured relative to some high
symmetry direction of the crystal.

These concepts can be readily transposed'to the
case of a 2D system. In this case the initial states
are denned by kg while we consider the same 3D free
electron final states. Since kg is conserved rigorously
and since the final state can pick up any amount of
kj. needed from the underlying crystal — there is
no quantization of kj, for a 2D system — the same
intuitive picture arises if the Fermi surface is viewed
as a prismatic hypenurface in 3D k space with the
2D Fermi surface u its base in the kg plane (Fig. 5).
Obviously, one can here map the entire Fermi surface
out to the refraction-corrected free electron sphere
using a single photon energy, while one obtains only
slices in the 3D case. However, using tunable syn-
chrotron radiation for excitation, such slices can be
measured for various sphere radii and the full Fermi
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Free-Electron
Final States

Surface
Normal

Fermi Surface

Fig. S. Condition for the occurrence of a direct tran-
sition in k ipice for a 2D tyrttm: the Fermi iurf*« it
Tepmented by a. prismatic hyjwsurfue in 3D k ip*«.
Free electron finU Hate* Art indictvted by the solid circle.

surface can in principle be constructed also for a 3D

crystal.

3. Exper imenta l Considerat ions

As outlined in the preceding section, mapping a
Fermi surface consists in finding all those k vectors
where direct transitions from the Fermi surface pro-
duce photoelectron intensities. In fact elastic and
quasielastic electron-electron, electron-phonon and
electron-defect scattering leads to non-k-conserving,
so-called nondirect transitions" that produce inten-
sities also away from the direct transitions, though
usually much weaker. For a fixed photon energy the
detected electron emission direction is swept over a
large part of the hemisphere above the surface while
the emission intensity at the Fermi level is monitored.
Two different experimental approaches have been fol-
lowed for this procedure. In the first Fermi surface
mapping experiment presented by Santoni tt a!.' a
display type analyzer14 was used for parallel detec-
tion of a large piece of solid angle. While this device
permit* a very efficient data collection with acquisi-
tion times of the order of a few minutes, it has certain
limitations due to angular distortions, low signal-
to-baclcground ratios, detector inhomogeneities, and
limited energy resolution by today's standards. The
first three points make a set of careful calibration
measurements necessary each time, which reduces
somewhat the efficiency of this approach.

Fig. 6. Sequential angle-scanning mode {or a mapping
of kn with a uniform sampling density by crystal rotation.
Scanning itaiU 4t paling eiaiuion angles and proceeds
in an aximutbal fashion up to the surface normal, cover-
ing several thousand angular settings.

More accurate measurements have been carried
out using a sequential data acquisition of one angle
at a time. In this case a highly optimized angle-
and energy-resolving electron detector can be used.
The setup used in the University of fcibourg la-
boratory, from which all the data presented in these
notes are taken, has a geometry in which this ana-
lyzer sits fixed In space while the sample is rotated so
as to cover all emission directions relative to the crys-
tal axes. The angle scanning is done by computer-
controlled stepping motors that drive both a polar
tilt axis and an azimuthal rotation of the sample
about its normal. A sequence of aiirouthal circles at
decreasing polar angles (Fig. 6) has proven very suc-
cessful, as each closing circle provides a consistency
test for experimental stability and reproducibility.15

A uniform sampling density in kf is achieved by
varying the polar step size with l/cos0m and by in-
creasing azimuthal steps with decreasing polar angle.
Typically more than 4000 angles are sampled and
mapped onto kg, with intensity values represented
in a linear gray scale, with acquisition times being
in the range of one to several hours. Even though
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surface cleanliness is a concern with such measur-
ing times, ultrahigh vacuum conditions in the low
10 '" mbar range have made it possible to study
reactive systems such as Na layers on Al surfaces.16

In this procedure the detection efficiency as well
as the angular and energy resolution are completely
uniform for the entire solid angle which is measured.
Resolutions of < 1" in angle and about 30 meV in en-
ergy are routinely achieved. The He discharge lamp
can be maintained at stable conditions to within 5%
for extended measuring times. Due to the low back-
ground intensities and the constant detection effi-
ciency, even weak features on the Fermi surface can
be observed.

One additional mode of operation could be to
keep the sample fixed in space and to sweep a small
angle-resolving analyzer across the emission hemi-
sphere. In fact, this measuring mode for intensity
mapping has been successfully applied to Auger
electron diffraction,17 and more recently also to
Fermi surface mapping.'3 There is one principal dif-
ference between the fixed crystal (which is present
also for the display type analyzer) and rotating
crystal approaches: in the first case the light in-
incidence is at a fixed angle relative to the crystal

Azimuthal
Rotation
Axis

Electron
Emission

.Direction

Fig. 7. Geometry c*f the experimental setup used for ail
data presented in this paper. Note that the photon inci-
dence direction is outside the plane swept by the surface
normal.

lattice, white in the second case it is at a fixed
angle relative to the electron emission direction.
In the latter case we expect the excitation matrix
element to be constant for equivalent initial and
final states, and the produced Fermi surface maps
should thus present the full symmetry of the surface
under study. As a matter of fact, if the light in-
cidence is outside the plane swept by the surface
normal (Fig. 7), mirror symmetries will be broken
due to light polarization effects, as we shall see below.
In the first case, with the light polarization residing
fixed inside the crystal, very strong asymmetries are
seen in the resulting images.11 These asymmetries
can provide information on the orbital character
of the states on the Fermi surface, but they can
also obscure its shape in unfavorable cases. Quite
generally it can be said that any feature containing
well-defined contours, regardless of their intensities,
provides information on the location and shape of
the Fermi surface. Caution is indicated if the used
excitation radiation is not "clean,' i.e. if weak satel-
lites produce additional weak contours that are
associated with a different photon energy.

4 . Three-Dimens ional S y s t e m s

4.1. Copper as a test ease

The Fermi surface of Cu is maybe the best stud-
ied of all solids and its dimensions and shape are
well known from dHvA experiments1'" (see Fig. 3).
Also, from the point of view of the photoemission
experiment, Cu has the advantage of producing clean
and nonreconstructed low index surfaces after stan-
dard preparation techniques, which remain stable for
extended periods of time under ultrahigh vacuum
conditions.

In Figs. 8(a)-8(c) we present Fermi surface maps
from three differently oriented Cu surfaces, all taken
at a photon energy of 21.2 eV.a As expected, we
observe sets of well-defined, continuous lines for all
three cases. Figure 9 illustrates, for one azimuthal
trace of the measurement of Fig. S(b) (0m = 66°),
how these lines of high emission intensities are ac-
tually formed by direct transitions moving through
the Fermi level: the fast-dispersing sp band is oc-
cupied along the (112] azimuth of the Cu(l l l )
surface. Rotation away from this azimuth finds the
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Fig. 8. Fermi lurface map* ftom (») Cu(001), (b) Cu(lU) »nd (e) Cu(llO). The different .urfaM BriUouin tonei
(white linei) and hi|h iymmetr.v point! and dirKtiom *n indicated. Normal emotion it »t the center of each figuie.
(d)-(f) Calculated JMtioni through the bulk Fermi turfact nring a free electron final itati (tee l*xl). The daihed line!
represent the pluie ihow-n in Fig. 2.
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0 1 2
Binding Energy (eV)

Fig. 9. He I excited energy ipectra from Cu(lll) at a
polar angle of 66*. Azimuthd u g l a around the [112]
direction are indicated. Verticil linej limit the energy
window applied to the angle icani of Fig. 8.

transition moving towards Ep, where it crosses
at some azimuthal angle. If the DT peak in the
energy spectrum were infinitely sharp, this crossing
would produce an equally sharp intensity rise at
the crossing angles. As can be wen in Fig. 9, the
energy peaks are by no means sharp delta functions
but they are broadened, in this case by limited angle
and energy resolution, or intrinsically by electron-
phoDon, electron-defect and electron-electron scat-
tering.19'0 Consequently, the Fermi level crossings
will have some width as a function of the emission
angle and thus in It space. It is clear that experi-
mental energy and angular resolution are intimately
interconnected by the band structure E(k).

Now that we have seen the formation of Fermi
contours, we have to establish the precision and relia-
bility with which the real Fermi surface is represented
by these contours when using free electron final states
for data interpretation. For to this purpose we give

in Figs. 8(d)-8(f) the results of a theoretical calcu-
lation for these contours. A Fermi surface of Cu was
calculated using the layer Komnga-Kohn-Rostocker
(LKKR) formalism, which is in good agreement with
dHvA data. This Fermi surface was then intersected
with the free electron final state sphere [the dashed
lines indicate the (IlO) plane of Fig. 2], which had
previously been corrected for refraction effects
(Fig. 4} in order to give a one-to-one comparison
with the measured contours, tn doing so, a value
of 13.5 eV was taken for Vo " and 4.7 eV for *.
The agreement found in Fig. 8 for the main contours
puts in evidence that this is a viable technique to
obtain reliable Fermi surface information and that
the free electron final state approximation is a very
good starting point for accurate 3D k space map-
ping. It further appears thai k i is relatively well
defined, otherwise the contours should be much
more smeared out.

As mentioned earlier, photon polarization effects
manifest themselves, for the given experimental
configuration of Fig. 7, as asymmetries in contour
intensities for k points that are otherwise related
to each other by mirror symmetry operations. This
phenomenon can be seen, for example in' the data
from the (111) surface [Fig. 8(b)], where the mea-
surement touches the L-point necks at three places.
Each time the intensity on the clockwise side of
the neck is significantly weaker than it is on the
counterclockwise side. Although the experiment
has been carried out with unpotarized radiation,
the oblique orientation of the photon incidence
direction nevertheless means a tilt of the polari-
tition plane with respect to the scattering plane,
defined by the photoelectron emission direction and
the surface normal. Clockwise rotation then moves
the states near the neck further away from the
polarization plane while the opposite sense moves
them closer. Similar mirror-symmetry-breaking ef-
fects have been observed in core level photoelectron
diffraction and Auger electron diffraction experi-
ments."

Besides the main contours seen both in experi-
ment and in theory, the measured images show
additional structure. Most prominently, there U a
very bright small ring at the center of the surface
Brillouin zone of the Cu(lH) surface [Fig. 6(b)],
which is absent in the calculations [Fig. 8(e)j.
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Fig. 10. Sune as Fig. 8 but for excitation with He II tadiation (40.8 eV).
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W (b)

FIE- 11. (a) Room temperature Fermi surface map from Ni(110)r excited with He I radiation and using an energy
window of 30 meV centered at the Fermi energy, (b) Same as (a), but Tor a temperature of 700 K, which it above the
critical temperature (631 K) of ferromagnetic nickel. Several features are marked bv capital letters in order to facilitate
their discussion.

This feature cut be identified with the well-known
Shockley type surface state.*3 It does not appear in
the calculation which baa been carried out consider-
ing bulk Bloch states only. Similar but much weaker
surface state features are found near the Y point on
the Cu(110) surface (see below). Additional struc-
ture can be found in the background region between
the main contours. Some of this must be due to
satellite contributions to the unmonochromatized
He I radiation, others due to nondirect transitions.
In fact a small step at EF can be seen for all angles
in Fig. 9, also away from the Fermi level crossings
of thesp band.

In Figs. 10(a)-10(c) we give a similar presentation
of measured FS contours from the same Cu surfaces,
measured at a higher photon energy of 40.8 eV (He
II). The corresponding final state sphere has been
indicated in Fig. 2, and we give in Figs. 10(d)-lD(f)
again the calculated contours from intersecting it
with the Fermi surface. Again, excellent agreement
is found. A wider region in k space is accessible at
this energy. Quite remarkably, in the Cu(110) mea-
surement the final state sphere touches the Fermi
surface in normal emission, producing an extended
circular region of higher intensity, modulated by
matrix element effects.

4.2. Nickel, a magnetic cate

While the Fermi surface of Cu has been perfectly
accessible with other techniques, Ni presents an
interesting case where strong temperature effects
are expected on the Fermi surface due to the phase
transition from an itinerant ferromagnetic state
below a critical temperature of Tc = 631 K to a
paramagnetic state at higher temperatures. Clearly,
dHvA or related experiments cannot be applied in
this elevated temperature range as all scattering
rites become prohibitively high. In such a situation,
photoemission can play an important role in provid-
ing unique high resolution Fermi surface information.

A section through the room temperature Fermi
surface of Ni, as viewed through the (110) surface
analogous to the situation shown in Pig. 2, is given
in Fig. l l( i) .3 < Various pieces of Fermi surface are
contained in this section. We illustrate two differ-
ent procedures that can be applied to analyze sucli
raw photoemission data when dealing with a less
well-known Fermi surface, as is the case here. First
we compare the experimental contours, like in the
copper case, to calculated Fermi surface contours,
now obtained using the spin polarized LKKR for-
malism In this case, Ni is in a ferromagnetic
state and we have to consider the two spin systems
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separately. The majority spin or spin-up system
will have a Fermi surface composed of essentially sp-
like states, because the d shell is filled for electrons

1.04

-1.0 -0.5 0.0 0.5
kM(a.u.-i)

Fig. 12. Calculated inction through the bulk Fermi IUI-
faee of ferromagnetic nickel uting ibe ipin-polariKd
LKKR icheme for the initial itue u d a free electron
final lUte. Majority ipini are given in blue, minority
ipinf in red. Overlapping regioni appear in black.

with their spins aligned parallel to the sample mag-
netization. This part of the Fermi surface is indi-
cated by blue contours in Fig. 12. The minority spin
electrons contribute the red contours. Black regions
correspond to k locations where the two Fermi sur-
faces overlap. Comparing now Figs. l l(a) and 12
we find an excellent agreement as to the positions of,
Fermi contours, thus providing us with a means for
spin assignment of the measured features. Even the
fine splitting of minority-arid majority-related con-
tours tabled EJ and Ej in Fig. 12, which are of sp-
like origin as a band structure calculation" tells us,
can be clearly seen in the experimental data (fea-
ture C). This splitting becomes much more apparent
in a section through these data along the [IlO] az-
imuth (Fig. 13(»)]: two Intensity maxima are well
separated with angular positions of 54.5° and 49.5*.
The strong arc-shaped feature B is of minority d-like
origin, white for feature A no clear spin assignment
can be given from this comparison.

An alternative method for analyzing this sort
of data is to compare quantitatively some Fermi
surface locations to existing low temperature dHvA
measurements.39 In order to do this, it is useful to

|110J

0 10 20 30 40 50 60 70
Polar Angle 8 m (degrees)

Fig. 13. (a) Polar wction through the room temperature
Fermi lurface map o( Fig. ll(a) along the |I(0) •limuth.
(b) Same u (a) but (or a temperature of TOO K.

Fig. M. 3D view of the Fermi lurfact map of
Fig. ll(a) after projection inlD the fint Brillouin zone.
Note the reverted: order in which the contourt appear
when moving from the tone center toward* the bound-
aries u compared to Fig. ll(a).
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Fig. 15. Fermi turface crosi nctioni of Ni in the (001)
plane obtained from de-Haw-van-Alphen experiments
(open lymbolj, from Ref. 36) compared to the data ex-
tracted from Fig. 14 (filled ellipie.).

project the measured Fermi surface sections, which
intersect the final state sphere in the second Brillouin
zone (Fig. 2), into the first zone. The procedure is
as follows. Using Eqs. (6) and (7) for each intensity
measurement I{Bm,ipm) the corresponding k point
inside the solid is calculated. The nearest reciprocal
lattice vector G is then determined and subsequently
subtracted from this k point, translating it into the
first Brillouin zone. Figure 14 shows the image pro-
duced that way in the first zone. The measured data
set now lies on a series of four spherical sectors, each
sphere centered at some reciprocal lattice vector. As
before, intensities are given in a linear gray scale,
producing bright contours where the measurement
surface intersects the Fermi surface. Figure 15 gives
a section through this plot, showing one irreducible
part of the Brillouin tone in the (001) plane. The
measurement surface is indicated by the dashed cir-
cular line, and Fermi surface intersection) by black
ovals. The dHvA data" are given by open symbols.
We find rather good, though not fully quantitative,
agreement between the two techniques. Small devia-
tions may arise due to the use of the free electron final
state model, or maybe just because the two measure1

meuts were carried out at different temperatures. In
any case this indicates the sort of accuracy that can
be expected from these experiments given this simple
level of interpretation.

Apart from these possible systematic deviations
due to this final state approximation, we shall discuss
the question of k space resolution. The measured

Fermi surface locations are given by black ovals
of a size that represents the angular width of the
corresponding contour in the measurement. As can
be seen from Fig. 13, the two sp band transitions
are significantly sharper than the minority d band
transition (2J). This difference may be attributed
to the more grazing emission angles of the first two
transitions. As mentioned earlier, there is some
smearing-out associated with kj. and essentially
none with k(. Consequently, the more weight ku

has at a particular measuring angle, the better that
particular k point is defined. This means that differ-
ent sections of a Fermi surface can be measured with
varying precision, depending on the crystal face of
the solid one chooses for the photoeroission exper-
iment. One should also not forget that the group
velocities of the initial state bands will play a role
in the measaured contour width. For a flat band like
the minority d band a certain energy spread in the
detector window will cause a larger k smearing than
for the steeper sp band.19

We now discuss the changes in the Fermi sur-
face contours as the temperature is raised slightly
above the critical point. Without entering much
into the ongoing debate about the behavior of the
exchange splitting between the two spin subbands,
the intensity-versus-angle sections given in Fig. 13
show that the minority and majority contours as-
sociated with sp band emission coalesce near the
critical temperature but remain otherwise as a
well-defined feature in the Fermi contour plot of
Fig. l l(b). The minority d band-related features A
and B appear to merge, forming a rather extended
region of high intensity in between them. There
are two physical explanations for the occurrence
of such bright regions. A first one we have en-
countered in the He tl excited data from Cn(I10)
[Figs. 2, 10(c). 10(0): when the measuring sphere
touches the Fermi surface giandngly, the direct
transition condition is fulfilled for many k loca-
tions in an extended region. A similar situation
can arise in cases where there is a very flat band,
and thus a high density of states very near to the
Fermi energy. It is not clear which of these two
mechanisms is involved in the present case. Closer
inspection of this region indicates, however, that
some parts of the room temperature Fermi surface
remain visible (feature A'), indicating at least partly
the coexistence of spin-polarized and paramagnetic
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Fig. 16. (a) Fermi surface mapping of BijSr3CiCuiOi+((001) uting an energy window of 30 meV, centered at Et. A
logarithmic intensity scale is used for fray level* in order to enhance weaker features, (b) Outline of (a), emphasising
the fine lines observed in the measurement and distinguishing between the stronger (thick lines) and weaker (dashed
lines) sets of contours, (c) This drawing shows how these lines have the symmetry of a c(2 X 2) superstructure. <d) For
comparison, the calculated Fermi surface for this compound from Hef. 29.

bands in these Fermi surface contours above Tt. The
significance of tbe kind of data presented here is
that the information is on tbe Fermi surface directly,
which should be closely linked with the driving force
for the magnetic phase transition. In conjunction
with theoretical models describing the temperature-
dependent evolution of the band structure, these
data should serve as an important benchmark, in
addition to providing some intuitive idea as to

the behavior of the various bands over an extended
region in k space.

5. Two-Dimensional Systems

6.1. J9t35r3CaCua0a+< high
temperature superconductor

Before addressing truly surface-related Fermi sur-
face contours, we give a brief description of our
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experiments on cuprate high temperature super-
conductors*1" which represent quasi-2D systems as
far as the relevant electronic bands near the Fermi
surface are concerned. Bi)SrjCaCujO,+< crystals
have a layered structure of alternating metal oxide
planes.3* They cieave nicely between two Van-der-
Waals-bonded Bi-0 planes. The bands forming the
Fermi surface are constituted by states that are
located on the two Cu-0 planes separated by Ca
atoms, and they are known to be essentially two-
dimensional.3*

Fermi surface contours have been constructed
by Dessau tt a'.10 by tracing, for various azimuthal
directions ^ m ( kfl locations where a dispersing peak
crosses the Fermi level. This procedure relies on a
detailed line shape analysis of the spectra near Er-
in these strongly correlated systems where the pho-
toemission signal is composed of a dispersing quasi-
particle peak and a large incoherent background,
finding tbe exact crossing point is no simple task.
We have therefore conducted Fermi surface mapping
experiments on such samples. Complementary to
the experiments by Dessau tt at.,M this approach
relies on the measurement of the absolute intensities
at Er, a quantity which is not exploited in their ap-
proach. Figure 16(a) shows the resulting intensity
map. In order to enhance weaker features, intensi-
ties are here translated logarithmically into gray
levels. Well-defined continuous lines are observed,
with some minor bat significant deviations from the
result of Dessau et al. A Fermi surface calculation2*
for this same material [Fig. 16(d)| agrees very well
with tbe most prominent subset of contours seen
in the data. Specifically, the general shape of the
Fermi surface is well reproduced in the calculation,
and the position of the Fermi wave vector along the
TX direction is quite accurate. On the other hand,
the small circular contour halfway between T and
Z, which the calculation attributes to hole pockets
associated with the Bi-O planes, is not seen in the
data. Whether it is not present in the bulk elec-
tronic structure of BijSriCaCujO,+j, or whether
it is solely absent in the surface layer Bi -0 plane,
cannot be resolved by this experiment. The first bulk
like Bi-0 plane is buried about 13 A below the sur-
face and hardly contributes to the measured photo-
emission intensities. Moreover, in the calculation
two Cu-0 bands contribute to the Fermi surface,
leading to the split contours, especially around the

Z point. Experimentally we find that the measured
contours have a full width at hair maximum in ka of
the order of 0.1 A"1, which is just about the maxi-
mum separation of the two bands at the Fermi level
and which can thus hardly be resolved. We are here
not limited by the angular or energy resolution of the
experiment but by the intrinsic width of the features.

In addition to these strong Fermi surface con-
tours, we observed additional features, some of which
are due to a c(2 x 2) superstructure on the Fermi
surface* [dashed lines in Fig. 16{c)] and others due
to the quasi-(5 x 1) incommensurate lattice modula-
tion27 which is a structural peculiarity of these Bi
cuprates. The observation of such superstructures
may be important in understanding the normal state
electronic structure of these materials and will not
be discussed at this place. We emphasize, however,
that these features had not been seen experimentally
before, and that the visualization of photoemission
intensities in this 2D fashion greatly enhances the
sensitivity to weak extra features.

5.2. sp surface states on Cuflll)
and Cu(tlO)

In the discussion of the Cu bulk Fermi surface map-
ping we have already pointed out that a surface state
appears at the center of the surface Brillouin zone on
the (111) surface {Fig. 8(b)]. In Fig. 17(a) we give a
higher resolution map of this surface state, displaying
clearly the free-electroo-like circular shape. A polar
section through these data shows the high signal-to-
background ratio and the width of the surface Fermi
surface contour, which is less than 3* full width at
half maximum. The existence of this surface state
is closely related to tbe gap in the surface-projected
band structure associated with the necks around the
L points. Similar gaps in k|| exist on the (110) sur-
face, and & surface state has also been observed
here.31 Figure 17(c) gives a nice view of how this
surface state, also rather circular in shape, is situated
relative to the bulk Fermi surface contours. If one
considers the projected band structure more closely,
one finds that this state has already moved out of the
projected band gap by the time it reaches the Fermi
energy,31 i t least along the I T direction. Strictly
speaking, the circular Fermi contours are thus asso-
ciated with a surface resonance rather than with a
true surface state. Translational symmetry within
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Fig. IT. (a) High resolution map (more thin 2000 angular settings) ot Fermi level intauities near the center of the
surface Brilhwin zone of Cu(l 11). showing the Shoekley surface I U U . (b) Two polu tectioiu through theK data (open
and dosed circlet) spaced by ISO' in uimuth. (c) Fermi surface n»p Irom Cu(UD) indicating the surface state centered
at the Y point, (d) Sectioiu through the data of (c) along the azimuths indicated by black arrows.

the (110) surface demands that this circle be centered
precisely on the gone boundary. From this condition
we can verify independently the accuracy of our fc
space mapping procedure. We know the exact loca-
tion of the Y point relative to the T point, the dis-
tance being 1 7 = ir/oo = 0.87 A"1 (a,, = 3.61 A).
From Bqs. (3) and (5) we obtain the relation

k, = \i/2m{hv - *) sin6n = IT. (8)

Taking the well-established work function value of
4.48 eV for Cu{]10) obtained from photoemission

cutoff measurements," we arrive at a polar angle
Ot8n = 24.5° for 7. Figure 17{d) providiog a po-
lar section along the TV direction, indicates that we
ovserve the center of the surface state at a slightly
smaller polar angle of 22±1°.

5.3. tp iurfa.ee state on Al(OOl)

A similar sp-derived surface state has been observed
on Al(001)." In this case the maximum binding
energy Is 2.75 eV, while it was only 0.4 eV in the
case of the Cu sp surface states. Its Fermi surface

Fi{. IS. Serin of energy ipectr* from clean Al(OOl), .
representing polar icana along the [100] azimuth (FA?)
and the [110] azimuth (17) . The pruentation is in a
linear pay Kale with low inleniitiea in black and high
inteiuittei in white. Surface and bulk transitions ire
indicated.

will therefore cover a much larger area in k|, and
it should be interesting to see hew it interacts with
various bulk bands. Figure IS shows the highly
parabolic dispersion of this state, which can be well
fitted with an effective mass of m* = 1.18m,, in ex-
cellent agreement with earlier data.33'31 This pbt
represents a series of spectra measured on a dense
grid of polar angles along the 1 7 and TM directions
which have been mapped onto k| according to

i jj,/2in(nti -EB- (9)

where Eg u the measured binding energy within
the spectra Intensities] are given in a linear gray
scale much like it is done In the Fermi surface maps,
providing a very direct representation of the disper-
sion." Even though emission from the surface state
becomes rather weak away from the T point, this sort
of plot permits a clear tracing of the dispersion and
of the Fermi level crossing which occurs at 0.60 in
units of 2ir/ag,

A Fermi surface map is given In Fig. 19, measured
with He I radiation, while the Fermi contours are
here much more complex than in Cu, an intuitive un-
derstanding of all features is still possible within the
simple framework discussed earlier. Figure 20 gives a
schematic view of the situation in k space, along the
FA? direction, i.e. within the {100} plane. A sim-
plified free electron Fermi surface for Al is plotted
centered about four reciprocal lattice points which
are relevant to this geometry. We neglect here the

[100]

Fig. 19. Fermi surface map from clean AI(001). Several
features are emphasized by dathed curve* in one of the
four symmetry-equivalent places and marked by capital
letters. The boundary of the surface BitUouia zone jj
given at one place by the straight duhed line.

|iao|

Fig. 20. Section through the reciprocal lattice of Al par-
allel to the (010) plane, analogous to Fig. 2. The bulk
Brillouin zones are given by the polygons, and the ide-
alized free electron Fermi surface of Al is draw around
four reciprocal lattice points. The large circle represents
the final itates for He I excitation. The location of the
surface surface state is indicated by the hatched bars.



effects of the lattice potential on the Fermi surface,
since we just want to be able to give an assignment
to the various measured contours. Like in Fig. 2, &
free electron final state for excitation wilh He I ra-
diation is also given, which here reaches further out
due to the smaller Brillouin zone dimensions in Al
as compared to Cu. We can now immediately un-
derstand the large circular contour A in the data as
being due to the intersection with the Tooi-centered
Fermi sphere. The r,os spheres give rise to the
arc-shaped contours B, while the I'm spheres (not
shown in Fig. 20) produce the four symmetry-related
arcs C. Most of the observed contours are readily
accounted for in this simple picture. The surface
state appears as a weak circular contour D touching
the bulk bands in the TX directions. The corre-
sponding regions of kB are indicated in Fig. 20. This
figure suggests that the state might Actually be as-
sociated with a small gap at the W points and thus
be a true surface state even at the Fermi energy. In
other directions, especially along 1 7 , the k| values
would pass near the U points of the bulk Brillouin
zone where there is no gap at Ef. This contour D
comprises thus both true surface states and surface
resonances.

6. Conclus ions and Out look

The examples presented in these notes demonstrate
that this new approach to the photoemission exper-
iment provides a very powerful tool for mapping
Fermi surfaces directly. It can be applied to any
material that can be prepared in single crystalline
form of a few mm3 surface area and thickness down
to atomic monolayers. 3D and 2D systems can be
measured. Given the wide open parameter space
accessible by photoemission experiments (tempera-
ture, concentrations, film thickness, dimension (2D
— 3D), etc.) this technique should be particularly
useful for studying phase transitions and their inter-
relation with the Fermi surface."

While the positions oT the Fermi surface contours
are well explained within the simple free electron
final state model, there is now also a growing
understanding of the intensity variations along the
contours. A more sophisticated final state wave func-
tion is needed here, which takes into account the
angular momentum character of the photoelectron
wave and the elastic scattering within the surface
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region.1-3'31 Finally, the analysis of the widths of
sucli contours might be of considerable interest in
studying tow energy excitations in correlated sys-
tems. The analysis of line widths in energy spec-
tra has attracted a great deal of attention in this
context." Very recently we have shown that in
momentum space such tine widths can be extracted
more precisely due to a simple: line shape and a
better-defined background.3814" It should be men-
tioned that other constant energy surfaces below the
Fermi surface can be measured equally well, such
that all the studies discussed here can be extended
to higher binding energies.5''*1
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