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2 ‘ C. S. FADLEY

L. INTRODUCTION

X-ray photoelectron spectroscopy has by now become a widely-used
technique for studying the properties of atoms, molecules, solids, and surfaces.
The extent of development between the first experiments of this type by
Robinson and Rawlinson in 19141 and the present state of the art is indeed
great, with most of this growth occurring within the last 10-20 years under
the stimulation of pioneering studies begun in the early 1950s,2: 8 particularly
those carried out at Uppsala University.® From the first observations that
core photoelectron peak intensities could be used for quantitative analysis
by Steinhardt and co-workers? and that core electron binding energies
exhibited chemically-induced shifts by Siegbahn and co-workers,3 the number
of distinct physical and chemical effects noted has expanded considerably.

) Thus, together with numerous developments in interpretive theory, this
expansion has provided a rich panoply of information that can be derived by
analysing different aspects of an x-ray photoelectron spectrum. To be sure, a
greater understanding of the theoretical models underlying these phenomena
has not always led to results as directly interpretable in simple chemical or
physical terms as was initially imagined, but the overall scope of information
derivable is nonetheless large enough to be useful in a broad range of
disciplines. -

The number of publications involving x-ray photoelectron spectroscopy
(which is commonly referred to by one of the two acronyms XPS or ESCA=
electron spectroscopy for chemical analysis) is thus by now quite large, and
includes several prior reviews3, 410 and conference proceedings,!: 12 ag
well as other chapters in this series on specific problems or areas of appli-
cation.!3: 1¢ Thus, no comprehensive review of the literature will be attempted
here, but rather only a concise discussion of various basic experimental and
theoretical concepts, together with selected examples exhibiting different
effects. In certain more newly developed areas, or for subjects in which con-
fusion seems to exist in the literature, a somewhat more detailed treatment
will be made. The instrumentation and experimental data discussed will be
primarily restricted to that involving exciting radiation produced in a
standard type of x-ray tube, thus providing an operational definition of XPS.
Thus, photon energies of 2 100 eV will be considered, with principal emphasis
on the most common 1-2-1-5 keV range. The more recently initiated photo-
emission studies utilizing synchrotron radiations will thus not be included.
The theoretical models discussed may, on the other hand, often apply directly
to photoelectron emission experiments performed at lower photon energies
as, for example, in conventional ultraviolet photoelectron spectroscopy
(UPS) for which v is typically in the 5-40 eV range or in synchrotron studies.

Alternatively, the models utilized in XPS may represent some particular -
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limit that cannot be used at lower energies. Thus, at several points, com-
parisons between low-energy- and high-energy-photoemission experiments
will be made. ) o ' :

The fundamental experiment in photoelectron spectroscopy involves
exposing the specimen to be studied to ‘a flux of nearly monoenergetic
radiation with mean energy hv, and then observing the resultant emission of

photoelectrons, whose kinetic energies will be described most simply by the

photoelectric equation:
hv=EpV(k)+ Eictn ' | )
in which EpV(k) is the binding energy or ionization potential of the kth level

as referred to the vacuum level and Eyxin is the photoelectron kinetic energy.
(A more exact definition of binding energy, including a discussion of reference

levels, is presented in Section II.B.3.) In general, both Auger electrons and -

secondary electrons (usually resulting from inelastic scattering processes) will
also be emitted from the specimen, but it is generally possible to distinguish
these electrons from true photoelectrons by methods to be discussed later in
this ‘section. There are three fundamental properties characterizing each
emitted photoelectron: its kinetic energy, its directions of emission with
respect to the specimen and the exciting radiation, and, for certain rather
specialized experimental situations, the orientation of its spin. These three
properties thus give rise to three basic types of measurements that are possible
on the emitted electron flux. '

(1) The number distribution of photoelectrons with kinetic energy. This
measurement produces an electron spectrum or energy distribution curve
(EDC) and, of course, requires some sort of electron energy analyser or
spectrometer, of which several types are currently being utilized. In the
dispersive spectrometers most commonly used in XPS, electron spectra are
usually measured at fixed angles of electron emission (or over a small range of
emission angles) relative to both the photon source and the specimen.

(2) The distribution of photoelectron intensity with angle of emission. Such
angular-resolved measurements can be made relative to the photon propaga-
tion direction or to axes fixed with respect to the specimen. Generally, these
measurements require kinetic energy distribution determinations at each of
several angles of emission. '

(3) The spin polarization or spin distribution of the photoelectron intensity.

These measurements require a specimen that has somehow been magnetically
polarized, usually by an external field, so that more photoelectrons may be
emitted with one of the two possible spin orientations than with the other.
Then the relative numbers of spin-up and spin-down photoelectrons are

measured.’¢ Such spin polarization measurements have so far only been -

e
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4 ) C. S. FADLEY

made with ultraviolet radiation for excitation, and they will not be discussed
further here. _ :

The additional time and experimental complexity required for angular
distribution or spin polarization measurements have resulted in the fact that
most XPS studies up to the present time have involved only kinetic energy
distributions with a fixed geometry of the photon source, specimen, and
spectrometer. However, measurements of both types (2) and (3) seem fruitful
from several points of view, and angular-resolved XPS studies in particular
have grown in importance in recent years.1?

As an illustration of certain typical features observed in fixed-angle XPS

spectra, Fig. 1 shows data obtained from an aluminum specimen exposed

to monochromatized x-rays of 1487 eV energy. In Fig. 1(a), a broad-scan
spectrum of 1000 eV width is displayed, and various prominent photoelectron
peaks are labelled according to their level of origin from Ols to valence.
The oxygen KLL Auger structure is also partially visible at the low-kinetic-
energy end of the spectrum. The oxygen peaks arise from oxygen atoms
present in a surface oxide layer; the Cls peak is due to an outermost surface
layer of contaminants containing carbon. As is usually the case, the photo-
electron peaks are considerably narrower and simpler in structure than the
Auger peaks. Each electron peak exhibits to one degree or another an approxi-
mately constant background on its low-kinetic-energy side that is due to
inelastic scattering; that is, electrons arising via the primary photoemission
or Auger process that produces the sharp “no-loss” peak have been in-
elastically scattered in escaping from the specimen so as to appear in an
“inelastic tail” or energy-loss spectrum.!® Depending upon the types of
excitation possible within the specimen, the inelastic tails may exhibit pro-
nounced structure also, as is evident in the multiple peaks formed below the
Al2s and Al2p no-loss features (which are due to the excitation of collective

valence electron oscillations or plasmons!® in aluminium metal), as well as -

the single broad peak in the Ols inelastic tail (which is due to one-electron
excitations from the occupied to the unoccupied valence levels of aluminum
oxide). The inelastic tail below Cls is considerably weaker due to the relatively
thin layer of carbon-containing species present (approximately two atomic
layers); thus, for this sample, C1s photoelectrons could escape with a relatively
low probability of being inelastically scattered.

In Fig. 1(b), an expansion of the low-kinetic-energy region of the same
aluminum spectrum is shown, and several other features are more clearly
discernible. The plasmon loss structure is well resolved, and peaks associated
with the excitation of up to four plasmons are seen. A magnified view of the
rather low-intensity valence photoelectron region also shows complex spectral
structure associated primarily with the overlapping metal- and oxide-valence
levels. In general, XPS valence photoelectron intensities are approximately
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Fig. 1. Typical XPS spectra obtained from an oxidized aluminium specimen with a
carbonaceous contaminant overlayer. Monochromatized AlKe« radiation was used for
excitation. (a) Overall spectrum with all major no-loss features labelled. (b) Expanded-scale
spectrumn of the Al2s, Al2p, and valence regions. Chemically-shifted oxide- and metal-core
peaks are indicated, as well as inelastic loss peaks due to bulk plasmon creation.

an order of magnitude lower than those of the most intense core levels in a
given specimen, but they are nonetheless high enough to be accurately

measured and studied by using longer data acquisition times to improve’

stqtisticé. An additional and chemically very significant feature in Fig. 1(b)
is the splitting of the Al2s and Al2p photoelectron peaks into two components,
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6 C. S. FADLEY

one associated with oxide and one associated with metal. This splitting or
chemical shift is caused by the change in the aluminum chemical environment
between oxide and metal.

In analysing XPS spectra, it is important to be able to distinguish as well as
possible intensity resulting from Auger processes and inelastic scattering
events. An Auger peak can be identified by: (1) comparing the observed peak
energy with other experimental or theoretical Auger energies expected to be
associated with the atom or atoms present, and (2) changing the photon
energy by some amount A(hv) and then noting whether the peak shifts in
kinetic energy by A(fv) according to Eq. (1) (and thus is a photoelectron peak)
or remains fixed in kinetic energy (and thus has an Auger origin). Inelastic
loss structure is oftent not as easily discernible in complex photoelectron
spectra as for the examples shown in Fig. 1, but can be identified by: (1) look-
ing for nearly identical features at kinetic energies below different no-loss
peaks, as all high-energy electrons will be capable of the same excitations in
inelastic scattering (although perhaps with probabilities that show a weak
dependency on kinetic energy), and (2) comparing observed structure with
independently-determined energy-loss spectra for the specimen material.!8

A further very important point in connection with XPS studies of solid
specimens is that the probability of inelastic scattering during escape from
the sample is high- enough that the mean depth of emission of no-loss
electrons may be as small as a few atomic layers, and is never much larger
than approximately 10 atomic layers.2%: 21 Thus, any analysis based on these
no-loss peaks is inherently providing information about a very thin layer
near the specimen surface, and this is, for example, the reason why Ols
and Cls peaks due to thin surface overlayers are readily apparent in Fig. 1.
This surface sensitivity of XPS (or any form of electron spectroscopy) can
be exploited for studying various aspects of surface physics and chemistry,2?
but, on the other hand, must also be viewed as a potential source of error in
trying to derive the true bulk properties of a given specimen.

In the following sections, various aspects of x-ray photoelectron spectro-
scopy are treated in more detail. In Section II, the instrumentation and
experimental procedures required are reviewed. In Section IIJ, the theoretical

" description of the photoemission process is discussed in detail so as to provide
an accurate background for the consideration of various specific effects or
areas of application; the use of XPS for the study of valence levels in molecules
and solids is also considered. Section IV discusses chemical shifts of core-
electron binding energies and various models used for interpreting them.
Several effects primarily related to complexities in the final state of photo-
emission (namely relaxation phenomena, multiplet splittings, various many-
electron interactions, and vibrational broadenings) are considered in Section
V. In Section VI, various aspects of angular distribution measurements on
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solids are considered. Finally, Section VII summarizes the present state of the
technique and points out certain likely areas for future development.

II. EXPERIMENTAL CONSIDERATIONS

The basic components necessary for performing an XPS experiment
consist of a radiation source for excitation, the specimen to be studied, an
electron energy analyser, and some form of detection and control system.
Each of these four distinct aspects of the experimental system is considered
below. There are by now several commercial sources for complete XPS
spectrometer systems23-30 which represent various design approaches to each
of these components.

A. Radiation Sources

The standard x-ray tube consists of a heated-filament cathode from which
electrons are accelerated toward a suitable solid anode (usually water-cooled)
over a potential of the order of 5-20 kV. Holes formed in the inner levels of
the anode atoms by electron bombardment are then radiatively filled by
transitions from higher-lying levels, with the resultant emission of x-rays.
A thin, x-ray-transmitting window separates the excitation region from the
specimen in most tubes. In general, more than one relatively sharp x-ray line
will be emitted by any anode material, and the energy widths associated with
various lines can also vary considerably from line to line or from element to
element.?! An additional source of radiation from such a tube is a continuous
background of bremsstrahlung.3! The choice of an anode material and operat-
ing conditions is thus made so as to achieve the closest possible approximation
to a single, intense, monochromatic x-ray line. Various design geometries for
such x-ray tubes are discussed in the literature,3 4 31-36 with one obvious
choice being whether to hold the anode or cathode at ground potential.

The anode materials most commonly utilized in XPS studies are Mg and
Al, and, to a much lesser degree, Na and Si. Each of the members of this

. sequential series of second-row atoms gives rise to an x-ray spectrum that is

dominated by a very intense, unresolved, Koj—Kaus doublet resulting from
transitions of the type 2p,—1s and 2p;—ls, respectively. The first demons-
trations that such low-Z anodes could be utilized in XPS studies were by
Henke.?2 These were followed approximately five years later by higher
resolution applications by Siegbahn and co-workers.? The mean energies of
the x-rays produced in such sources are: NaKa;, o—1041-0 eV,3% MgKaxy, o—
—1253-6eV,37 AlKoy, o—1486-6 eV38 and SiKo, 3—1739-5eV.3% At these
x-ray energies, aluminium or beryllium windows of 10-30 um thickness are
sufficiently transmitting for use in separating the tube and specimen region.
Additional x-ray lines are also produced in such tubes, as indicated in Fig. 2
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8 C. S. FADLEY

for a magnesium anode3? (note the logarithmic scale). These consist of
satellites arising from 2p—1s transitions in atoms that are doubly-ionized (KL
in Fig. 2), triply-ionized (KL2), etc., and are denoted variously as Ka', Kas,
Kaa, ..., Kays. Kagand Koy are by far the most intense, and, in Mg and Al, they

occur at about 10 eV above the Kay, 2 peak and with intensities of approxi- -

mately 8% and 4% of Ka, », respectively. Photoelectron spectra obtained
with non-monochromatized sources of this type thus always exhibit a

characteristic double peak at kinetic energies ~10eV above the strong

‘05; L S Sy Y
3 K -k k& kP (kdt) s00

Mg &
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Fig. 2. The K x-ray emission spectrum of Mg metal as emitted by a non-monochromatized
x-ray source. The peaks indicated «, 2, ..., B correspond to various transitions into the
K =15 subshell. The dashed line is an average background and the solid line is the net
spectrum. Note the logarithmic intensity scale. The notation K corresponds to a single
initial 15 hole, KL to initial holes in both 1s and 2s or 2p, KL? to a single initial hole in 1s
and two initial holes in 2s, 2p, etc. (From Krause and Ferreira, ref. 37.)

Ko, 2 peaks. The Ka', Kas, ..., Kayg satellites are $19 of Kay, 2 in magni-
tude, and so, for most applications, can be neglected. An additional band of
K@ x-rays arises at energies approximately 45-50 eV above Kay, 2 and is
the result of valence—ls transitions; the K@ intensity is approximately
1% of Kai, 2 for Mg and AL37 Thus, to a first approximation, the x-ray
spectrum consists only of the very intense Kay, 2 x-ray and most work has
been based solely on an analysis of Kaj, e-produced photoelectron peaks.
However, in any study involving weak photoelectron peaks, or peaks
generated by Ka;, 2 which overlap with satellite-generated peaks due to other
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electronic levels, the non-monochromatic character of the x-ray source must
be taken into account. For such non-monochromatized x-ray sources, the
primary limiter of instrumental resolution is thus the natural linewidth of the
Kay, 2 line. As judged by the full width at half maximum intensity (FWHM),
this resolution limit is approximately 0-4 eV for NaKuy, 2,35 0-7 eV for
MgKay, 2,35 0-8eV for AlKay, 2,38 and 1-0-1-2eV for SiKuy, 2.3 This
width decreases with decreasing atomic number for two reasons: the
2p;—2p; spin-orbit splitting decreases and the Is hole lifetime increases.
Materials of lower atomic number are thus favoured for width, but Mg and
Al are generally utilized because of their lower chemical reactivity and vapor
pressure in comparison to Na, and thus their easier fabrication and use as
anodes. Although neon is expected to yield a Ke«j, 2 line at 848-6 eV of
only ~0-2-0-3 eV width, no attempts at constructing such a source for use in
XPS have as yet been successful. The use of Kay, 2 lines from elements below
neon in atomic number is generally not possible because the valence 2p levels
involved are broadened by bonding effects, introducing a corresponding
broadening in the x-ray line. However, the Ku;, o x-rays of F in highly ionic
compounds have been used recently in XPS.40

The monochromatization of such Ky, 2 x-rays by Bragg reflection
from a suitable single crystal has also been utilized to achieve narrower
excitation sources, as well as to eliminate satellite lines and bremsstrahlung
radiation.3: 23, 25, 41, 42 Although the intensity loss in such reflections is
considerable, photoelectron peaks as narrow as 0-4 eV have been observed
with monochromatized AlK« excitation;25- 41, 42 this width is to be com-
pared to the 20-9eV typically found without monochromatization. To
compensate for the loss in intensity due to monochromatization, various
procedures have been utilized, including the use of very high-intensity
x-ray tubes involving rotating anodes,4! monochromator systems with
more than one crystal,25: 41 multichannel detection systems,25: 41 and
dispersion-compensating x-ray- and electron-optics.3: 25 In dispersion com-

‘pensation, all photon energies within the Ko, 2 linewidth are spatially

dispersed by Bragg reflection and utilized for photoelectron excitation, but
their line-broadening influence is nullified by the action of the dispersive
electron energy analyzer; the commercial Hewlett-Packard system based
upon this mode of operation yields optimum photoelectron peak widths with
AlKag, 2 of ~0-5¢V FWHM.25

An additional type of ultra-soft x-ray transition that has been utilized
successfully in XPS studies is the M transition (4p;—3d;) in the sequential
elements Y to Mo. The use of such x-rays in XPS was first suggested by
Krause,3 whe pointed out that they yield sufficiently intense and mono-
chromatic sources in the very interesting energy range of 100<SAr$200eV,
even though various satellite x-rays are present. The most narrow and thus
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10 C. S. FADLEY

most used lines of this type are those for Y (hAv=132-3 ¢V, FWHM=0-5¢eV)
and Zr (hv=151-4 eV, FWHM=0-8 eV), and they have been successfully
applied to studies of both valence levels and outer core levels.34-36¢ The ultra-
soft character of these x-rays and their resultant decreased ability to penetrate
through matter, as well as the significant sensitivity of their linewidths to
surface chemical alterations of the anode surface, lead to several special
features of tube design. Thin polymeric windows must be used. Relatively
high excitation voltages as compared to Av of ~4-6 kV are also beneficial to
maximize the intensity originating in the metallic anode interior (as distinct
from its oxidized exterior).35 And, in the highest resolution designs, a con-
tinuous deposition of fresh anode material is provided during operation.34. 38

A final rather new development in x-ray sources by Hovland*? that deserves
mention here leads to what has been termed scanning XPS. A thin layer of
specimen material is directly deposited on one side of a thin Al foil (~6 pm
thick). A high-resolution scanning electron beam is directed at the other side
of this foil, so that, at any given time, AlK« x-rays are produced over only a
very small spot with dimensions comparable to the beam diameter. These
x-rays readily pass through the thin foil and specimen, exciting photo-
electrons from a corresponding spot near the specimen surface. Lateral
spatial resolutions of as low as 20 pum have so far been achieved, and a
number of potential applications for such scanning XPS measurements
exist.4® The only significant limitation is that it must be possible to prepare
sufficiently thin specimens (~1000-10,000 A) that x-ray attenuation in
penetrating to the surface is not appreciable.

The x-ray sources discussed up to this point thus permit hlgh-resolutlon
measurements to be carried out in the two approximate photon-energy ranges
100-200 eV and 1000-2000 eV, with a relatively little explored region from
~200-1000 eV separating them. Another source of radiation in the photon
energy region from 100 to 2000 eV of principal interest here is the:so-called
synchrotron radiation that is emitted in copious quantities by centripetally-
accelerated electrons moving with highly relativistic velocities.15- 44 This
continuous spectrum of radiation is sufficiently intense to permit selection
of a narrow range on the order of tenths of eV or lower with a suitable
monochromator (usually a grating) while still maintaining fluxes adequate
for photoemission studies. A number of excellent photoemission studies have
by now been performed using such radiation,!s although these have so far
been restricted to photon energies between approximately 10 and 350 eV,
principally because of the difficulty of achieving adequate monochromatiza-
tion without severe intensity loss for soft x-rays of 2350 eV. Such radiation
has the advantages of being both continuously variable in energy, as well as
linearly polarized to a high degree;*¢ thus, the exploration of phenomena
dependent upon photon energy and/or polarization are much more easily
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studied than with more standard ultraviolet or soft x-ray sources. By contrast
the soft x-ray tubes discussed previously emit radiation that is randomly
polarized to a very good approximation.

B. Specimen Preparation’

1. Introduction. X-ray photoelectron spectra have been obtained from
specimens present as gases, solids, or liquids. The preparation and handling
of any specimen requires considering two important factors: (1) In order
to avoid excessive inelastic scattering during photoelectron traversal through
the energy analyzer, pressures between the specimen and the detector must

be maintained at < 10~4 torr. This limit is easily estimated by considering a_

typical path length during analysis of 100 cm, and requiring that the total
number of atoms/molecules encountered along this path be no greater than
the analogous number encountered along the mean no-loss distance of
emission from a typical solid specimen of ~20 A. (2) As the emission of
photoelectrons, Auger electrons, and secondary electrons from any specimen
constitutes a net loss of negative charge, it is also necessary to minimize or in
some other way correct for the possible occurrence of a significant positive
potential build-up in the emitting region. One way in which this is accom-

- plished to some degree in any system is by the flux of similar electrons emitted

toward the specimen by various portions of the specimen chamber and holder
which are also in general exposed to exciting x-rays and/or electrons, although
this can in fact lead to the opposite problem: a negative potential build-up.45
The charging potential ¥, produced by any net imbalance between charge
input and output may vary throughout the specimen volume and in effect
cause a range of energy level shifts from the values corresponding to the
limiting situation in which no charging occurs. Thus, if r is the spatial
coordinate of the emission point within the specimen, and EyV(k)® and Eyin?
are the binding energy and kinetic energy expected for emission from level
k in the absence of charging, the photoelectric equation [Eq. (1)] can be

rewritten as
hv=Ep¥(k, ©)+ Exin(r)

= EpV(k)°+ Exin(r) + Ve(r) ()

Thus, if Ve(r) is significant with respect to the typical instrumental resolution
of ~0-1eV (which it indeed can be in certain cases% 45), the measured
binding energies EpV(k, r) will in general be different from EpV(k)?, and peak
broadening also may occur. To minimize or correct for such effects, studies
of peak position versus x-ray flux can be made,*5+ 46 and a variable external
source of electrons can be provided.?s For gaseous specimens, the pressure
can also be varied.4 For solids, it is also customary to connect the specimen

~ electrically to the specimen chamber as well as possible. Also, the presence
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of a certain reference atom (for example, gold or carbon) on the surface of
the specimen can be used to correct for charging,4? although this procedure
is often not completely unambiguous. A method recently developed by
Grunthaner4® involves floating a solid specimen at a variable negative
potential and noting that potential at which an external source of mono-
energetic electrons just begins to reach the surface; although not widely used
as yet, this method seems to provide a very direct way of measuring surface
potential distributions and thus correcting for them.

2. Gaseous Specimens. The basic requirement for gas-phase studies is a
chamber to contain the gas with an x-ray-transparent window separating it

from the x-ray source and a small opening or slit to permit photoelectron

exit into the energy analyzer. 33 47, 49-51 Typical gas pressures required
in the chamber are from 10-2 to 1 torr, and therefore some form of differential
pumping is generally necessary between the exit slit and the analyzer in order
to minimize gas-phase inelastic scattering effects,? as discussed previously.
Typical specimen volumes are of the order of 1 cm?. The first gas-phase XPS
studies were performed by Krause and Carlson,*? followed shortly thereafter
by the more extended investigations of Siegbahn et al.4 The gas in the chamber
can be provided by a room-temperature gas-phase source, or can be the result
of heating liquid-* or solid-33 phase reservoirs. With such devices, metals and
other vaporizable solids can be studied by photoelectron spectroscopy in the
gas phase.33. 50 In certain studies, rather significant changes in peak positions
and relative intensities due to the combined effects of charging and kinetic
energy-dependent inelastic scattering have been noted,* but, in general, these
are relatively small, especially at lower pressures.

For gas-phase spectra, the vacuum level is the naturally-occurring reference
level, so that Eqs (1) and (2) are directly related to measurable quantities.

3. Solid Specimens. There are various methods of preparing solid specimens
suitable for study by XPS. Typical specimen areas are ~ 1 cm? or smaller,
and, because inelastic scattering effects limit the no-loss emission to a mean
depth of only 10-80 A below the surface (as discussed in more detail in
Section IILE), this corresponds to an active specimen volume of only
approximately 10-6 cm3. Thus, .total masses of only 1-10 ug are involved,
and amounts of material on the order of 10~ g can be detected under certain
circumstances. Any change of the chemical composition in the first few atomic
layers near the surface can thus also have a significant influence on results.

Machineable solids can simply be cut, cleaved, and/or polished into shapes
suitable for mounting in the specimen position. For materials that can be
prepared as fine powders at room temperature, specimens can also be prepared
by pressing the powder into a uniform pellet (perhaps supported by an
imbedded conducting-wire mesh) or by dusting the powder onto an adhesive
backing such as that provided by double-sided tape (although this procedure
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has the rather undesirable characteristics of limiting temperature excursions
and providing a steady source of surface-contaminating carbonaceous
volatiles). In order to minimize atmospheric contamination or alteration of
specimens, final preparation in an inert-atmosphere glove box or bag,
perhaps attached to the specimen chamber, can be useful. Elements and
certain compounds can also be heated in situ and vapor-deposited on a
supporting substrate to form specimens. Alternatively, dissolved materials
can be deposited from solution on a substrate, either by evaporating off the
solvent or by selectively electroplating out various components.32 Materials
that normally exist as liquids or gases can also be condensed onto suitably
cooled substrates for study in the solid state. A broad range of specimen
temperatures has by now been investigated, ranging from near that of liquid
helium (4 K)53 to several thousand degrees Kelvin,54

The extreme surface sensitivity of XPS also leads in many applications to
the requirement that the specimen region be held at pressures of <10-9 torr
in order to permit adequate control of surface composition. For example, for
O at 109 torr and 25 °C, the gas-phase collision rate with a surface will be
such that, if each molecule striking the surface remains there (corresponding
to a sticking coefficient of 1-0), a full atomic layer will be deposited in
approximately 50 min.>® This minimum monolayer coverage time varies
inversely with pressure, so that pressures of the order of 1010 torr are neces-
sary to insure the maintenance of a highly reactive surface in a clean state
over the period of time of several hours usually required for a series of XPS
measurements. In preparing such surfaces, in situ cleaning by vapor deposition,
cleaving, scraping, or inert-gas ion bombardment is thus often used.55

For the case of solid specimens, an electrical connection is made to the
spectrometer in an attempt to minimize charging effects and maintain a well-
defined and fixed potential during photoemission. For the simplest possible
case of a metallic specimen in a metallic spectrometer, the energy levels and
kinetic energies which result are as shown in Fig. 3. Thermodynamic equi-
librium between specimen and spectrometer requires that their electron
chemical potentials or Fermi levels be equal as shown. In a metal at absolute
zero, the Fermi level Er has the interpretation of being the highest occupied
level, as indicated in the figure; this interpretation of Ey is also very nearly
true for metals at normal experimental temperatures. For semiconductors
and insulators, however, it is not so simple to locate the Fermi level, which
lies somewhere between the filled valence bands and the empty conduction
bands. The work function ¢s for a solid is defined to be the energy separation
between the vacuum level and the Fermi level. When connected as shown in
Fig. 3, the respective vacuum levels for specimen and spectrometer need not
be equal, however, so that in passing from the surface of the specimen into the
spectrometer, an electron will feel an accelerating or retarding potential
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Fig. 3. Energy level diagram for a metallic specimen in electrical equlibrium with an
electron spectrometer. The closely spaced levels near the Fermi level Er represent the filled
portions of the valence bands in specimen and spectrometer. The deeper levels are core
levels. An analogous diagram also applies to semi-conducting or insulating specimens,
with the only difference being that Er lies somewhere between the filled valence bands and
the empty conduction bands above.

equal to ¢s—dspect, Where ¢s is the specimen work function and éspect IS
the spectrometer work function. Thus, an initial kinetic energy Exin' at the
surface of the specimen becomes Exin inside the spectrometer, and

Exin=Exin" +¢s—¢spect 3)

From Fig. 3 it is thus clear that binding energies in a metallic solid can be
measured quite easily relative to the identical Fermi levels of specimen and
spectrometer. The pertinent equation is

hv=EpF(k)+ Exin+ $spect (4)

where the superscript F indicates a Fermi level reference. Provided that it is
also possible to determine the specimen work function ¢ from some other
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measurement, vacuum-referenced binding energies can then be obtained from
- Eo¥(k)=EoF(k)+ s )

In fact, photoelectron spectra can be used to derive vacuum-referenced
binding energies by measuring the position of the zero-kinetic-energy cut-off
of the usually very intense secondary electron peak. Such a cut-off is shown in
Fig. 4 in XPS data obtained for metallic Au by Baer.?¢ This procedure for
determining work functions has been used extensively in UPS studies,5?

but only in a more limited way in XPS5%6. 58 due to the greater range of
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Fig. 4. Full XPS spectral scan for a polycrystalline Au specimen, showing both the cut-
off of the secondary electron peak at zero kinetic energy and the high-energy cut-off for
emission from levels at the metal Fermi level. The measurable distance AE thus equals
hv—¢s, provided that suitable specimen biasing has been utilized. For this case, hv was
1253-6 eV and ¢s was 5-1 eV. (From Baer, ref. 56.)

energies involved. In the simplest situation, both specimen and spectrometer
are metallic and the energy diagram of Fig. 3 applies. All electrons emitted
from the specimen are thus accelerated or decelerated by the same work
function difference or contact potential ¢s—¢spect before analysis. With no
voltage bias between specimen and spectrometer, the zero-energy cut-off
corresponds to electrons propagating in final states exactly at the spectrometer
vacuum level. For the implicit decelerating sign of ¢s— ¢spect shown in Fig. 3,
electrons propagating in final states at the specimen vacuum level are thus not
observed. However, if the specimen is biased negatively with respect to the
spectrometer by an amount greater than ¢s—espect, then the low-energy
cut-off does represent electrons at the specimen vacuum level or what can be
defined as the true zero of kinetic energy. For the opposite accelerating sign of
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és— dspect, the true zero is observable and negative biasing is necessary only to
insure that the cut-off is easily distinguishable against other sources of low-
energy electrons.®. 58 The low-energy cut-off thus establishes the zero of
kinetic energy, and a distance hv above this on the measured spectral scale
corresponds to the point at which excitation from states at the specimen
- vacuum level would occur. On the same scale, the high-kinetic-energy cut-off
observable for metal specimens (also shown in Fig. 4) is caused by excitation
from occupied states at the Fermi level, and the difference between these two
positions is thus the specimen work function. That is, if the measured
difference in kinetic energy between the two cut-offs is denoted by AE, then

ds=hv—AE (6)

In more complex situations where semiconducting or insulating specimens are
involved, initial states at Er are not occupied so as to yield the same type of
high-energy cut-off, although the low-energy cut-off can still be determined.
The location of Er in spectra can in this case be determined by using a
reference metal specimen under the same biasing conditions, and assuming

that electronic equilibrium is fully established between specimen, reference,

and spectrometer. Possible charging effects make the latter assumption
uncertain in many cases, however.

Whether it is determined from photoemission measurements or not, in
general some additional information concerning ¢ is necessary to determine

EyV(k) for a solid specimen. Inasmuch as ¢ is also very sensitive to changes in’

surface composition, it is thus often Eq. (4) that is used in analyzing data for
metals and other solid specimens. From this discussion, it is clear that
Fermi-referenced binding energies are operationally very convenient for
solid specimens, although they may not always be the most directly com-
parable to the results of theoretical calculations, in which the vacuum level
often emerges as the natural reference.

4. Liquid Specimens. The requirement that pressures in the analyzer region
be maintained at reasonably low levels of <104 torr means that measure-
ments on common liquids with relatively high vapor pressures can be per-
formed only with difficulty. However, Siegbahn and co-workers4l. 39 have
developed techniques for carrying out such studies; these involve a con-
tinuously-replenished liquid source in the form of either a free jet or a thin
film carried on a translating wire, together with a high-speed differential
pumping system between specimen chamber and analyzer. With such an
apparatus, it has been possible to study relatively non-volatile liquids such as
formamide (HOCNHg), as well as solutions of the ionic solid KI dissolved

‘in formamide. Certain liquid metals and other very low vapor pressure
materials can, on the other hand, be studied with relatively little special

equipment.%0
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C. Electron Energy Analysis

1. Brief Overview. The various specific types of energy analyzers utilized
in electron spectroscopy are discussed in detail in the literature,10, 61, 62
as well as in a special chapter in this series.%® Thus, only certain salient
features relevant to x-ray photoelectron studies will be reviewed here. In
general, there are several criteria that an analyzer should satisfy: (1) A
resolution capability of AEkin/Exin~0-019%. This corresponds to 0-1 eV for
1000 eV electrons. Most XPS spectrometers presently operate in the 0-01-
0-107; range. (2) The highest possible efficiency (sensitivity, intensity). That
is, the highest possible fraction of electrons leaving the sample should be
energy-analyzed and detected at the same time. (3) Unrestricted physical
access to the sample and detector regions. This permits a wide variety of
excitation sources, specimen geometries, and detector systems to be used.
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Fig. 5. Schematic illustration of an XPS spectrometer system indicating the primary
components of radiation source, sample, electron energy analyser, and detector. For the
specific example shown here, the energy analysis is accomplished by a pre-retardation section
followed by a hemispherical electrostatic analyzer. A multichannel detector is also shown
for generality.

(4) Ultra-high-vacuum capability for work on solid samples if surface
composition is to be precisely controlled. (5) Ease of construction. One design
philosophy often used for increasing the ease of construction is to insert a
retardation section before the analyzer as shown schematically in Fig. 5,
s0 that the energy of a given electron can be reduced from its initial value of
Eyin to the final value at which it is analyzed of Eo. For a given absolute
resolution of AEyin, the relative resolution required from the analyzer is thus
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reduced from AExyin/Exin to AExin/Eo, thereby permitting looser toleranceson
many mechanical and electrical components. The net effects of such retarda-
tions on intensity may or may not be deleterious, however, and are discussed
in more detail in the next section. (6) Relative insensitivity to external environ-
ment, particularly as regards the shielding of extraneous magnetic fields.
The vast majority of spectrometers currently in use are based on interaction
with electrostatic fields and for these, y-metal shielding is generally used to
exclude extraneous magnetic fields. Only for the relatively few magnetic
spectrometers in use are Helmholtz-coil systems required for magnetic field
cancellation.?: 4 Quantitative estimates of the degrees to which extraneous
magnetic fields must be excluded for a given resolution have been calculated
previously.®4 (7) If angular distribution studies are intended, well-defined,
and perhaps also variable, angles of electron exit and x-ray incidence. This
requirement generally acts counter to that for high efficiency, as it implies
detecting only electrons emitted in a relatively small element of solid angle,
thus reducing the total number that can be analyzed and detected.

With these constraints, there are several possible analyzer configura-
‘tions,8L: 62 but the three that have been most used in XPS are all of the
_spatially dispersive type, and consist of the hemispherical electrostatic

(schematically shown in cross-section in Fig. 5),%: &1. 65 the cylindrical mirror
electrostatic (CMA),51: 66-68 and the double-focussing magnetic with a
I/+/r field form.3. 64 69 In all of these analyzers, electrons are dispersed on
the basis of kinetic energy along a radial or axial coordinate. For reasons of
both ease of construction and magnetic shielding, the two electrostatic
analyzers are much more common than the double-focussing magnetic,
although a number of important early studies were performed on such
instruments,3- 33 and a fully-optimized spectrometer based upon the //4/r
field form is presently under construction.®4: 70 In addition to these dispersive
analyzers, limited use has also been made in XPS of non-dispersive analyzers
based upon the retarding grid principle.”2~7 Such analyzers are usually of
relatively limited resolution (~1%), however, so that their use has been
restricted to the obtaining of chemical composition information similar to
that derived from Auger spectra. Such low-resolution Auger and XPS
spectra can, in fact, be generated by using the spherical grids of a low-energy
electron diffraction (LEED) system as a retarding grid analyzer. A further
type of commercial analyzer developed specifically for XPS studies by the
DuPont Corporation2? is a hybrid with both dispersive and non-dispersive
characteristics. Its first stage consists of an electrostatic deflection section
that selects a band of energies in a dispersive mode; two subsequent retarding
grid sections act as low-pass and high-pass filters with the net result that only
a narrow band of energies is detected after the high-pass filter. A final type
of XPS spectrometer with certain unique features is that formerly produced by
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the Hewlett Packard Company,2® which makes use of dispersion-compensating
x-ray- and electron-optics.?: 74 In this system, an x-ray monochromator is
matched to a retarding-lens/hemispherical-electrostatic-analyzer unit in such
a way as to maximize intensity and minimize linewidths without the use of
any slits in the x-ray optics; the detailed performance of this spectrometer has
been analyzed recently.7 :

2. Spectrometer Efficiency and Retardation. The resolution and efficiency
of any.spectrometer are of critical importance. These properties are highly
dependent upon one another, since for operation at lower resolution (higher
'AExin/Exin), a higher fraction of electrons can usually be energy-analyzed
and detected. For operation at a given resolution, the overall efficiency E of
a dispersiv; analyzer can be written as proportional to the following product®4

EocBAQ- 8Eyin (72)

in which B is the brightness or intensity of the electron source for the energy
analyzer in electrons per unit area and per unit solid angle, A4 is the area of the
source, Q is the solid angle over which electrons from the source are accepted

" into the energy analyzer and detected, and 8Ewin is the range of electron
-energies or spectral width which can be analyzed at one time (as, for example,

by a multi-channel detector). B, 4, and Q in general depend on Eyin for a

given spectrometer. §Eyin will thus be proportional to N, the number of

distinct energy channels simultaneously detected. If B and 4 vary over the

" area of the source, then a more correct statement of this efficiency involves an

integration over the surface as
Eoc(| BQ-dA)- 8Exin (7b)

The effective electron source as seen by the analyzer is often defined by an
aperture in front of the photoemitting sample, and, depending upon the
system, B, 4, and Q may refer to this aperture or to the true specimen surface.
If a multichannel detector is utilized, 3Eyxin may in principle be as large as
109 of Exin,25 64 whereas the resolution AEyi, will be 20-01% of Exin.

In this case, the detector would correspond to <1000 channels. The notation

used in this discussion is indicated in the schematic drawing of Fig. 5, where
subscript zeros have been used on all quantities after a hypothetical retarding
section. Such a retarding section may or may not be present, according to the
specific system under consideration.

Helmer and Weichert? first pointed out that, for the general class of
dispersive analyzers used in XPS, it is possible to retard before analysis, and,
for a given absolute resolution AExin, to gain in overall efficiency in a system
with single-channel detection (for which 8Eyxin~AFyn and N=1), and this

result has proven useful in several specific spectrometer designs.23. 25. 27, 28,30
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Their analysis (which has also been extended to apply to systems with multi-
channel detection by Hagstrém and Fadley®) compares the operation of a
given dispersive analyzer with and without retardation for a fixed resolution
AExim, and with a primary electron source of fixed brightness B (cf. Fig. 5).
It also requires that the source area Ao and solid angle Qg utilized at the
analyzer entrance (and thus perhaps after the retardation section) be adjusted
to the maximum values consistent with a resolution of AEiin in either mode of
operation and that the primary source (for example, a first entrance aperture)
be capable of supplying electrons over sufficient area and solid angle to fill or
illuminate both 4¢ and Q¢ with electrons. There are then two factors to be
considered: (1) The loss of brightness with retardation. This loss of brightness
has been derived for a few geometries involving a source and a non-absorbing
retardation (or acceleration) section. If ¢ is defined to be the angle between
the electron emission direction and a planar source surface, these geometries
include a source emitting with a sin @ intensity distribution into an arbitrary
point-to-point imaging lens system,’® and a source with either a sin 6 77
or an isotropic’ intensity distribution emitting into a uniform retarding
field perpendicular to its surface. These derivations, ‘which often (but not
always) make use of the Abbe sine law?: 76 or its paraxial-ray approxi-
mation the Langrange-Helmholtz relation,3: 76 result in a simple brightness

variation of the form:
Eqg
Bo=B 8
0 (Ekin) : . ©

in which Bo and Ey are the brightness and kinetic energy after retardation.
The cases for which this relationship has been shown to hold thus represent
limits that are relatively easily achieved experimentally. Without retardation,
the efficiency of a spectrometer conforming to this brightness law and posses-
sing only a single channel of detection will be

ExcBAQ ©
whereas with retardation it will be
 E'cBoAoQ (10)
or, from Eq. (8),
E
E'ocB( 0 ) AoQ0 (1)
Eyin

(2) The gain in efficiency associated with the increase of Ao and Qq relative to
A and Q permitted by the decrease in relative resolution from (AExin/Exn) to
(AExin/Eo). As a specific example, consider the hemispherical electrostatic
analyzer, which is shown in Fig. 5. Its resolution is controlled by the radial
source width s, the axial (out-of-plane) source height A, the radial detector
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width 4, the radial angle of emission «, the axial (out-of-plane) angle of
emission e, and the optic circle radius R, according to 3.61 .
AEyin
“Exin
The system is thus first-order focussing in 4 and ar, and second-order focussing
in oz, AlSo, sh=A (or Ao with retardation) and azerocQ (or Qo with retarda-

tion). Optimizing the selection of each of the four parameters s, 4, d and or
by the reasonable procedure of requiring an approximately equal contribution

h d
4R0+0 125 (Rg)2+4_Rc.+0 612 +smaller termsm ar, a8, etc.” (12)

from each term to AEyin/Exin®® thus means that

&Ekm AFEyin\? AEx\?}
hoc , apoc : 13
Ekm ( Exin ) ! ( Exin o (13)
and «, can conservatively be assumed to be held constant Thus, without
retardation,
AFEyin \} AEyn\}
Ao , Qo ; 14
( Exin ) ( Exin ) 14
" whereas with retardation :
AEyin\? AEyin\} '
A : , 15
o<(52) o) a
The ratio of efficiencies with and without retardation is then after cancel- .
lations :
E' Exin
- = 16
T E (16)

Thus, a tenfold retardation yields a tenfold loss in B, but a one hundredfold
increase in the useable AQ product, so that a net tenfold gain in efficiency
results. Similar considerations apply to the other dispersive analyzers used in
XPS,? provided that an appropriate retardation section is utilized. The
application of such an analysis to a spectrometer in which a maximum degree
of multichannel detection is incorporated is, by contrast, found to yield an
approximately constant overall efficiency with retardation.®

D. Derec!wn and Control

With very few exceptions, the detectors presently used in x-ray photo-
electron spectroscopy are based on continuous-dynode electron mutipliers
of the “c{;znneltron” type.52 78. 79, These consist of fine-bore lead-doped
glass tubes treated by hydrogen reduction at high temperature to leave the
surface coated with a semiconducting material possessinga high secondary-
electron emissive power.%2 Tube inner diameters vary from | mm down
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to 10 pm. A high voltage of a few kV is applied between the ends of such a -

tube, and multiplications of 106-108 are achieved by repeated wall collisions
as electrons travel down the inside of the tube. These multipliers are available
in various configurations, often involving tube curvature to minimize ion-
induced after-pulsing. Stacks of parallel tubes in the so-called “channel-
plate” geometry are also available for use in multichannel detection schemes.
Parallel-plate multipliers based upon the same principle have also been
attempted.80

The efficiency gains concomitant with multichannel detection have led to
the use of such a system in one commercial spectrometer,25 in which the
multiplied electron pulses from a channel plate are accelerated into a
phosphorescent screen, behind which (and external to vacuum) is situated a
vidicon camera for translating the optical signal into countable electronic
pulses. Other forms of multichannel detection system based upon channel-
plate/resistive strip combinations have also been used’! to a limited degree,
and solid-state image sensors of a different type appear to offer good possi-
bilities for future applications of this nature.6%

As the appropriate voltages or currents in the analyzer are swept so as to
generate electron counts at different kinetic energies, there are various ways
of storing and outputting the data. Most simply, a ratemeter can be directly
coupled to a plotter or printer during a single continuous sweep. Generally,
however, it is desirable to make repeated scans over a given spectral region to
average out instrument drifts and certain types of noise; this results in the
closest possible approximation to a spectrum with statistically-limited noise.
Such repeated scanning requires some form of multiscalar memory, which is
often expanded to involve on-line computer control.?3 The use of a more or
less dedicated computer has additional advantages in that it can be used to
control various functions of the spectrometer in a more automated way, as
well as to carry out different types of data analysis such as background sub-
traction and curve fitting, and commercial systems usually offer this option.

E. Data Analysis

The aim of spectral analyses in XPS is to determine the locations, intensities,
and, in certain cases, also the shapes of the various peaks observed, many of
which are not clearly resolved from one another. Several complexities must be
allowed for in doing this: (1) All peaks will exhibit inelastic tails toward low
kinetic energy and these tails may in turn exhibit structure (see, for example,
Fig. 1). As a rough approximation that is useful for many solid materials, a
major portion of the inelastic tail can be assumed to have a linear or constant
form, with extra features perhaps superimposed on it. Valence spectra from
solids have been corrected for inelastic scattering by using a close-lying core
level to derive the form of the inelastic tail,33: 82 as well as by the more
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approximate procedure of assuming an asymptotically-constant tail at low

kinetic energy whose value at any energy is proportional to the integrated

no-loss peak intensity at higher kinetic energies.83 (2) All peaks ride on a
background of secondary electrons from higher-kinetic-energy peaks. This
background also can often be approximated as linear or constant. (3) The
basic peak shaf)es observed in XPS are a convolution of several variable

- factors: the exciting x-ray lineshape, contributions from weaker x-rays such

as satellites in non-monochromatized sources, the analyzer lineshape, possible
non-uniform specimen charging, a Lorentzian hole-state lifetime contribution,
Doppler broadening in gases,* and various final-state effects involving many-
electron excitations®4 and vibrational excitations?!» 85 (as discussed further

“in Section V). Thus, no universal peak shape of, for example, Gaussian,

Lorentzian, or Voigt-function form can be used, and most analyses have
involved a somewhat trial-and-error fit for each specific problem. One rather
general least-squares program for carrying out such fits permits choosing
several basic peak shapes of Gaussian or Lorentzian form, to which are
smoothly added an asymptotically-constant inelastic tail of variable height.33
The effects of satellite x-rays can also automatically be included in the basic
peak shape chosen, and a variable linear background is also present. Examples
of spectral analyses for atomic 4d core levels using this program are shown in
Fig. 6.8 Lorentzian shapes have been used for Xe and Yb, and Gaussians
for Eu, and the overall fits to these spectra are very good.

Beyond spectral analyses involving fits of certain functional forms to the

- data, Wertheim®?. 8 and Grunthaner®® have also developed techniques for

deconvoluting XPS spectra so as to mathematically remove instrumental
linewidth contributions. The form of the instrumental linewidth has, in turn,
been derived from the shape of the high-energy cut-off at the Fermi energy
for a metallic specimen (cf. Fig. 4). This is possible because, to a good approxi-
mation, the density of occupied states ends in a vertical step function at Er.
The term “deconvolution” is also often incorrectly used to describe the results

of peak-fitting procedures.

1. THE PHOTOEMISSION PROCESS

In this section, various aspects of the basic photoemission process are
discussed in detail, with the primary aim of providing a unified theoretical
framework for the subsequent discussion of various experimental observa-
tions. In discussing photoelectric cross-sections for atoms, molecules, and
solids, applications to the interpretation of experimental results are also
presented here.

" A. Wave Functions, Total Energies, and Binding Energies
_".In any photoelectron emission experiment, the basic excitation process
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Fig. 6. 4d core photoelectron spectra from gaseous Xe, Eu, and Yb produced by excitation
with non-monochromatized MgKe x-rays (cf. Fig. 2). The spectra have been resolved into
components by least-squares fits of peak shapes including the «3, 4satellitesand an asymptoti-
cally-constant inelastic tail. Lorentzian shapes were used for Xe and Yb, Gaussian for Eu.
(From Fadley, ref. 33 (where the curve fitting program is described) and Fadley and
Shirley, ref. 86.)
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involves absorption of a photon of energy Av according to

Initial state Final state

Fioid(N), Etotl(N) —> > ¥iod(N, K), Eo/ (N, K) - (17)

Here Wiot'(N) is the initial-state N-electron wave function corresponding to
a total energy Eiot!(V), and ¥io/(N, K) is the Kth final-state N-electron wave
function (including the photoelectron) corresponding to a total energy of
Eiot/(N, K). The relevant energy conservation equation is

Eioif(N)+hv=Eiot’(N, K) (18)

In the simplest situation, the index K thus labels the one-electron orbital k&
from which emission occurs (as discussed below), but in general it should
describe all modes of excitation possible within the final state, including
electronic, vibrational, and translational. In all forms of higher-energy
photoelectron spectroscopy, it is customary to assume that the photoelectron
is sufficiently weakly coupled to the (N— 1)-electron ion left behind so as to
permit separating the final state of the excitation process to yield
~ Initial state v
Ftot(N), Etot'(N) ——

Final state ion Photoelectron

Vi (N~ 1, K), Et/(N—1, K)+¢/(1)x’(1), Exin ~ (19)

in which Wiot/(N—1, K) and Eiot/(N—1, K) refer to the Kth (N— 1)-electron
ionic state that can be formed, Ewin is the kinetic energy of the Kth photo-
electron peak, ¢7(1) is the spatial part of a one-electron orbital describing the
photoelectron and x/(1) is the spin part of the photoelectron orbital (y =« or
B). The form of ¢7(1) thus depends on kinetic energy. (For simplicity here,
any change in kinetic energy due to work function differences between
specimen and analyzer is neglected.) Wiot/(N —1, K) and ¢7(1) can, if desired,
be combined in a suitable sum of products to yield the correct overall anti-
symmetry with respect to electronic coordinates necessary in the final state.
This can be written with an antisymmetrizing operator 4 as:90. 91

Yot/ (N, K)=A(@()x'(1), Feot/(N -1, K)) (20)

The energy conservation equation which then results is that most useful in
analyzing XPS spectra:

Eoi'(N) + hv=Eiot(N—1, K)+ Exin (21)

The binding energy corresponding to leaving the ion in a state describable by
Wiot/(N—1, K) is thus given by

ExY(K)=Eiot/(N— .1 , K)— Etoi!(N) (22)

in which the vacuum-level reference is implicit.
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One inherent source of linewidth in any binding energy measurement is
thus energy broadening due to lifetime effects in either the initial or final
state. If the relevant lifetime is denoted by =, uncertainty principle arguments
thus lead to a broadening that is Lorentzian in shape, with a FWHM in eV

given by ~#/r=6-58x 10716 /z(s).. The initial state lifetime is usually .

very long, and so contributes negligible broadening. However, final-state
lifetimes are estimated to be as short as 10718 s in certain cases, so that such
effects can play a major role in limiting XPS resolution, particularly for inner
subshell excitation. , ’

In general, for a system containing N electrons with spatial coordinates

ry, r2, ..., ry and spin coordinates o1, o3, ..., oy and P nuclei with spatial

coordinates Ry, Rg, ..., Ry, any of the total wave functions considered will
depend upon all of these coordinates

Wiot(N)="Ytot(r1, o1, ¥z, 02, ..., Tn, on; Ry, R, ..., Ry) (23)

Nuclear spin coordinates can be neglected on the resolution scale of electron
spectroscopy. In the non-relativistic limit that usually serves as the starting
point for calculations on such systems, the relevant Hamiltonian in electro-
static units is

_ at N ul Z;e2 N N oe?
Ao=—3- Y Va- 3 ¥ 254 5 ¥ 2
. m = i=1 (=1 Til i=1 j>iTif

Electron Electron—. Electron—

kinetic nuclear electron

attraction repulsion

P szee ﬁ? P

+X )

(24

=t mst nm 2,5 M
Nuclear— MNuclear
nuclear kinetic
repulsion

Here, m is the electronic mass, Z; is the charge of the /th nucleus, r;;= Il'g —R; | ,
riy=|ri—¥;|, rim=|Ri—Rm| and M; is the mass of the /th nucleus. To this
must be added relativistic effects, usually via a perturbation approach;?2-94
the additional term in the Hamiltonian most often considered is spin-orbit
splitting, which for atomic orbitals has the form:93 95, 96

A= i &(ro)is 5 (25)
i=

in which &(r;) is an appropriate function of the radial coordinate r;% I is
the one-electron operator for orbital angular momentum, and §; is the one-
electron operator for spin angular momentum. The total wave function then
must satisfy a time-independent Schroedinger equation of the form

Hiot¥ 10((N) = Eiot(N) ¥ tot(N)
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For such an overall Hamiltonian, the Born—-Oppenheimer approximation®s
permits separating the total wave function into a product of an electronic part
¥ and a nuclear part Wy as

"Pt,ot(r]_, reey Rj})='{r(rl’ ay Ig, 02, ..., rl\;r’ GN)lI’mlc(Rl’ Rz! AR ] RP) (26)

In this approximation, the electronic wave function ¥'(N) depends only
parametrically on Ry, R, ..., Rp via the nuclear-nuclear Coulombic repulsion
potential, and is the solution to a Schroedinger equation in which the
Hamiltonian is that of Eq. (24) with the nuclear kinetic energy term subtracted

off:
(Hm+ z )‘I’(N)EI?(N)‘I’(N)=E(N)'P(N) (2?)'

(fiot here can include spin-orbit effects via Eq. (25) if desired). The total
energy of the system can then be written as the sum of the electronic energy

* E and the nuclear energy Enuc, as

Eiot=E+ Enue (28)

with Enye arising from various forms of internal nuclear motion such as
vibrations, rotations, and translations (center-of-mass motions). If the various
modes of nuclear motion are furthermore independent, the energy becomes

Etot=E+ Eyip+ Erot+ Etrans+ ... (29)

The overall quantum numbers X describing any initial or final state thus must
include a complete specification of all of these modes of motion.

For example, in the limit of a diatomic molecule with a very nearly
harmonic oscillator form for the curve of electronic energy, E, versus
internuclear separation,

Eviv=fivyin(v+4) (30)

in which wyip is the classical vibration frequency and v=0, 1,2, ..., is the
vibrational quantum number. Such vibrational excitations in the final state
ion give rise to the pronounced vibrational bands well known in UPS studies
of gas-phase molecules,?? and have also recently been noted in XPS studies
of both gases?! and solids 85 (see Section V.E). Rotational excitations are
sufficiently low in energy as to be so far unresolvable in XPS studies of
molecules.

- Translational motion of the center of mass of an atom or molecule can
influence energies in two ways: (1) The conservation of linear momentum in
the excitation process requires that

Pr+0=p/+pr a0
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where piy is the photon momentum and has a magnitude of hv/c, the .

momentum associated with E? is taken for simplicity to be zero, pf is the
photoelectron momentum, and pr is the recoil momentum of the atom or
molecule, treated as a center-of-mass translation. If v is the magnitude of the
photoelectron velocity, for Exin=500 eV, v/c=0-044 and for Eyjn=1500 ¢V,
v/c=0-076. Thus; the photoelectrons typically encountered in XPS can be
considered to a good approximation to be non-relativistic. In this approxi-
mation, it is a simple matter to show that |p, | ~v/2¢|p/| for the example of
photoelectrons originating from valence electronic levels (for which Exin = hv).
Therefore, in general |ps,|< |p/| and p/~p;, indicating that the ion recoils
in a direction opposite to that of photoelectron emission. By conserving both
energy and momentum, it can be shown that for a given kv and Exin, the
recoil energy Er=p.2/2M increases with decreasing atomic or molecular
mass M.3 For excitation of valence shell photoelectrons with A1K« radiation
(hv=1487 eV), Siegbahn et al.? have calculated the following recoil energies
for different atoms: H—0-9eV, Li—0-1eV, Na—0-04eV, K—0-02¢eV,
and Rb—0-01 eV. It is thus clear that only for the lightest atoms H, He, and
Li does.the recoil energy have a significant magnitude in comparison with
the present 0-4-1-0 eV instrumental linewidths in XPS spectra. For almost

all cases, Er can thus be neglected. (2) A more generally applicable limit on’

resolution in gas-phase studies is set by the Doppler broadening associated

with the thermal translational motion of the emitting molcules. For center-

of-mass motion of a molecule of total molecular weight M with a velocity
V, the electron kinetic energy appropriate for use in Eq. (1) is

Ein” =4m| ¢ V|2 32)

Thus, the measured kinetic energy Fxin =4mu? will differ from that of Eq. (32)
by varying amounts, according to the thermal distribution of velocities. If

the mean measured kinetic energy in a peak is denoted by Eyn, then it can -

be shown using simple kinetic theory that the Doppler width AEg (in eV) is
given by 98

(33)

Fe\
AEq=0-723x 103 (T E“’“)
in which Exg is in eV, T is the absolute temperature in °K and M is the
molecular weight. At room temperature and a typical XPS energy of 1000 eV,
AEq is thus <0-10 eV for molecules with M > 10. In general, such Doppler
broadening is thus not a significant factor in comparison to typical XPS
resolutions of ~0-4-1-0eV, although they can be important in limiting
gas-phase UPS resolution.
In many instances, it is adequate to neglect nuclear motion entirely, and use
Eqgs (17) and (19) with the quantities Y#{(N), E{(N), Y/ (N), E/(N), Y/(N—1, K),
and Ef(N—1, K) relating to only electronic motion. Note that this means
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“accurate calculations must in principle be made on both initial state and final .
state. The overall designations for such N-electron or (N —1)-electron states

are obtained from the various irreducible representations of the symmetry
group corresponding to the mean nuclear positions.®> For example, in atoms
for which spin-orbit coupling is small, Russell-Saunders or L, S coupling can
be utilized, yielding states specified by L, S, and perhaps also M and Mg,
where L is the quantum number for total orbital angular momentum L, S is
the quantum number for total spin angular momentum S, and My and Mg
relate to the z components of orbital- and spin-angular momentum. In the
limit of zero spin—orbit splitting, energies depend only on L and S, yielding
different L, S terms or multiplets with degeneracies of (2L+1)(25-+1).
Analogous overall quantum numbers apply for molecules,® but they are
seldom used in describing total electronic wave functions in solids. Multiplet
splittings such as those discussed in Section V.C are the result of energy
differences between such many-electron states. '

B. The Hartree-Fock Method and Koopmans® Theorem

In attempting to determine reasonably accurate approximations to N-
electron wave functions, a common starting point is the non-relativistic
Hartree-Fock (HF) self-consistent-field (SCF) method.95: 90 As the Hartree-
Fock method has been widely used in calculations on atoms, molecules, and
solids at different levels of exactness and also serves as a reference method for
several more accurate and less accurate methods of computing electronic
energy levels, it is outlined here in simplest form. The wave function ¥ for an
N-electron system is approximated as a single Slater determinant ® of N
orthonormal one-electron spin-orbitals. Each one-electron orbital is
composed of a product of a spatial part ¢i«(r) (/=1, 2, ..., N) and a spin part

xi(o) which is equal to either « (ms=+1%), or B (ms= —1), for which the

orthonormality relations are
[pe*(x)ps(x) dr={i|$s> =38y
1 for ae or BB
0 for «f or (34)
¥ can then be written as a normalized determinant of the form:
Y=

xe*(0)x5(0) do=xe|Xs> =m, » m,,= {

$1(Dxa(1)  da(Dxa(l) ... v_a(Dxvoa(1)  da(Dxa(l)
$12x1(2)  $22x2(2) ... dv_1Dxwv-1(2) N (2)xv(2)

m . . . - - (35a)

$1(N)x1(N) $2(N)x2(N) ... ¢N_1tN)XN_1(N ) dn(N)xn(N)
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or in terms of the antisymmetrizer 4 as
= A(p1x1, poxa, ..., PNXN) (35b)

where the integers 1,...., N label the space and spin coordinates ry and. oy
for each orbital. :

The spatial one-electron orbitals are furthermore assumed to have sym-
metries belonging to the set of irreducible representations of the symmetry
group of the equilibrium nuclear geometry, and are in this sense often referred
to as ““delocalized”. Thus, for example, in atoms, the orbitals have the form9%

Eﬁntm,(r, 8, #)= Rui(r) Yim (0, $) : (36),’

in which Ryi(r) is the radial part and the angular part is given by the spherical
harmonic - ¥y (8, ¢). In molecules, various symmetry types arise, as, for
example, lo 3wy, 2ai, ...,% and the orbitals are often approximated as linear
combinations of atomic orbitals (LCAQO’s). In solids, the translational
periodicity of the crystal requires that all such delocalized orbitals be of the
Bloch-function type:95. 96,99

u(r) = u(r) exp (ik-r) - 37)

in which k is the electron wave vector with a quasi-continuous distribution of
‘values and w(r) is a function characteristic of each ¢ that has the same
translational periodicity as the lattice. A free electron moving under the
influence of no forces corresponds to a constant u(r), and yields a plane-
wave (PW) one-electron orbital of the form

Pu(r)=C exp (ik-r) (38)

in which C is a normalization constant and the momentum p and energy E
are given by
p="#k (39)

E= Exin=p?2m="#k?[2m . (40)

In the often-used spin-restricted Hartree-Fock method, each spatial orbital
¢¢ is also taken to be multiplied by either &« and 8 in the Slater determinant
(that is, to have a maximum occupation number of two). Thus only N/2
unique ¢;’s are involved in describing a system with an even number of
electrons in doubly-occupied orbitals.

If the Hamiltonian of Eq. (27) is used together with the variational principle
to determine the optimum @ for which the total energy E=<{®|H|®) is a
minimum, the Hartree-Fock equations are obtained. These N equations can
be used to determine a self-consistent set of orbitals ¢;, as well as to calculate
the total energy E of the state described by ®. In atomic units (1 a.u.=1
Hartree=27-21 eV, 1 Bohr=a0=0-529 A), the Hartree-Fock equations in
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diagonal form are

- 3 2] ge] T (440 = 412 drz | $i1)
I:—%V1 - Z a $u(1) & ¢ s 7

=
Kinetic Electron-nuclear Electron-electron

attraction Coulombic )
g repulsion
N 1 . (4 ].)
—8m, s m,, [[9&;*(2) - $4(2) dfz] s(D=ep(l), i=1,2,...,N
) = 12
=t Electron-electron
exchange

where the ¢’s are termed energy eigenvalues, one-electron energies, or orbital

" energies. The origins of the individual terms are labelled. The exchange

interaction is only possible between spin-orbitals with parallf.':l spins (t_hat is,
«e or BB), and the Kronecker delta 8m_,, m,, allows for this. It is convenient to
re-express Eq. (41) more simply in terms of the Fock operator F(1) as:

) P Z1 .N '
Ptl)qas(l_)s{—%vlﬂ- T m,,Kﬂ} bu(1)= (1) (42)

=1r =

by defining the Coulomb and exchange operators Jy and K; such that

D= [4) - O dr @)

Rib(1)=4*Q2) rim S@Db(1) dr 44)

Thus, the matrix elements of these operators are the two-electron Coulomb
integrals Ji; and exchange integrals Ky:

Jy=<b1) | J3|$:(1)> = [{*(Dr*(2) ;11—2 $i(1)¢s(2) dradre  (45)

1 .
Kiy=<$(D)| 5|41 = [[$* (D% @) — $e@y()) dradrz - (46)

From these definitions, it is clear that Jiy=Jji, K'g:‘({,n;.1 and J¢1=Kg:;. Once
the Hartree—Fock equations have been solved to the desired self-consistency,
the orbitals energies ¢; can be obtained from
N
ea=e+ Y. (Jy—3m,, m Ki) : (47)
j‘l ' - .

where €0 is the expectation value of the one-electron operator for kinetic
energy and electron-nuclear attraction

0= )| -392— 3 ZH g1y @
=1 T :
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By comparison, the total energy of the state approximated by ® is given by

N N N P P zlzm
E=(¢'!H](D>= Z €0+ Z Z (ij—5m!!, deij)-i- z 'Z — (49
i=1 i=1 j>i I=1 m>1 Tim

Note that the first two summations over electronic indices are not simply the
sum of all of the one-electron energies for the N electrons in the system, as
the sum of the Coulomb and exchange terms in the total energy is made with
i<j to avoid counting these terms twice. This means that measured binding

energies (which will be shown shortly to be very close to the s in value)

- cannot be directly used to determine total energies and hence such quantities
as reaction energies. '

Mannl® has compiled very useful tables of accurate Hartree-Fock
calculations for all atoms in the periodic table. These include one-electron
energies, Slater F¥ and G* integrals for calculating Jy and Ky, radial
expectation values, and wave-function tabulations. Herman and Skillman?3
and Carlson et al, 101 have also calculated energies, radial expectation values,
and local one-electron potentials for all atoms, using a Hartree~Fock Slater
approximation with relativistic corrections. -

In utilizing the Hartree~Fock method for computing binding energies, the
most accurate procedure is to compute the difference between Ef(N—1, K)
and EY(N) corresponding to the Hartree-Fock wave functions ¥/(N—1, K)
and Wi(N), respectively. In the one-electron-orbital picture provided by this
method, the final-state wave function can be characterized as having a hole
in the kth subshell, and, for a closed-shell system with all ¢;’s doubly occupied,
the overall index K can be replaced simply by k. As the photoemission process
by which this hole is formed occurs on a time scale very short compared to
that of nuclear motion (~10-16s compared to ~10-13s), the nuclear
positions in ¥/(N—1, K) can be assumed to be identical to those in ¥i(N),
and the nuclear~nuclear repulsion sum in Eq. (49) will thus cancel in an
energy difference. However, the ion left behind by the exiting photoelectron
may not possess a nuclear geometry consistent with the ionic ground-state
vibrational motion, an effect which leads to the possibility of exciting various
final vibrational states. If the excitation is also fast in comparison to the
motions of the (N—1) passive electrons in W/(N—1, K) (a less rigorously
justifiable limit termed the “‘sudden approximation), it is also possible to
show that various final electronic states can be reached. (See Sections III.D.1,
* "V.D.2, and V.E for more detailed discussions.) For now, only the electronic
ground state of the ion corresponding to the minimum binding energy will
be considered. In this usually dominant final state, it is expected that the
passive electrons will not have the same spatial distribution as those in
Yi(N) due to relaxation or rearrangement around the & hole. Although the
overall change in the spatial form of the passive orbitals due to relaxation
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around an inner hole is not large (for example, the mean radius of an atomic
orbital changes by only ~ 1-10%),12 the resulting change in energy can have
an appreciable effect on calculated binding energies. Such relaxation effects
can have significant consequences in interpreting binding energy data such as,
for example, chemical shifts, and they are discussed in more detail in Sections
[V and V.B. Hole-state calculations in which initial and final states are treated
with equal accuracy in the Hartree-Fock sense ‘have been performed b_y
various authors for atoms,103-105 small molecules,106-109 and inorganic
clusters.110 If binding energies determined in this way are corrected for
relativistic effects where necessary, very good agreement with experimental
core electron binding energies has been obtained. For example, an agreement
of approximately 0-29% is found between theoretical and experimental ls
binding energies of Ne (Ey¥(1s)=870 eV) and Ar (EpV(1s)=3205¢V).103
Relativistic effects generally increase core electron binding energies, as well

as leading to spin-orbit splittings, and their magnitudes depend on the ratio

of the characteristic orbital velocity to the velocity of light.?3: 94 The atomic
Hartree-Fock Slater calculations of Herman and Skillman®® and Carlson
and Pullen® provide a direct tabulation of such corrections for all atoms as
determined by perturbation theory. For example, the correction for Cls
is only about 0-2 eV out of 290 eV (~0-08 %), whereas for the deeper core
level Arls, it is about 22 eV out of 3180 eV (~0-69 %)-

An additional type of correction which should in principle be made to any
type of Hartree-Fock calculation is that dealing with electron-electron
correlation. In connection with hole-state Hartree-Fock binding energy
calculations, the intuitive expectation for such corrections might be that
because the initial-state SCF calculation does not include favorable corre-
lation between a given core electron and the other (N—1) electrons, the
calculated E¢ value would be too large and thus that the binding energy
ExV(K)=Ef(N—1, K)~E¥N) would be too small. However, in comparing
relativistically-corrected hole-state calculations on several small atoms and
jons with experimental binding energies, the remaining error due to corre-
lation has been found to change sign from level to level within the same
system.103, 111 Such deviations from simple expectations appear to have
their origins primarily in the different types of correlation possible for final
hole states in different core or valence levels. For example, Ep¥(ls) for Ne
shows a correlation correction 8Ecorr in the expected direction (that is, so as
to increase Ep) of approximately 0-6 eV out of 870-2eV (~ +0°0.7 A
whereas 8Eeorr for EpV(2s) acts in the opposite direction by approximately
0-9 eV out:of 48-:3 eV (~ —1-8%).111 For core levels in closed-shell systems
such as Ne, such corrections can be computed approximately from a sum
of electron pair correlation energies (i, j) calculated for the grougd state of
the system.11! For example, in computing the Is binding energy in Ne, the
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correction has-the form of a sum over pair correlation energies between the
Is electron and all other electrons in the atom. Such correlation energies
are dependent upon both overlap and spin orientation, as the exchange
interaction partially accounts for correlation of electrons with parallel spm
For Nels, this sum is thus:

8Ecorr = e(1sex, 15B) + e(1sr, 250c) + €(Lsex, 258)
+3e(ls2, 2pa) +3e(lsw, 208) (50

with values of e(Ise, 158)=+1:09 eV, e(lsa, 250)= +0-01 eV, (15, 258) =

+0:06 eV, (s, 2pe)=+0-11 eV, (15, 2pB)= +0-15 eV. Note the smaller
magnitudes of «(i,j) for electrons with parallel spins. Also, it is clear that
most of the correlation correction arises from the strongly overlapping 1s
electrons. Equation (50) is only a first approximation, however, and more
exact calculations involving explicit estimates of all types of correlation in
both Ne and Ne+ with a ls hole give better agreement with the experimental
Is binding energy.l'2 The experimental value is EpV(1s)=870-2¢eV, in
comparison to 8Ecorr=19 eV, EpV(ls)=870-8 eV based on Egq. (50)1L!
and 8E¢orr=0-6 eV, EyV(15)=870-0 eV based on the more accurate calcu-
lation.112 §E¢orr is decreased in the latter calculation primarily because of
correlation terms that are present in Ne* but not in Ne. The sum of pair
correlation energies e(i, /) in Ne* is larger than that in Ne by about 30%,
and other terms not describable as pair interactions are present in Ne*
but not Ne.

Aside from verifying that Hartree-Fock hole-state energy difference
calculations can yield very accurate values for core electron binding energies
in atoms and molecules, such investigations have also led to another important
consideration concerning the final hole state formed by photoelectron
emission. This concerns the correct extent of delocalization of the hole, which
is implicitly assumed to have a symmetry dictated by the entire nuclear
geometry (or to exhibit a maximum degree of delocalization) in the diagonal
Hartree-Fock method discussed here. Hole-state calculations by Bagus and
Schaeferl07 have shown that core-orbital holes will tend to be localized on one
atomic center, as opposed to being distributed over all centers as might be
expected in certain cases from a linear-combination-of-atomic-orbitals
(LCAO) Hartree-Fock calculation including all electrons. In the simple
example of Og, a hole in the log or loy molecular orbitals (which can be
considered to a very good approximation to be- made up of a sum or difference
.of 1s atomic orbitals on the two oxygen atoms, respectively) is predicted by
such a calculation to result in a net charge of +4e on each oxygen atom in the
molecule. However, Snyder'% has pointed out that such a state does not
minimize the total energy associated with the final state Hamiltonian. Thus,
the lowest energy state is found!0? to localize the 1s core hole entirely on
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either oxygen atom. These pairs of equivalent final states (which no longer
possess one-electron orbitals with the full symmetry of the molecule) yield
the correct values of Ef(N—1, K) for computing binding energies. For Oe,
the localized hole states yield a value of EyV(ls) =542 eV, in comparison with:
an experimental value of 543 eV, and a delocalized hole-state value of 554 eV.
Thus, localizing the hole represents a large correction of 12 eV (~2:2%).
More recently, Cederbaum and Domcke!!3 have shown from a more rigorous
point of view why the use of such localized core-hole states is valid.
Although localization of final-state core holes is thus to be expected in
general, the question of localization becomes more complex in dealing with

~valence electrons in molecules or solids. Molecular orbitals with lone-pair

character or which exhibit a predominance of atomic-orbital make-up from

_' a single atom in an LCAO description are inherently localized, even though
they are describable in terms of the overall symmetry species of the molecule,

and such orbitals would be expected to exhibit hole localization to a great

- degree. Other molecular valence hole states may or may not show localization

that deviates significantly from a description with full-symmetry molecular
orbitals. Similarly, the spatially-compact 4f valence levels in solid rare-earth
elements and compounds are found to yield highly-localized hole states, as is
evidenced by the atomic-like multiplet splittings observed!4 (see Section V.C).
The valence d electrons in solid transition metals and their compounds or the
valence electrons in free-electron-like metals may not always be so simply
described, however. Nonetheless, Ley ef al.1'3 have concluded that, even for
the highly delocalized valence states of free-electron metals such as Li, Na, Mg,
and Al, the energy associated with final-state relaxation around a valence hole
can be calculated equally well in terms of either a localized- or delocalized-hole-

- state description; in this case, however, the delocalized hole state is still best

considered to be an itinerant localized hole propagating through the solid.
Although a localized-orbital description of the initial state can always
be obtained from a Hartree-Fock determinant by means of a suitable unitary
transformation of the various orbitals ¢; without changing the overall
N-electron determinantal wave function or total energy,!16 the transforma-
tion is not unique. Payne!l? has also recently presented a new method for
performing molecular Hartree-Fock calculations in which relatively unique
localized-orbital character is built in by constraining each LCAO molecular
orbital to be composed only of atomic orbitals centered on a small set of
nearest-neighbor atoms. Although either of these two procedures for obtain-
ing localized initial-state orbitals can provide chemically intuitive and trans-
ferable bonding orbitals between two or three bonding centers,!16. 117 it is

' not clear that they would necessarily lead to a more correct description of

the final state with one electron removed. More theoretical and experimental
work is thus necessary to characterize fully the best one-electron-orbital
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description of the final states of many systems, if indeed such a one-electron
picture is always adequate or necessary.

In order to avoid the difficulties associated with -hole-state calculations in
determining binding energies, a very often used approximation is to assume
that Koopmans’ Theorem well describes the relationship between initial and
final state total energies. The basis of this theorem is the assumption that the
initial one-electron orbitals ¢; making up the determinant ®{(N) are precisely
equal to the final orbitals ¢;" making up ®f(N—1, k) with a single k-subshell
hole. The final state total energy Ef(N— 1, k) can then be calculated from the
formula for E¥N) [cf. Eq. (49)] simply by eliminating those terms dealing
with the electron occupying the kth orbital initially. This procedure leaves
as the Koopmans’ Theorem value for Ef(N—1, k) (neglecting nuclear
repulsion):

EA(N—1, k)KT=
i

(J11=—0m,,» m,Kij)
£k

(J'ﬁ Sm, > m, Kig)

M=
M=

€0+

=~
A

i>

1

0+

™Mz t=
Mz &
™=

i

-
H
b
-
i
-
v

Jj
N _
- 2:{ (Jie—3m,,» m_, Kik) . (51)

The Koopmans® Theorem binding energy of the kth electron is then by the
difference method [cf. Eq. (22)], -

EyY()XT=E(N~-1, k)KT — EXN)
= — e~ E (Jix—3m,,» m, Kik)

or, making use of Eq. (47) for the orbltal energy ¢,
EvV(k)ET= —ex (52)

Thus, the binding energy of the kth electron is in this approximation equal
to the negative of the orbital energy ;. For bound-state orbitals e is negative,
so that the binding energy has the appropriate positive sign. This result is
Koopmans’ Theorem, as is indicated by the superscript KT. In reality, the
relaxation of the (N — 1) passive orbitals about the k hole iz the ionic ground
state will tend to lower Ef(N—1, kK)XT, and thus, as long as relativistic and
correlation corrections are not too large, binding energies estimated with
Koopmans® Theorem should be greater than the true values. If the error due
to such electronic relaxation is denoted by 8Ereiax>0, then a binding energy
can be written as (neglecting relativistic and correlation effects):

EvV(k)=EpV(K)<T — Eretax
=—€g— 8Erelz!.x (53)
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It should be noted, however, that Koopmans’ Theorem as it is derived here
applies only to closed-shell systems (that is, systems that are adequately
represented by a single Slater determinant with doubly-occupied one-electron
orbitals), or to solids which contain many electrons in highly delocalized
valence orbitals with quasi-continuous energy eigenvalues. For any other case,
there will in general be several possible couplings of spin- and orbital-

angular momenta in the open shell or shells, and each distinct coupling '

will give rise to a different initial or final state energy. These states in atoms
might, for example, be described in terms of L, S coupling, and would
in general be represented by a linear combination of Slater determinants.!18
Although each of these determinants would have the same gross electronic
configuration (for example, 3d5), various possible combinations of ms= +%
and m; would be possible within the open shells. Provided that final-state
relaxation is neglected, Slater!l® has pointed out that a binding energy
EvY(k)XT computed as the difference between the average total energy for

- all states within the final configuration and the agverage total energy for all

states within the initial configuration is equal to the one-eléctron energy e
computed from an initial-state Hartree-Fock calculation utilizing Coulomb
and exchange potentials averaged over all states possible within the initial
configuration. This we can write as

EvV(k)XT=Ef(k)XT—El= — ¢ (54)

and it represents a genefalization of Koopmans’ Theorem to open-shell
systems. The various final states discussed here are the cause of the multiplet
splittings to be considered in Section V.C.

Although the orbital energies ex in Koopmans’ Theorem as stated here
refer to fully delocalized orbitals, Payne!l? has recently pointed out that
near-Hartree-Fock calculations in which different atomic-orbital basis sets
are chosen for different molecular orbitals to yield effectively localized final
results also yield a set of one-electron energies that can be interpreted via
Koopmans’ Theorem. As these one-electron energies are not the same as
those for fully delocalized orbitals, it is thus of interest to determine whether
any such localization effects are clearly discernible in experimental valence
binding energies. '

The most direct way of calculating 8Ere1ax is of course to carry out SCF
Hartree~Fock calculations on both the initial and final states and to compare
EpV(k) as calculated by a total energy difference method with EpV(k)XT= — e.
Such calculations have been performed by various authors on both atoms
and molecules.3: 104-109 Ags representative examples of the magnitudes of
these effects, for the neon atom, EpV(1s)=868-6 eV and EpV(1s)XT=891-7eV,
giving 8Erelax~23 €V (~2:6%), and EpV(2s)=49-3 eV and EpV(25)KT=
52:5eV, giving 8Eretax~3 eV (~6-0%). Effects of similar magnitude are
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found in the 1s levels of molecules containing first-row atoms.196: 109 Also,
in certain cases, the presence of a localized hole may cause considerable

valence electron polarization relative to the initial state.106, 107, 110 Thyus

8Ere1ax lies in the range of 1-10 9 of the binding energy involved, with greater
relative values for more weakly bound electrons. Several procedures have
also been advanced for estimating 8Ere1ax!?: 119-121 and these are discussed
- in more detail in Section V.B. It has also been pointed out by Manne and
Aberg? that a Koopmans’ Theorem binding energy represents an average
binding energy as measured over all states K associated with emission from
the kth orbital, including those describable as both “one-electron” and
“multi-electron” in character. This analysis is discussed in more detail in
Section IIL.D.1. Implicit in the use of Koopmans’ Theorem is the idea of a
predominantly one-electron transition in which the (N— 1) passive electrons
are little altered.

To summarize, the use of Hartree—Fock theory and Koopmans’ Theorem
permits writing any binding energy approximately as

EvY(k)=— ex—8Eretax + SEreiat + 3Ecorr (55

in which 8Eretax, Erelat, and 8Ecorr are corrections for relaxation, relativisitic
effects, and correlation effects, respectively.

C. More Accurate Wave Functions via Configuration Interaction

In explaining certain many-electron phenomena observed in XPS spectra
it is absolutely essential to go beyond the single-configuration Hartree-Fock
approximation, and the most common procedure for doing this is by the
configuration interaction (CI) method.22 In this method, an arbitrary
N-electron wave function W(N) is represented as a linear combination of
Slater determinants ®;(N) corresponding to different N-electron con-
figurations:

¥(N)= ; Ci@4(N) (56)

The coefficients Cj, and perhaps also the set of one-electron orbitals ¢;
used to make up the @y’s, are optimized by seeking a minimum in total
energy to yield a more accurate approximation for ¥(¥). In the limit of an
infinite number of configurations, the exact wawe function is obtained by
such a procedure. In practice, the dominant Cy’s are usually those multiply-
ing determinants with the same configurations as those describing the
Hartree-Fock wave function for the system.

For example, for Ne, a highly accurate CI calculation by Barr involving
1071 distinct configurations of spatial orbitals!23 yields the following absolute
values for the coefficients multiplying the various members of a few more
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important configurations: ®;=1522522p%=Hartree-Fock configuration—
0-984; o= 1522512p635s1—0-005; Pa= 1522522p53p—0-009; D= 1522522p44p2
—0-007-0-030; and 5= 1s22522p*3p4p—0-007-0-022. Approximately 70

. distinct configurations have coefficients larger than 0-010 in magnitude, but

only that for @, is larger than 0-030.

Manson?! has discussed the influence of configuration mteractlon on the
calculation of photoelectron peak intensities (see the more detailed discussion
in the next section), and in particular has noted that it may be important to
allow for CI effects in both initial and final states. Specific effects of configura-
tion interaction in XPS spectra are also discussed in Sections V.C and V.D,
as well as in the chapter by Martin and Shirley!4 in this series.

D. Transition Probabilities and Photoelectric Cross-sections

1. General Considerations and the Sudden Approximation. In order to
predict the intensities with which various photoelectron peaks will occur, it is
necessary to calculate their associated transition probabilities or photoelectric
cross-sections. The photoelectric cross-section o is defined as the transition
probability per unit time for exciting a single atom, single molecule, or solid
specimen from a state W4 N) to a state V/(N) with a unit incident photon
flux of 1 cm~2s-1. If the direction of electron emission relative to the
directions of photon propagation and polarization is specified in W#(N), as
well as perhaps its direction of emission with respect to axes fixed in the
specimen, such a cross-section is termed differential, and is denoted by
do/dQ. The differential solid angle dQ is that into which electron emission
occurs, and it is indicated in Fig. 7. From do/dQ for a given system, the total
cross-section for electron excitation into any direction is given by .

= j - dQ 57

Such differential or total cross-sections can be calculated by means of time-
dependent perturbation theory, utilizing several basic assumptions that are
discussed in detail elsewherel24-131 and reviewed briefly below.

In a semi-classical treatment of the effect of electromagnetic radiation on an
N-electron system, the perturbation ' due to the radiation can be approxi-
mated in a weak-field limit as:131 - '

—__% (5. .
= Soee (F-A+A-p) (58)

in which j= — i#V and A=A(r, f) is the vector potential corresponding to the

field. For an electromagnetic wave traveling in a uniform medium, it is.

possible to choose A such that V-A=0 and thus p-A=0, so that in all
applications to XPS it is appropriate to consider only the A-p term in Eq.
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(58). (In UPS studies of solids, it has, however, been pointed out that the
change in properties near a surface can result in a “surface photoeffect” due
to the p-A term.132) The electromagnetic wave is further assumed to be a
traveling plane wave of the form:

A(r, t)=edo exp [iKny T~ 2mvt)] (59)

where e is a unit vector in the direction of polarization (e is parallel to the
electric field E), Ap is an amplitude factor, ks, is the wave vector of pro-
pagation, |kny|=2a/A, and X is the wavelength of the radiation. Within this
approximation the transition probability per unit time for a transition from
Yi(N) to WI(N) can be shown to be proportional to the following squared
matrix-element!24, 131

| . |
Mg 2= | CHN)| T AGe- | ¥ 0> |

) _
=#24¢? (60)

N
<1Pf(N) | Z exp (!‘km‘ r;)E‘Vf I ‘Fi(N»
i=1

in which the time dependence of A has been integrated out and the integration
remaining in the matrix element is over the space and spin coordinates of all
N electrons. The intensity or photon flux of the incident radiation is pro-
portional to A¢2. If the final state ¥/(N) corresponds to electron emission
with a wave vector kf (or momentum p/=#k/) oriented within a solid angle
dQ (cf. Fig. 7), the differential cross-section can then be shown-to be:124

c(2)

dQ hv
in which C is a combination of fundamental constants, and 442 is eliminated
in the normalization to unit photon flux. In dealing with atoms and molecules,
it is often necessary to sum further over various experimentally-indistinguish-
able symmetry-degenerate final states, and to average over various symmetry-

degenerate initial states to determine a correct cross-section. If the degeneracy
of the initial state is g; and if each such initial state is equally populated, this

yields
do C/1
we () 2

Also, if unpolarized radiation is utilized for excitation, a summation or
integration over the various possible orientations of e is necessary in deriving

do/dQ, yielding finally a summation ) in Eq. (62). Furthermore, for a
ifie .

- randomly oriented set of atoms or molecules as appropriate to studies of

gaseous- or polycrystalline-specimens, do/dQ must also be averaged over all

N
FW)| Y exp (e [V | (61)

N
HIN)| 3 exp (kn-re- V[TV |* (62)
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possible orientations of the target system with respect to each possible
relative geometry of the radiation and the emitted electron.

A final point of general concern is the influence of nuclear motion, speci-
fically vibration, on such cross-sections. If the Born-Oppenheimer approxi-
mation [Eq. (26)] is valid and the influence of the perturbing radjation on

do

Photoelectron

—
Pr=hkf
Radiation

73 Target atom/molecule

Unpolarized-

Fig. 7. General geometry for defining the differential cross-section do/d(, showing both
polarized and unpolarized incident radiation. The polarization vector e is parallel to the
electric field E of the radiation. In order for the dipole approximation to be valid,
the radiation wave length A should be much larger than typical target dimensions (that
is, the opposite of what is shown here).

the nuclear coordinates is neglected, the differential cross-section [Eq. (62)]
becomes:

do C/[1 ¥ '
d—g*—‘a (h_v) ,Z,:r |<lw(N)] E:! exp (ikny-re)e- Vi | THN)) 2
- |CEvin(P) [Fvin (P> (2 (63)

in which the squared overlap between the initial and final vibrational wave
functions is simply a Franck-Condon factor. Vibrational effects in XPS

spectra are discussed in Section V.E. Only the electronic aspects of matrix -

elements and cross-sections are considered further here.
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ssumed that the photon wavelength A is much

In proceeding further, it is a : ‘
lau'ge:gJ than the typical dimensions of the system, which will generally be of

the order of a few A. This is a reasonably good, although borderlir}e, appro:_:i-
mation for MgKa or AlKa x-rays with A= 10 A. This assumption permits
treating exp (ika,T7) as unity in the integration, yielding for Eq. (62): |

de C/1
5 () 3

and is termed “neglect of retardatifm ‘
further convenience that thus arises 18 being able t
in Eq. (64) in any of the three forms:124

' 2 .
e CFI(N) | ji Vi TN (64

» or “the dipole approximation”. A
o write the matrix element

| .
| §, wlr0y=; ] 3 AT

m(hv) < 4
= CEAN)| Y | PN
h2 i=1

=hi CPAHN) | 35 ViV [ PHN)) (65)
v i=1

The equality of these three forms can be proven !:)y means of cor_!;:nuFart:c;r;
relations for the exact wave functions corrcspondtr‘lg to any Hﬁrm ?‘1;1?, o
the form of Eq. (24); the first form is denoted _mngntum orl :IL le
velocity”, the second “dipole-length”, .and the thu‘d. dipole-acce Cel:ratt) 1 the.
In the last form, V'=V(ry,r2, .- ry) is the potential re_presente by (he
electron—electron repulsion and electron-nuclear attraction terms in

Hamiltonian. _
There are several levels of accuracy that can be used for the evaluation of

matrix elements such as those in Eq. (64). Th:a most often used aipioxlm_z:;lizﬁ
begins by assuming a strongly “one-electron’ cha;actcr for. thg p odtl);rtn; sion
process, and represents the initial state as an _antl_symmetnze pro of e
“active” kth orbital ¢x(1) from which emission Is ass?‘m,ed to ,?c;:urtr a:.) 4
(N—1)-electron remainder ¥ g(N — 1) representing the “passive™ €lec :

wi(N) = A(ge(Dxx(1), V(N =1)

In the weak-coupling limit, the final state is further given very accurately by

WIHN) =A@/ (1), PN =1) (67)

where for brevity the index K (or most simply k) on the ionic wave function

Yf(N—1) has been suppressed, and f specifies the kinetic energy and any

i i f
additional quantum numbers necessary for the continuum ort_ntal q'sd(l);-
" If it is further assumed that the primary k — f excitation event is rapid 0

)
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“sudden” with respect to the relaxation times of the passive-electron prob-
ability distribution, the evaluation of N-electron matrix elements for a
general one-electron transition operator # depending only on spatial coordi-
nates (such as any of those in Eq. 65)) yields:%0, 131

N
CHAN) | 121 1| WUN) =D |2 | (> CHAN—D [ Fr(N-1)>  (68)

The use of this expression is often termed the “sudden approximation”,

_ and it has proven to be very successful for predicting the intensities of various

types of many-electron fine structure observed in XPS spectra (see, for
example, Sections V.C, and V.D). Transition probabilities and cross-sections
are thus in this limit proportional to

]<¢f(l) | i |‘?Sk(1)> I2 | CPAN - l)']IFR(N— [)) I? ) (69)

‘and involve a one-electron matrix element and an (N~ I)-electron overlap
integral between the ionic wave function and the passive-electron remainder
Wgr(N—1). It should be noted that ¥'r(N—1) is thus not a valid ionic wave

function, but rather a non-unique “best” representation of the initial-state

passive electrons. In order for the overlap integral to be non-zero, symmetry
requirements further dictate that both W/(N—1) and ¥r(N— 1) must corre-
spond to the same overall irreducible representation; this is the origin of the
so-called “monopole selection rule”, which is discussed in more detail in
Section V.D.2,

It is necessary also to consider criteria for determining whether the sudden
approximation can be used or not.!33, 134 If the excitation from a given
subshell k gives rise to a set of final state energies Ef(N—1, K); K=1, 2, ...,
then the simplest criterion for the validity of the sudden approximation is
that133

[EAN—1, K)—E{(N—1, K")]7'[hi<] (70)

where 7' is the time required for the k' — f photoelectron to leave the system,
and K and XK' can range over any pair of final energies with significant
intensity in the set. As an indication of the orders of magnitude occurring in
this inequality, for a typical x-ray photoelectron of Exin= 1000 eV, v/c~0-06
or va 2 x 10? cm/s. For a typical atomic diameter of 2 A, the escape time can
thus be roughly estimated as 7"~ (2 x 1078)/2 x 109~ 10175, Thus, 7'/hA=~1/65
eV-1l, and for final state separations much larger than 10 eV, the sudden
approximation would appear to be violated. However, calculations by
Aberg!®?® and by Carlson, Krause, and co-workers!35 using the sudden
approximation have given reasonable agreement with experiment for several
systems for which this inequality was not fully satisfied. On the other hand,
Gadzuk and Sunjic!34 have considered in more detail the question of transit
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times and relaxation times in XPS, and have concluded that even the typical
excitation energies in XPS of ~1-5 keV may not be sufficient to reach fully
the sudden limit. This question thus requires further study. '

An alternative, and in certain respects more general, description of the
initial and final states in the transition matrix element is to use single-
determinant Hartree-Fock wave functions. If these are calculated accurately
for both states, thus including relaxation effects, the relevant wave functions
are

Wi(N)=A($1x1, $2X2s .- PiXks -, SNXN) (71)
WIN)=A($1'X1, $2'Xos -y X, ...y IN'XN) (72

and the transition matrix element becomes36. 137
N
AN | le | PN = Y Y (bn'(1) || $a(1)>DFi(m |n) (73)

where the double sum on m and # is over all occupied orbitals and Df(m |n)
is an (N—1) x (N—1) passive-electron overlap determinant. Df(m |n) is thus
equal to the signed minor formed by removing the mth row and ath column
from the Nx N determinant D/ whose elements are overlaps between
initial- and final-state one-electron orbitals. That is, the pg element is
(D7e)pg={$p'Xp|bgXs>. Many of the N2 matrix elements contributing to
Eq. (73) are zero or near-zero for three reasons: (1) one-electron matrix-
element selection rules associated with {(¢n'(1)|?|¢a(1)>; (2) monopole
selection rules arising from the one-electron overlaps (¢,'xp|baxo), since ¢’
and ¢4, must have the same spatial symmetry and the spin functions xp and
xg must be equal for the overlap to be non-zero; and (3) the near ortho-
normality of the passive-orbital sets ¢y, ..., b 1, égy1,...,dn and ¢y,
s PE_1, bra1’s -, O, SO that (¢p' [Ppp>=1-0 and <’?SP’I¢Q>R"-'0 for p#q.
Additional matrix elements corresponding to transitions other than k — f
that cannot be ruled out on these bases have furthermore been shown by
Aberg!33 to be negligible for a high-excitation-energy limit, which leaves
finally a first-order result analogous to the sudden-approximation expression

N
CYIN) | _Zl 1| WiNY> = ($1(1) |2 | ¢u(1)>D1(f | k) (74)

Various methods for calculating such overlap determinants for atoms
have been investigated by Mehta et al.,192 and it has been concluded that the
use of a diagonal-element product is accurate to within ~1-2%:

N N
CYAN) | le ?;I‘Ff(ND:(éf(l){?}ék(l))j > k(éf’ls&:) (75)

=LJj#
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Proceeding one step further to an unrelaxed, “frozen orbital”, or “Koopmans’
Theorem™ final state in which ¢;'=d¢; for j#k finally leads to the simplest
approximation for such matrix elements: :

N
CEIN) | ‘Zl 1| WHNY =</(1) [T[ a1 (76)

The majority of matrix element and cross-section calculations to date have
used this last form.

At the level of sudden approximation calculations utilizing Eq. (68) or
(74), two experimentally useful spectral sum rules have been pointed out.
The first states that the weighted-average binding energy over all final ionic
states W/(N~—1, K) associated with a given primary k —f excitation _is
simply equal to the Koopmans’ Theorem binding energy of —eg. That is,
if I is the intensity of a transition to W/(N— 1, K) corresponding to a binding

.energy Ep(K), then

—eg= %Ibe(K)/ ; Ixg= % |<‘I’f(N—1,K)[‘I"R(N—ID[ZE];(K) (77)

This was first pointed out in connection with XPS by Manne and Aberg,%°
and has also been derived in a somewhat different context by Lundquist.138
The significance of this sum rule is illustrated in Fig. 8, and it requires that,

Adiabatic
peak

-e EY(K),

k
l‘\:= ? Erela::"l

It_ Shake—up —-l
---— Shake—off ——ol

Total Area
o o [frozen-orbital)

+—— Binding Energy

Kinetic Energy ——»

Fig. 8. Schematic illustration of a photoelectron spectrum involving shake-up and shake-
off satellites. The weighted average of all binding energies yields the Koopmans’ Theorem
binding energy — ex [sum rule (77)], and the sum of all intensities is proportional toa
frozen-orbital cross section oy [sum rule (78)]. The adiabatic peak corresponds to formation
of the ground state of the ion [Ev(k)1= En(K=1)].
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in order for relaxation to occur in forming the lowest-binding-energy
“primary” or “adiabatic” final state corresponding to the ionic ground state,
excited ionic states .corresponding to binding energies higher than — e
must also arise. The peaks due to these states have been variously called
“shake-up”, “shake-off”, “many-electron transitions”, ‘‘configuration-
interaction satellites”, or “‘correlation peaks”, and more specific illustrations
are given in Section V.D. The high-intensity lowest-binding-energy peak has
often been associated with a “‘one-electron transition”, although this name
is unduly restrictive in view of the inherently many-electron nature of the
photoemission process. Thus, the intimate relationship between relaxation
and correlation is demonstrated, although it still is possible to determine
uniquely a relaxation energy with initial- and final-state Hartree—Fock wave
functions that are often assumed to be uncorrelated in the sense that Eeorr
is measured relative to them. The second sudden-approximation sum rule
deals with intensities, and it states that the sum of all intensities associated
with the states ¥/(N—1, K) is given by

o= 3 Ix=C 3, <) 1R [2|CEAN=1, K) [ Fa(N— 1) 2
—Clg|E|gep]2 ' (78)

where C is a constant for a given photon energy. One experimental con-
sequence of this sum rule is that matrix elements and cross-sections calculated
with unrelaxed final-state orbitals and thus using Eq. (76) apply only to
absolute intensities summed over all states ¥/(N—1, K), as was first pointed
out by Fadley.137 Thus, absolute photoelectron intensities for the usually-
dominant ionic-ground-state peaks may be below those predicted by un-
relaxed or frozen-orbital cross-sections, as has been noted experimentally
by Wuilleumier and Krause;13% by contrast, x-ray absorption coefficients,
which inherently sum over all final states for a given k — f excitation, are
well predicted by unrelaxed cross-sections.137

At a higher level of accuracy than any of the approximations discussed up
to this point, configuration-interaction wave functions can also be used in
the calculation of matrix elements and cross-sections.®!: 127 In particular,
Manson® has discussed in a general way the effects that this can have,
pointing out several mechanisms by which calculated intensities can
be significantly modified by the inclusion of CI in the initial-state wave
function and the final-state wave function. For computational convenience,
it is customary (although not essential) to use the same set of orthonormal
one-electron orbitals ¢1, ¢s, ..., dar (M > N) in making up the configurations
of both initial and final states. This apparent lack of allowance for relaxation
in the final state can be more than compensated by using a large number of
configurations with mixing coefficients C;# and Cj/ that are optimized for
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both states: i
YiN)= Y. CAO/(N) (79)
J -

PI(N)= ), Cu/ P! (N) (80)

The exact expressions for matrix elements determined with such wave
functions are rather complex, particularly if more than one continuum orbital
is included, corresponding to an allowance for continuum CI (also referred
to as interchannel coupling or close coupling).?? Although such continuum
effects may be important in certain special cases (see Section V.D.5), several
many-electron phenomena noted in XPS spectra can be well explained in
terms of only initial-state CI and final-state-ion CI. In visualizing these effects,
it is thus useful to take a sudden approximation point of view, in which a
single primary k —>f transition is considered and the individual con-
figurations ®;4N) and ®»/(N) are thus written as antisymmetrized products
with forms analogous to Eqs (66) and (67):

@7H(N) = A(1)xx(1), AN - 1)) @D

D/ (N)=A(G(1Dx/(1), P (N 1)) (82)

In these equations, the (N—1)-electron factors can if desired be indexed
identically, so that, for the fixed one-electron basis set, ®;{(N—1)=@n/(N—1)
if j=m and thus also (®;(N—1)|®n/(N — 1)) =8;m. Matrix elements in this
limit are then given by repeated application of Eq. (68) as

)| 3 WP =FOBOT GG 6
i=1

Thus, the mixing of various configurations into either the initial or final states
can affect the observed intensity of a given final state appreciably, as it is only
if a certain configuration has a non-zero coefficient in both states that it will
contribute a non-zero (Cy/)*Cj* product. For the useful limiting case in
which a single configuration j=1 dominates the initial state, then Cjt~x1-0,
Csi~O0 for j#1, and the square of the matrix element (83) for transitions to a
given final state is simply -

N
)| 3 u[FW)| o c]? 4
i=1

(If relaxation is permitted in the final-state one-electron orbitals, then overlap
integrals of the form (®nf(N—1)|®#N—1)>=S;» must be computed,*
and Eqgs (83) and (84) become more complex. However, in general Sjm 2 8jm.)
Such CI effects are important in understanding the simplest forms of multiplet
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splittings (Section V.C), many-electron effects in multiplét splittings (Section
V.C), and the intensities of various many-electron satellites (Section V.D).

The inherent requirement of relaxed final-state orbitals in sudden approxi-
mation calculations using single-determinant Hartree-Fock wave functions
has led to a certain amount of confusion when comparing this model with
the results of CI calculations. Manson,®! for example, has pointed out that
the use of relaxed final-state orbitals in such single-determinant calculations
yields matrix elements of no higher accuracy than those resulting from the
inclusion of only a limited form of initial-state configuration interaction.
Thus, there are several types of effects that can only be adequately discussed
in terms of a more complete CI treatment.

In the next three sections, matrix element and cross-section calculations
for atoms, molecules, and solids are discussed at the often-used level of
unrelaxed final-state orbitals that results in Eq. (76).

2. Atoms. For a closed-shell atom in the limit of no final-state passive-
electron relaxation and a non-relativistic Hamiltonian, each emission event is
characterized by a well-defined transition from spin-orbital ¢xXi=dnimXm,
to spin-orbital ¢/x/=¢gfi1fm Xms, where Ef is the photoelectron kinetic
energy hv— EpV(nl). The usual dipole selection rules then require that

Al=F—I=+1 85)
Amp=mf —m;=0, +1 (86)
Ams=m,§f—ms=0-

Photoemission is thus divided into two “channels” for /f=/+1 and If=[—1,
with the /41 channel usually being much more important at XPS energies.

The most commonly encountered experimental situation is a collection of
atoms whose orientations are random with respect to one another that is
exposed to a flux of unpolarized radiation' with an angle « between the
propagation directions of the radiation and photoelectron (cf. Fig. 7).
For this situation, the total photoelectric cross-section for all events involving
emission from a given n/ subshell can be calculated by summing transition
probabilities for. all possible one-electron events according to Eq. (63). A
general derivationl24, 126, 127, 140 then shows that the total subshell cross
section oy is, in the dipole-length form,14! given by

drropag?
_ 3
in which «o is the fine structure constant, ag is the Bohr radius, and the

Ry1(EY). are radial matrix elements common to all one-electron dipole
matrix elements between ¢nim, and ¢efifm 7. (¢nim, and $fifm f both have

oni(EN)= ()[R *(EN)+ (I+ DR X(EN) )
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the general form of Eq. (_36).) These radial integrals are given by
Risi(EN= | Ru(r)rRef, 1sa(r2 dr= | Pu(r)rPes, 1sa(r) dr  (88)
0 _ ]

where Pni(r)/r= Ru(r) is the radial part of the ¢nim, orbital and P, 1x1(r)/r=
Rgf, 121(r) is the radial part of the continuum photoelectron orbital ¢&fi/m f
The differential photoelectric cross-section for a given subshell is furthermore
given by the expression 124, 127, 140

Cliag () 2%: [1 —=3Bni(E7)Py(cos «)]
=% [14+3Bui(EN)E sin? «—1)] (89).

where Bni(E) is termed the asymmetry parameter, « is the angle between
photon propagation direction and electron emission direction, and P(cos «) =
3(3 cos? «—1). Bui(EF) can in turn be calculated from the radial integral
Ri+1(E) and certain continuum-orbital phase shifts 8;+1(Ef) that represents
the shift in the sinusoidally oscillating character of Rgf, 111(r) at large radii
relative to the continuum wave functions for a hydrogen atom at energy
E1. The equation for Bi(EY) is

(10— 1)Ri_1%(E) + (I+ 1)+ 2 Rea (E) -

—6l(/+ 1) R, 1(EN)Ri_1(E”) cos [81,.1(EN)— 8i_1(EN)]}
QI+ DIIRiAXEN+ (I + DR %(EN)]

and the term in cos {8;,1— 8;.1] represents an interference between outgoing
/+1 and /—1 waves. Such phase shifts are illustrated for C2p emission into
s and 4 waves at different Av in Figs 9(d) and 9(e).

The allowed range for Bu; is —1 <8< +2. A positive value of § indicates
that photoelectrons are preferentially emitted at angles perpendicular to the
photon direction («=90°), whereas a negative value indicates preferential

Bri(EN)= (90)

emission either parallel or anti-parallel to this direction («=0° or 180°). -

A value of 8=0 yields an isotropic distribution. For s-electron emission,
/=0, and only transitions to /f=1 waves are possible. B is always +2 for this
case, yielding a differential photoelectric cross-section of the form:

dons(E’)  ons(E’)
dQ  4n
with maximum intensity at «=90° and zero intensity at «=0° and 180°,
For the other limiting case of f=—1,

doni(EY) _oni( EY)
dQ = 4r

- sin2« ©n

- cos2a (92)
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Fig. 9. Radial functions P(r)=r - R(r) for (a) the occupied orbitals of atomic carbon and
(b)—(e) the continuum photoelectron orbitals resulting from C2p excitation at different
photon energies as indicated. Continuum wave functions for both allowed emission channels
are shown (/+ 1—~d wave, [— 1-»s wave). Note the non-sinusoidal character near the nucleus,
and the decrease in the electron deBroglie wavelength Ae with increasing kinetic energy. The
definition of the phase shift 8;—8a+= is also indicated for A»=200-0 eV and 14866 eV.
In (a), the range of typical bond lengths between carbon and low-to-medium Z atoms is
also shown for comparison. (S. M. Goldberg and C. S. Fadley, unpublished results.)
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the 'pﬁotoelectron intensity is zero at §=90°, and has its méximum value at
0=0° and 180°. No matter what the value of g is, the form of Eq. (89)

dictates that the distribution should be cylindrically symmetric about the

photon propagation direction.
Equation (89) is also equivalent to

doni(ET)
dQ

where A4 and B are constants given by - A=(on/4n)(1 —PBni/2) and
B =(onif4m)-3Bni/4. From an empirical determination of 4 and B, 8 can thus
be calculated from Bn;=4B/(34+2B). A comparison between the function
predicted by Eq. (93) and experimental results made by Krause'42 is shown in
Fig. 10. The parameters 4 and B have in this case been empirically adjusted
to give the best fit to data obtained for photoemission from Kr3s, Kr3p,
and Kr3d levels with MgKa x-rays. The data are reasonably well described
by Eq. (93), although a slight systematic deviation is apparent; this has been
associated with effects due to the breakdown of the dipole approximation
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Fig. 10. Experimental angular distributions of 35 (= M)), 3p (= My, 3), and 3d (= My, 5)
photoelectrons excited from gaseous Kr with MgKa x-rays. The curves represent least-
squares fits to the data points of a relationship of the form of Eq. (93), in which A and B
were treated as empirical constants. (From Krause, ref. 142.)
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(neglect of retardation).142 Note that the 3s data are consistent with Eq. (91)
as expected. Also, a decrease in B with i increasing orbital angular momentum
is observed, although B is clearly positive for all three cases presented in
Fig. 10. Wuilleumier and Krausel3? have also presented a similar analysis
for Ne2p emission that extends up to XPS excitation energies.

Total atomic subshell cross-sections for photon energies relevant to
XPS have been calculated in various studies.126. 143-151 These calculations
have made use of both the non-relativistic theory outlined above, as well
as relativistic methods based upon the Dirac equation.l44. 145,151 Jp
the non-relativistic calculations, the method introduced by Cooper and
Manson126, 146, 147 hag been most utilized: cross-sections are calculated
from matrix elements between initial-state orbitals determined in a Hartree—
Fock-Slater approximation (as those generated by Herman and Skillman
for all atoms)®® and final-state orbitals determined from a omne-electron
radial Schroedinger equation with a central potential ¥(r) representing the
interaction with the nucleus and (N—1) electrons in the ion (again of the
form determined by Herman and Skillman). More recently, Scofield'5! has
used a relativistic analogue of this procedure to calculate MgKe and AlK«
total subshell cross sections ani, =1+, for all elements in the periodic table;
spin-orbit effects split each subshell into two j components with occupancy
2j+ 1. The use of such a cross-section tabulation in analyzing XPS spectral
intensities is discussed below in Section III.F.3.

" In general, it is found that for hv well above threshold, as is the case in
XPS measurements, transitions to /f=/+1 are much more probable than
those to If=/—1.126. 147 Thus, the term (/+1)R;,12(Ef) dominates the term
IR;_12(ET) in Eq. (87). Also, oni(Ef) is generally a decreasing function of
E7 for hv well above threshold. However, large oscillations and minima in
the cross-section may occur as Av is increased above threshold.126, 146, 147
Such oscillations can be explained in terms of the changing overlap character
of an oscillatory Pyi(r) and an oscillatory Pgf, 141(r) with changing E7.126
As E7 is increased, the effective wavelength of the radial oscillations in
Pgf, 141 decreases and the oscillations penetrate more deeply into the region
of non-zero Pni(r) “within” the atom. This effect is illustrated quantitatively
in Fig. 9 for continuum orbitals corresponding to emission from a C2p
subshell at hv=21-2, 40-8, 200, and 1486+6 eV, as calculated by Goldberg
and Fadley using the Manson/Cooper program. For a given Av, the matrix
element R;:1(E’) thus may consist of contributions due to the constructive
overlap of one or more lobes in Pni(r) and Pgf, 111. If, as Ef is varied, the
relative signs of the overlapping lobes change, Ri:1(Ef) may change sign,
and therefore at some kinetic energy intermediate between the sign change, a
zero or minimum in Ep1(Ef) and on(ES) can result. A corollary of this
argument is that atomic orbitals Pni(r) which exhibit no oscillations with r
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should show cross-sections which decrease smoothly with increasing Ef
and exhibit no zeroes or minima.l26 Examples of such orbitals would be
ls, 2p, 3d, and 4f.

Comparisons of total cross-section calculations with experiment are often
made through the total atomic absorption coefficient for x-rays, which at
lower x-ray energies of 510 eV consists essentially of a sum over the several
subshell cross-sections. Such comparisons yield reasonably good agreement
between experiment and theory (~5-109%) except near threshold where
hva EypV(nl).137, 143, 145, 150, 152 Cooper and Mansonl4? have also calculated
relative subshell cross-sections in XPS which compare favorably with the
experimental values of Krausel42 shown in Fig. 10.

Asymmefry parameter calculations have also been performed for various
atoms at the Manson/Cooper level, and the values obtained for Bui(Ef)
are also in reasonable agreement with experiment (~ +59%).147 Manson!53
and Kennedy and Manson14? have also pointed out that for certain subshells,
theory predicts that B,(Ef) may exhibit large oscillations with E7. Finally,
Reilman et al.15¢ have calculated 8 values spanning all elements in the periodic
table for the two common XPS x-rays MgKa and AlK«; interpolations in
this table can be made to any atomic subshell. Thus, the use of Scofield’s oy
values15! together with the By tables of Reilman ef a/.154 permits determining
a reasonably accurate differential cross-section for any situation encountered
in typical XPS experiments (even though it does represent a mixture of
relativistic and non-relativistic calculations). The data of Fig. 10 make it
clear that in order for comparisons of peak intensities in photoelectron spectra
to be meaningful, the angular geometry of the experiment must be known
and allowed for via da/dQ. Neglectmg the effect of the asymmetry parameter
is equivalent to assuming

de o

dQ 4x
a relationship that is only rigorously true for a “magic-angle” experimental
geometry with Pa(cos &) =0 or «=54-74°,

A further important point in connection with atomic cross-sections is that,
for systems initially possessing an open shell, the calculations outlined above
will represent a sum of cross-sections leading to the various allowed final
multiplet states (generally describable as L, S terms).125 Provided that these
multiplets are degenerate, no observable effects are suppressed by such a
summation. However, in many cases of both core-level and valence-level
emission, these multiplets are resolvable from one another, so that some
procedure within a one-electron-transition model is needed for predicting
the partitioning of the cross-section into the various multiplets. For emission
from a closed inner subshell, the weight of each multiplet is just its total
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multiplicity,'5% so that _
Intensity cc (287 + 1)(2L7 + 1) (95)

For emission from a partially-filled valence subshell, more complex expres-
sions involving fractional parentage coefficients arise; these have been
discussed in detail by Cox and co-workers,!35: 156. and by Bagus, Freeouf,
and Eastman.!5? These references include extensive numerical tables. It has

also recently been pointed out by Dill ef al.158 that for emission from a given

nl subshell Bn; may vary from mutliplet to multiplet, but such effects are
small enough to be neglected in first approximation.

Finally, it should be noted that, although all of the foregoing has assumed
randomly oriented atoms (as would be characteristic of gas-phase or poly-
crystalline specimens), the situation of an array of atoms with definite
orientation can be important for the case of chemical bonding at a well-
defined single-crystal surface. Gadzuk!®® has considered the theoretical
expressions resulting for oriented transition-metal atoms on surfaces, and
finds potentially significant effects on the angular dependence of photo-
electron emission from such atoms.

3. Molecules and Molecular-orbital Studies. In general, less is known both
experimentally and theoretically about molecular cross-sections, primarily
due to the greater difficulty of accurately calculating either the initial-state
orbitals or especially the final-state orbitals involved.

For core-level emission to typical XPS energies of a few hundred eV or
more, the use of atomic subshell cross-sections is probably a very good
approximation at the level of a one-electron model of photoemission, because
the initial-state orbital is very little altered by chemical bonding and the
final-state hole is highly localized and atomic-like, thus leading to a con-
tinuum orbital with very nearly atomic properties. (At very low energies of
excitation, it is interesting to note however, that even core levels are predicted
to show cross-section resonances due to molecular geometry.16%) Based upon
theoretical calculations by Nefedov ef al.,'6! changes in the magnitudes of
core-level cross-sections with ionization state are further expected to be very
small (~0-19% per unit charge), although in some cases such effects could be
significant.

In valence-level emission, the determination of cross-sections becomes more
complex. The initial-state orbital ¢ is usually written as a linear combination
of atomic orbitals (LCAO):

dr= Y Caxcdar (96)

AA
in which k represents a symmetry label appropriate for the molecule (e.g.
20g or lmy in Og), 4, is an atomic orbital (AO) for whieh 4 designates the
atom and A the symmetry (e.g. 4=oxygen and A=1s in Og), and the Caxx’s
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are expansion coefficients. Such an LCAO description can be made at any of
various levels of accuracy, as is common in quantum-chemical calculations.
The final-state orbital ¢/ presents more of a problem, however, as it must be
computed so as to take account of the full molecular geometry, even though
at high excitation energies and large distances from the center of mass it
will look very much like an atomic continuum orbital of-the same kinetic
energy. Various approximations have been used for such final states in cross-
section calculations relevant to XPS: (1) A simple plane-wave (PW) of the
form exp (ik-r) has been used in several studies,162: 163 glthough it seems
doubtful that highly quantitative results can be achieved in this approximation
because the plane-wave is in no way sensitive to the true potential near the
atomic ‘centers and neither is it properly orthogonal to the initial-state
orbital. By analogy with the atomic case, one would expect correct final states

‘to show behavior near the nucleus much like that shown in Fig. 9. (2) Plane-

waves orthgonalized to the occupied core- and valence-orbitals (OPW’s)
have also been utilized, for example, by Rabalais, Ellison, and co-workers,!62
but doubts concerning their quantitative accuracy at high energies have also
been raised by Ritchie.164 Also, the use of either PW or OPW approximations
in the atomic case has been shown by Williams and Shirley65 to be grossly
inadequate. (3) Ritchie'é4 has used an expansion in terms of partial waves of
different / character, noting that the non-spherical symmetry of the molecular
geometry may mix these, introducing complexities not found in the atomic
case. (4) More recently, Dill,160 Dehmer,160 and Davenport!66 have discussed
the use of the multiple-scattering X«!'67 method in molecular cross-section

calculations and, at this point, it shows considerable promise of being able

to provide very useful and reasonably accurate numerical results. The
calculation of molecular cross-sections has been reviewed recently by
Dehmer,'%8 as well as by Huang and Rabalais'®® elsewhere in this series.

An additional factor that must be considered in molcular cross-section and
lineshape analyses is that various final vibrational states may be reached in a
given photoemission event, even in the simple case for which only a single
vibrational mode is initially populated. These vibrational excitations are
responsible for the bands observed in gas-phase UPS spectra,®? for example,
and similar effects have been noted in core-level XPS emission (see Section
V.E). If the Born—-Oppenheimer approximation is used, then the electronic
cross-section (differential or total) can be partitioned among the various
vibrational states simply by multiplying by appropriate Franck- Condon
factors, as indicated previously in Eq. (63).

‘Whatever initial- and final-state approximations are utilized, it is none-
theless a general consequence of the conservation of parity and angular
momentum that the overall form of the differential photoelectric cross-section
of a randomly oriented collection of Born-Oppenheimer molecules exposed
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to unpolarized radiation will have the same form as that for the atomic
case,149, 168 namely, Eqs (89) or (93). The calculation of ox and B proceeds
by a different method from that in atoms, of course. The UPS angular
distributions of a number of small molecules have been measured by Carlson
et al. 169,170 and they are found to follow the predicted form A+ B sinZe,
with all members of each valence vibrational band showing very nearly
the same distinct 8 value (with a few exceptions perhaps indicative of a partial
breakdown of the Born-Oppenheimer approximation).

As in atoms; molecular cross-sections for open-shell systems also may
represent emission into several non-degenerate multiplet states. Cox and
Orchard!55 have derived the relative probabilities of reaching different final
electronic states for emission from both filled and unfilled subshells. (A
specialization of their results to filled-subshell emission from atoms yields
Eq. (95).) ' :

As a final general point concerning molecular cross-sections, it should be
noted that, although all of the foregoing results assumed random orientation,
the situation of surface chemical bonding on an atomically-ordered substrate
may yield a set of molecules with a definite orientation. Dill'7* has presented
a general theoretical formalism for evaluating such oriented-molecule
differential cross-sections, and Davenport!¢ has performed numerical
calculations for oriented carbon monoxide based upon the X« method.
Primary emphasis in all such theoretical studies to date has been on ultra-
violet excitation, however.

In analyzing XPS emission from molecular valence levels, much use has
also been made of an approximation first suggested by Gelius.172 Although
originally derived by assuming a plane-wave final state exp (ik-r), a slightly
different procedure will be used here that both leads to the same result and

also automatically includes certain correction terms that are often omitted.

The initial-state molecular orbital (MO) ¢ is assumed to be of LCAO form
[Eq. (96)] with the implicit restriction (not always stated) that the atomic
orbitals ¢4, be reasonable representations of true atomic orbitals, not just
single-radial-lobe basis functions, for example, of Slater or Gaussian type.
Consider a hypothetical final-state orbital ¢/ corresponding to Ef =hv— EyV(k)

that has somehow been determined with arbitrary accuracy. The matrix -

element for photoemission from the molecular orbital will then be given by

(P |r|pr>={$/|r| AZA Carxpar>

= Y Caakd’|r|dan> : ©7)

AA

The photoelectric cross-section will be proportional to the square of this
matrix element. If the atomic orbitals and LCAO coefficients are assumed to
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have been constructed as real, this square will be given by

|[<¢7 |r|e> 2= 2 2 CanaCane! [[$an-><d[r|ar>
= ;\: |C‘4u.‘|2]<¢f|f|¢aa>]2
+2 ) Y CankCarld’|r|parXd/|r|dan> ~(98)

AN AA
) {AA>A'X)
The MO cross-section thus depends on matrix elements between a true
molecular final state ¢/, and good approximations to atomic orbitals ¢4;.

The strongly attractive potential near each atomic center will-furthermore

tend to make 4/ in the near-nuclear region look very much like the final-state
orbital for photoemission from an isolated atom at the same kinetic energy.
At XPS energies, the atomic continuum orbitals for all valence AO’s should

- furthermore be very similar in oscillatory behavior, as the kinetic energies

are all very close for a given hv. It can furthér be argued that it is the region
near the nucleus in which most of the non-zero contributions to the matrix
elements (¢f |r|¢‘4;‘> arise, because as the distance from each nucleus is
increased, ¢/ rapidly becomes an oscillatory function with periods of only
~0-35 A (the de Broglie wavelength A, of the photoelectron). This is
illustrated for C2p emission from atomic carbon in Fig. 9. Thus, it is only
near the nucleus that the initial-state AO’s have sufficiently dense spatial
variations to yield a largely non-cancelling contribution to the matrix element ;
in the diffuse, slowly-varying tails of the valence AO’s between the atoms, the
oscillations in ¢/ will yield an approximate cancellation in the matrix element
integration. (This same argument is made by Geliusl? using the more
approximate plane-wave final state.) The squares of each of the matrix
elements in Eq. (98) are therefore expected to be approximately proportional
to the corresponding atomic cross-section:

|<$7 | 1| $ar> |2 ocdo s, A0)/dQ
(H[r|ar) o £ (dogy40)/dQ)* ©9)

and the final result for the molecular cross-section can be rewritten as

dox™0/dQoc Y |Cane|Adoan40/dQ)
Al

+2 E E (£)CaakCari(doa A0 /dQ) (do 4,40 /dQ)* (100)
AY  AA
(AX>A'N)

or

The cross-terms in Eq. (100) are generally neglected, yielding the most
commonly-used form of this model:

dox M /dQoc Y | Caar|2(dosy40/dQ) (101)
AXx
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|Caxx|? is the net population of atomic orbital AX in moleculariorbital .
In applications of Eq. (101), the net population is often replaced by the gross
population P 4, defined as

Pae=|Cark |2+ Y CankCapildbar|ban (102)
g

(A" #£A)

although Eq. (100) makes it clear that this is only a very crude way of allow-
ing for overlap affects. Discussions of additional theoretical complexntlfs
have also appeared in several studies.172-176

The model summarized in Eqs (101) and (102) has been used with reason-
able success in analyzing valence spectra of both molecules'?2: 173 and solids
in which quasi-molecular units (for example, polyatomic ions) exist.174-176 [n
general, empirical relative atomic cross-sections are determined for atoms or
simple molecules, and then used, together with an LCAO calculation for the
system under study, to generate a theoretical spectrum. One such example for
CF4 is shown in Fig. 11, and it is clear that it correctly predicts relative
intensities to a very high accuracy.

2t,
| CR
3q, [ |
= b ) 4a, 3t, te 1t,
5 1 4,
wl
Z

BINDING ENERGY

Fig. 11. Experimental XPS spectrum for the valence levels of gaseous CF4 (points) in
comparison with a theoretical curve based upon Eqs (101) and (102). Relative atomic
subshell cross-sections were determined experimentally. MgKa« radiation was used for
excitation. (From Gelius, ref. 172.)
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4. Solids and Valence-band Studies. X-ray photoemission from solids has
been very successfully analyzed in terms of a three-step model first utilized
in ultraviolet photoemission studies by Berglund and Spicer.'”” The steps

involved are: (1) a one-electron excitation occurring somewhere below the _

solid surface from an initial-state orbital ¢ at energy E to a final-state orbital
¢f with an energy E greater by Av, (2) electron transport via ¢/ to the surface,
during which elastic and inelastic scattering events may occur, and (3) passage
of the electron through the surface, at which a small potential barrier may
cause refraction or back-reflection to occur. The electron states involved are
generally assumed to be characteristic of the bulk material. The one-electron
energies E and Ef may be measured with respect to the Fermi energy, the

vacuum level, or some other reference; in any case Ef can be easily connected .

with the measured kinetic energy Exin. An additional zeroth step involving
penetration of the exciting radiation to the depth where excitation occurs

might also be added to this model, but this has no significant consequence

for XPS except at grazing incidence angles for which significant refraction and
reflection begin to occur.17: 178, 179 Ag x-ray photoelectron escape depths are
only of the order of 10-30 A, the assumption of an initial excitation involving
pure bulk electronic states might be questioned, and one-step theoretical
models in which the surface is explicitly included in the photoemission process
have been presented.!89. 181 However, the bulk photoemission model correctly
predicts most of the features noted in both UPS and XPS measurements on
semiconductors and transition metals,5?- 182 and also permits separating out

the various important physical aspects of photoemission. The presence of

distinct surface effects on the photoemission process cannot be discounted,
however,132 with one much-discussed example being a surface-state peak
observed in UPS spectra and other measurements on tungsten.183 Primary
emphasis here will be placed upon the excitation step in the three-step model,
as it contains those elements of the problem that are most clearly related to
the ground-state electronic structure of the system.

For emission from non-overlapping, highly-localized, core orbitals, the
use of an atomic cross-section (differential or total) is a reasonable approxi-
mation for predicting the excitation strength. For emission from valence
levels involved in only slightly overlapping quasi-molecular units, the methods
discussed in the last section can be used. For emission from highly-over-
lapping band-like valence levels, a distinctly different procedure is necessary,

-as outlined below.

In a crystalline solid, both initial and final orbitals will be Bloch functions
with wave vectors k and k7, respectively, so that ¢x(r) =, (r) =u,(r) exp (ik-r)
and ¢/(r)=¢,s(r)=u,/(r) exp (ik/-r), consistent with Eq. (37). Such an
excitation is shown in Fig. 12 on a plot of one-electron potential energy
versus distance from the surface. In traversing the surface barrier, the electron
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[ & (7)=exp (ik T )—--—¢ (7)=exp (iK 7)
k
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Fig. 12. One-electron model of photoemission in a metallic solid, shown as an energy-
level diagram superimposed on the one-electron potential energy curve near the surface.
The initial and final states inside the solid are assumed to have Bloch-wave character.
Applicable conservation relations on energy and wave vector are also shown.

kinetic energy is reduced from its value inside the surface of Eyin’, ; by an
amount equal to the barrier height or inner potential Vo. Vo is generally
measured with respect to the least negative portion of the potential energy
inside the crystal which occurs midway between the strongly attractive atomic
centers. Detection of an electron propagating in a definite direction outside
of the surface implies a free-electron orbital ¢gs(r)=C exp ((Kf-r) with
-momentum Pf=#K/, but it should be noted that K/ need not be precisely
equal to k7. One obvious source of a difference between K7 and k/ is refraction
effects at the surface barrier, which are only expected to conserve the com-
ponent of wave vector parallel to the surface (k ,f=K ), but such effects
are rather small in XPS except for grazing-angles of electron emission with
respect to the surface.l? A convenient convention for describing the electron
wave vectors involved in such a transition is to choose the initial k to lie
inside the first or reduced Brillouin zone and the final kf to be expressed in an
extended-zone scheme. Thus, initial states at several different energies may
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possess the same reduced k value, but each final state is associated with a

unique k7 value.
The basic one-electron matrix element associated with the cross-section for.
excitation is most generally written as {$,/|A-V|¢,>. This represents the

_ one-electron analogue of Eq. (60). It is then a simple matter to show!# that

the translational symmetry properties of Bloch functions [Eq. (37)] imply
that this matrix element can only be non-zero when k and k/ are related by a

reciprocal lattice vector g:
: k’=k+g (103)

Transitions satisfying this selection rule are termed “direct”, and have been
found to be very important in the analysis of UPS spectra and other optical
absorption experiments from a variety of materials.57- 182 At the higher
energies of excitation involved in XPS, it has been pointed out by Baird
et al.185 that the wave vector kp, associated with the exciting x-ray in XPS
has a magnitude sufficiently large that it must be mcluded in this wave-
vector conservation equation:

k/=Kk+g+Kny (104)

For example, with hv=1486-6¢eV, |k/| ~2m/Ae~19-7 A-1 for valence
emission, |kav|=2m/Ax0-7 A-1, and typical magnitudes of the reduced
wave vector are |k|<2-0 A-L. Transitions violating such selection rules are
termed “non-direct”, and can be induced in various ways, for example, by
interaction with lattice vibrations (phonons), by the introduction of ‘atomic
disorder, or by considering emission from very localized valence levels (for
example, rare-earth 4f) for which the localized initial and final hole states

* suppress the effects of translational symmetry. Shevchik!86 has recently made

the important observation that phonon effects may lead to an almost total
obscuring of direct-transition effects in the XPS spectra of most materials
at room temperature. Phonons with a range of wave vectors Kpnonon are
created or annihilated during the excitation process in a manner completely

.analogous to thermal diffuse scattering in x-ray diffraction,187 with the net

effect that only a certain fraction of the transitions are simply describable in
terms of Eq. (104) (for which Kpnonon<k). This fraction is most simply
estimated from the Debye-Waller factor, as discussed in more detail in
Section VI.D.2. Further study of such phonon effects is needed to assess
quantitatively their importance, but they do appear to provide a likely
mechanism whereby all occupied k values can contribute to XPS spectra, even
if electrons are collected along only a finite solid-angle cone with respect to
the axes of a single-crystal' in an angle-resolved- experiment (see further
discussion in Section VI.D.2).

- If it is assumed for the moment (as in most prior XPS studies) that direct
transitions are important, the total rate of excitation of electrons to a given

ST
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energy Ef will be given by a summation over all allowed k — k/ transitions
in which energy and wave vector conservation are satisfied. Also, for experi-
ments at non-zero temperature each transition must be weighted by the
probability of occuption of the initial state, as given by the Fermi function:

1
~exp (E— Ex)/kT]+ 1

This function allows for the thermal excitation of electrons lying within
~kT of the Fermi level. Finally, each transition can be weighted by an average
probability T for escape without inelastic scattering or back reflection at the
surface, which will depend on both Ef and k/ and can be denoted 7(E/, k).
The average indicated is over various depths of excitation below the surface.
The final result will be proportional to the no-loss photoelectron spectrum
finally observed, and is thus given by

N(Egin)=N(E’ +A)=N(E+hv+ A)
050 > dfff(ﬁbnf(E')]A‘fossu(E)) |2

ccupie
bands

x F(EYT(E/, k)S(Ef — E—hv)3(k/—k—g ~kn,) d%  (106)

F(E) (105)

where A is a trivial energy-scale shift that allows for the binding-energy

reference chosen, as well as any work function difference between specimen

and spectrometer.

In evaluating the matrix elements in this equation to permit comparisons
with XPS spectra, Kono et al.176 have assumed an orthogonalized plane wave
for the final state ¢,/ and a tight-binding (or LCAO) initial state ¢,. Similar
analyses have also been carried out more recently by Aleshin and
Kucherenko,188 and in Section VI.D.2, the application of a simpler form of
this model to the analysis of angle-resolved XPS valence spectra from single
crystals is discussed.

Several basic simplifications of Equation (106) have often been made so as
to obtain a rather direct relationship between observed XPS spectra and the
initial density of electronic states p(E).82 Most of these simplifications cannot
be made in considering UPS spectra, by contrast. The average no-loss escape
function T(Ef, k) will be essentially constant for all of the high-energy
electrons in the XPS valence spectral region, and so can be eliminated. In
UPS however, T(E, kf) can vary considerably over the spectrum. The Fermi
function produces only relatively small effects within ~ +&T of the Fermi
energy, so that in either UPS or XPS carried ouf_at or below room tem-
perature, it is adequate to set it equal to a unit step function. A further
simplification that can be justified in several ways for XPS but not UPS is
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that the summation and integration in Eq. (106) ultimately yield for a poly- -

crystalline specimen a result of the approximate form .
N(Exn) cae(hv)p(E) (107)

in which &g(hv) is a mean photoelectric cross section for the initial states at
e‘nergy E and p(E) is the density of occupied initial states at energy E. The
steps in this justification involve first noting the highly free-electron character
of the very high energy final states in XPS (that is ¢/~ exp (ik/-r)). Because
the free-electron density of states is proportional to (Ef)*, this results in an
essentially constant total density of final states into which valence emission

can occur.8? Furthermore, the relatively short electron mean free paths in -

XPS have been argued by Feibelman and Eastman!8! to introduce an
uncertainly-principle smearing in the surface-normal component. of kf that
is larger than the mean Ak spacing between final-state bands at a given energy,
and so permits all initial states in a polycrystalline specimen to be equally
involved in direct transitions as far as k-conservation is concerned. Phonon
effects also may lead to a uniform sampling of all initial states, as suggested
by Shevchik.186 Finally, Baird, Wagner, and Fadley have carried out mo@el
direct-transition calculations for single crystals of Au!85 and Al'$® in which
all matrix elements were assumed to be equal and the only k/ smearing
included was associated with a finite spectrometer acceptance aperture;
summing spectra predicted for all mean emission directions with respect_to
the crystal axes gave results essentially identical to the density of occupied
states, suggesting again that all initial states are equally sampled. Thus, there
are several reasons to expect XPS spectra from polycrystalline materials to
have a form given approximately by Eq. (107).

XPS has been utilized to study the valence electronic structures of many
solids.82. 190-193 Examples of comparisons between experiment and theory
for. the three principal classes of solids (metal, semiconductor, and insulator)
are shown in Figs 13,191 14,192 and 15.193 Here, total densities of initial states
p(E) are compared directly with experiment, in some cases afttj:r a suitable
broadening has been applied to theory to simulate natural and instrumental
linewidth contributions. These comparisons show that all of the main features
noted in the experimental spectra are also seen in the theoretical densities of

states, although peak intensities are not always well predicted, probably due .

to non-constant cross-section effects. For example, in Fig. 15, the dotted curve
indicates an empirical estimate by Ley et al193 of the relative cross-section
variation that would be necessary to yield agreement between experiment and
Eq. (107) for diamond. The form of this curve is furthermore consis_tenF with
the increasing C2s character expected toward higher binding energies in the
diamond valence bands, as the C2s atomic cross-section is expected to be
considerably larger than that for C2p.15! Similar conclusions have also been
A
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reached for diamond in a recent more quantitative calculation of the matrix
elements involved.188 Cross-section variations over the valence bands thus
clearly can play an important role in the analysis of such XPS data, but it is
very encouraging that observed peak positions in general agree very well
with those in the density of states. Thus, XPS has proven to be a very direct
method for studying the density of states.

In summary, for studies of densities of states in solids, both UPS and XPS
exhibit certain unique characteristics and advantages. Somewhat better
resolution is possible in a UPS measurement, primarily due to the narrower

1 . ! e
8 6 & 2 0
BINDING ENERGY (eV)

Fig. 13. XPS valence spectrum for polycrystalline silver excited by monochromatized
AlK« radiation in comparison with a theoretical density of states. Curve a is the raw XPS
data, curve b is the data after a smooth inelastic background correction has been sub-
tracted, and curves ¢ and d represent two different lineshape broadenings of the total theo-
retical density of states according to Eq. (158). These broadenings thus include effects due
to both lifetime and shake-up type excitations in the metal. Note the steep cut-off in the data
near Er=0, which can be used to determine the instrumental resolution function. (From
Barrie and Christensen, ref. 191.)

radiation sources presently available. Also, UPS spectra contain in principle
information on both the initial and final density of states functions, together
-with certain k-dependent aspects of these functions. The interpretation of an
XPS spectrum in terms of the initial density of states appears to be more
direct, however. Also, the effects of inelastic scattering are more easily
corrected for in an XPS spectrum (cf. Section II.E). Finally, the two techniques
are very complementary in the sense that they are controlled by cross-sections
which may have different relative values for different bands, thereby providing
further information on the types of states involved.
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Fig. 14. XPS valence spectrum for a silicon single crystal cleaved in vacuum (points),
together with a calculated total density of states (bottom _curve),_ aqd a density of stgt:;
broadened by the instrumental resolution functlor}. Excitation was with monoc_h:omahz
AlKe. The spectrum has been corrected for inelastic scattering. The energy l_ocan_ons of state
density primarily due to various high-symmetry points in the reduced Brillouin zone are
also indicated. (From Ley et al., ref. 192))

E. Inelastic Scattering in Solids

Inelastic scattering acts to diminish the no-loss photoelecl.:ron current for
any type of specimen (gas, liquid, or solid). The processes mvc_:lved can be
one-electron excitations, vibrational excitations, or, in certain solids, plasmon
excitations. As it is in measurements on solids that inelastic scattering plays
the most significant role in limiting no-loss emission to a mean de:pth of only
a few atomic layers, only such effects will be considered in detail here.
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Fig. 15. Valence spectrum for diamond (points) in comparison with a calculated density
of states (s91u_'l histogram). The dotted curve is an empirical estimate of the mean cross-
section variation with energy that would be required to reconcile the spectrum and the
density o_f states accgrdmg to Eq. (107). Also shown in the lower portion of the figure is
the detailed theOl'E:tll‘:.:'«,ll band structure along various high-symmetry directions in the
reduced zone. The incident radiation was monochromatized AlK«. The spectrum has been
corrected for inelastic scattering. (From Cavell er al., ref. 193.)

Inelastic scattering in solids is generally discussed in terms of a characteristic
length for decay of the no-loss intensity. Specifically, if a monoenergetic flux
Ny at energy Exn is generated at a given point, the no-loss flux N remaining
after traveling a distance / is assumed to be given by an exponential decay law

N=Noexp [~/ Ae (Exin)] (108)

where A, is termed the electron attenuation length, mean free path, or
penetration depth. Implicit in this definition is the idea that inelastic scattering
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_ occurs after photoelectron excitation by means of what are often referred to

as “extrinsic” loss processes. “Intrinsic” losses can however occur during
excitation194 and are discussed further in Section VL.B.

Such attenuation lengths are usually determined by measuring Auger or
photoelectron peak intensities from uniform overlayers with varying thick-
nesses comparable in magnitude to Ae. Powell?® and Lindau and Spicer®!
have recently presented very thorough reviews of attenuation length measure-
ments in the 40-2000 eV range of most interest in XPS, and an on-going
compilation of Ae values is also available through the National Physical
Laboratory, U.K.195 Powell’s summary of experimental values obtained in
various studies is shown in Fig. 16. (Note the log-log scales.) All data points
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Fig. 16. Summary of experimental values for the electron inelastic attenuation length Ae
for various solids. (From Powell, ref. 20.)

lie roughly on a common curve, which has been termed the “universal curve”
of attenuation lengths (although it should be noted that it is universal to
within only a factor of two to five). Extending a plot such as Fig. 16 to lower

energies?! reveals a minimum in A at ~30-100 eV and an increase at lower

energies corresponding to typical UPS experiments. Thus, surface sensitivity

S
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is 2 maximum in the 30-100 eV kinetic-energy range. For the log-log plot
of Fig. 16, the higher energy data are fairly well described by a single straight
line that ultimately yields an empirical energy dependence of the form

A o Exin) oc(Exin)?52 . (109)

This relationship is useful in rough estimates of. A, variation from peak to "
peak in a given specimen, although between different materials it is certainly

not very reliable. _
Powell?® and Penn!® have also recently discussed various theoretical
models that can be used to predict attenuation lengths at XPS kinetic
energies in terms of microscopic system electronic properties. Penn divides
the attenuation length up into two parts involving core- and valence-level
excitations according to a reciprocal addition procedure expected if the two

types of losses are independent of one another:
: : -+ : (110)

Ae, total Ae, core e, vatence

Ae, core is determined from an equation of the form given by Powell ;20

Y s Ni | 4Exkin

Ae, core=2-55x% 10 MEmn/p;E‘lnl: AEg:I (111)
in which M is the atomic or molecular weight of the solid, Exin is in electron
volts, p is the density in gfcm3, N; is the number of electrons in the ith
subshell at energy E;, and AE; is the mean energy loss involving these electrons
(always greater than E;=Ep¥(i)). Ae, valence is determined by assuming that
plasmon excitations are the dominant loss processes,'9¢ a situation that can
also be shown to yield an overall relationship very similar to Eq. (111),20
and the final results permit estimating XPS A. values for all elements and
compounds, albeit by means of a rather simplified model. In connection with
such estimates, it is expected that ratios of A values for a given element or
compound will be much more accurately determined than absolute values;
this is a very useful result, as it is such ratios that are involved in quantitative
analyses of homogeneous systems by XPS, as discussed further in the next
section.

As a final comment concerning electron attenuation lengths, it has also
been pointed out by Feibelman!97. 198 that A, may vary in magnitude from
the bulk of a specimen to its surface because of changes in the dominant
mode of extrinsic inelastic scattering (for example, from bulk- to surface-
plasmon excitation), Thus, A, need not be an isotropic constant of the
material, although it does not much deviate from this for a free electron
metal. 197
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F. Photoelectron Peak Intensities

L. Introduction. The quantitative interpretation of x-ray photoelectron
peak intensities requires developing a model for predicting their magnitudes
from various properties of the excitation source, specimen, electron analyzer,
and detection system. Detailed discussions of such models have been

presented previously by Krause and Wuilleumier'®? for emission from gases -

and by Fadleyl? for emission from polycrystalline solids. A brief outline of
the essential assumptions involved will be presented here, followed by a
summary of several important special cases for emission from solids in the

next section.

In general, the photoelectron peak intensity Nx produced by subshell k
can be calculated within a three-step-like model by integrating the differential
intensities d N originating in the various volume elements of the specimen.
Each of these differential intensities can be written as the following product,

‘in which x, y, z denotes position within the specimen:

ANe— X-ray flux » Number of atoms (molecules)
=l oatxyz in dx dy dz

« [ Differential cross- ] [Acceptance solid angle of il
| section for k subshell electron analyzer at x, y, z
Probability for no-lc_)ss Instrumental
x| ocape fr9n_1 specimen detection (112)
with negligible efficiency
direction change

In most spectrometer systems, a non-monochromatized x-ray source with
a broad flux emission pattern is utilized, and for this case it is reasonable to
set the x-ray flux equal to some constant value Iy over the entire specimen
volume that is active in producing detectable photoelectrons. This assumption
is valid because the exciting radiation is attenuated much more slowly with

distance of travel into the specimen than are the electrons as they escape from

the specimen. Thus, the region active in producing no-loss electrons is
exposed to an essentially constant flux. Exceptions to this situation are mono-
chromatized x-ray sources for which a focused beam is produced,’® as well
as grazing-incidence experiments on solid specimens in which x-ray refraction
at the surface much increases the x-ray attenuation with distance below the
surface.17: 178, 179 Neither of these special cases will be considered further
here, but refraction effects are discussed in Section VI.C.

The acceptance solid angle Q of the electron analyzer will vary over the
specimen volume, becoming zero for those points from which -emission is
totally prohibited by the electron optics. Q, as well as the effective specimen

T
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area A over which Q#0, also may vary with electron kinetic energy, as
discussed previously in Sections II.C.1 and IL.C.2. '

The probability for no-loss escape from the specimen, which can in the
present context be written as T(En, k7, x, y, z), is most simply given by an
expression such as Eq. (108) involving the electron attenuation length,
provided that elastic scattering events that change direction but not energy
are neglected. k7 thus specifies the direction of electron motion along the path
length / from the excitation point x, y, z. In gases, such an escape probability
must also take into account variations in density (and thus also Ag) along
the electron trajectories.

The instrumental detection efficiency Do is defined to be the probabnhty
that a no-loss electron escaping from the specimen in a direction encompassed
by the acceptance solid angle will yield a single final count (or equivalent
current). This efficiency thus allows for all non-idealities in the analysis and
detection system, and it can also depend on Ekin.

If the atomic or molecular density in cm—3 is denoted p(x, y, z), the
differential intensity element thus becomes

d
dNe=1Io"p(x, y, 2) dx dy dz-—=-Q(Bian, X, 3, 2)

'T(Ekins kf, X5 Vs z)'DO(Ekin) (l 13)

- orfora uniform-deﬂsity, but bounded, specimen:

dNg=1Io*pdx dy dz Q(Ekin, X, ¥, 2)

exp [—l/Ae(Exin)]- Do(Exin)  (114)

where [ is the path length to escape from the specimen surface into vacuum.

2. Peak Intensities from Solids. With a few simplifying assumptions, Eq.
(114) is readily integrated to obtain usefultexpressions for total peak intensity
N for the idealized spectrometer shown in Fig. 17.1%: 1?8 The specimen
surface is assuméd to be atomically flat. The specimen is taken to be poly-
crystalline to avoid single-crystal anisotropies in emission20? (see discussion
in Section VI.D.l1). An exponential inelastic attenuation law as in Eq.
(108) is assumed, and elastic electron scattering effects are neglected.
For a given kinetic energy, the electron spectrometer is further assumed to
act as though a mean solid angle Qg is applicable over all specimen volume
included in the projection of an effective aperture 4o along the mean electron
emission direction (dotted lines in Fig..17). Both Q¢ and 4o may be functions
of the kinetic energy Fiin. The mean emission direction is assumed to be
at an angle 8 with respect to the surface. The exciting radiation is incident at
an angle ¢, with respect to the surface, and, due to refraction, the internal
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Fig. 17. Idealized spectrometer geometry for calculating photoelectron peak intensities
from solid specimens.

angle ¢’ may be less than ¢,. Such refraction (and reflection) effects only
occur for ¢,<1°,178, 17 and will not be included here, although they are
briefly discussed in Section VI.C. The angle « between the mean incidence-
and exit-directions is held fixed at between approximately 45° and 105° in
most current XPS spectrometers.

Within the approximations quoted above (which are very nearly achieved
in a number of practical spectrometer systems), it is possible to derive intensity
expressions for several important cases: 17,178, 201

(a) Semi-infinite specimen, atomically clean surface, peak k with Exin= E:

Ni(8)=10Q0o(Ex)Ao(Ex)Do(Er)p dok/dQ Ae(Er) (115)

This case corresponds to an optimal measurement on a homogeneous
specimen for which no surface contaminant layer is present. The expression
given permits predicting the absolute peak intemsities resulting for a given
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specimen, or, of much more interest in practice, the relative intensities of the

various peaks. If absolute intensities are to be derived, then the incident flux
Iy must be détermined, as well as the kinetic energy dependences of effective
solid angle Qo, effective specimen area 4o, and detection efficiency Do. In
relative intensity measurements in which the quantity of interest is Ni/Ng,
for two peaks k and k', I will cancel, although Q¢4 oDo need not due to its

kinetic energy dependence. The density p of the atoms or molecules on which

subshell k& or k' is located may be known beforehand, or may also be the
desired end result in quantitative analyses using XPS. The differential cross-
section doy/dQ can be calculated by the various methods discussed in
Sections I11.D.2-II1.D.4. For core levels, the tabulations of o, by Scofield,51
combined with the Bn; values given by Reilman et al.,15¢ provide a suitable
means for estimating dox/dC2 with good accuracy within the framework of a
one-electron-transition model. Possible effects of multi-electron processes
on the use of such cross-sections are discussed in Sections III.D.1 and V.D.
Within a given specimen, Ae(£%) can be estimated from Penn’s treatment,191
or, more simply, its dependence on kinetic energy can be assumed to follow
the empirical square-root dependence of Eq. (109). Note that there is no
dependence in Ny within this simple model, a prediction that has been
verified experimentally by Henke ;178 this behavior is expected to hold as long
as @ is not made so small that the edges of the specimen lie within the
aperture 4¢.17 222

(b) Specimen of thickness ¢, atomically clean surface, peak k& with Eyin= F:

Ni(0)=10Qo(Ex)Ao(Er) Do(Ex)p dox/dQ Ae(Ek)
x [1 —exp (—t/Ae(E%) sin 6)] (116)
Here, the intensity of a peak originating in a specimen of finite thickness is
predicted to increase with decreasing # (again with the proviso that € not be
so small that the specimen edges lie within 4g).
(c) Semi-infinite substrate with uniform overlayer of thickness /—
Peak k from substrate with Eyjn= Ex:
Ni(0) =10Q0(Ex)Ao(Ex) Do(Ex)p dok/dQ Ae(Er)
xexp (—t/Ae'(Ex)sin 8) " (117)
Peak [ from overlayer with Eyjn= Ei:
Ni(0)=1oQo(E)Ao(E)Do(Er)p" dor/dQ Ae'(Er)
x [1 —exp (—#/Ae'(Ey) sin 6)] (118)
where
A¢(Ex)=an attenuation length in the substrate

A¢'(Ex)=an attenuation length in the overlayer
p=an atomic density in the substrate
p’=an atomic density in the overlayer.
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Overlayer/substrate ratio:

Ni(©) _ Qo(E)Ao(E) Do(EDp'(dor/dQ)Ae'(Ei)
Ni(6) Qo(Ex)Ao(Ex)Do(Ex)p doi/dQ Ae(Er)
x [1—exp (—t/A¢'(E) sin 6] exp (¢#/Ae'(Ex) sin 8 (119)

This case represents a much more common experimental situation in which
the primary specimen acts as substrate and possesses an intentional or
unintentional contaminant overlayer (for example, oxide on a metal or a
layer deposited from the spectrometer residual gases). Substrate peaks are
attenuated by inelastic scattering in the overlayer, an effect that is much
enhanced at low 6. The overlayer/substrate ratio is thus predicted to increase
strongly as 8 decreases, an effect that suggests a general method for increasing
surface sensitivity by using grazing angles of electron escape; such angular-
dependent studies are discussed in more detail in Section VI.B.

(d) Semi-infinite substrate with a non-attenuating overlayer at fractional
monolayer coverage—Peak k from substrate: Eq. (115).

Peak / from overlayer:

Niy(8)=IoQo(Er) Ao(Er) Do(Er)o’ (doy/dQ)(sin 6)-1 ' (120a)
Overlayer/substrate ratio: ' :
Ni(6) Qo(E) Ao(E))Do(E)s'(doi/dQ)

Ni(0)  Qo(Ex)Ao(Ex)Do(Ex)s dor/dQ (Ao(Ez) sin 6/d)
. s . Do(E;)Qu(E;)A o(Ez)(do;fdQ)d
| s | Do(Ex)Q0(Er)Ao(Ex) dok/dQ A sin 6

with _

s"=the mean surface density of atoms in which peak / originates in
cm~2

s=the mean surface density of substrate atoms in cm—2

s'[s=the fractional monolayer coverage of the atomic species in which

peak [ originates

d=the mean separation between layers of density s in the substrate
(calculable from s/p).

These expressions are useful in surface-chemical studies at very low exposures
to adsorbate molecules (s'/s < 1), as they permit an estimation of the fractional
monolayer coverage from observed peak intensities. The assumption of no
inelastic attenuation in the overlayer is an extreme one, but is justified because
the macroscopic Ae’ of case (c) is both difficult to estimate and dubious in its
application to such thin, non-macroscopic layers, and also because it repre-
sents a correct limiting form for zero coverage.

(120b)
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The basic model presented here assumes an atomically-flat surface. As this
will obtain only very rarely in actual experiments, assessments of the potential
effects of surface roughness on XPS peak intensities have been made by
Fadley et al.l% 202 It is found that roughness can appreciably affect both
~ absolute and relative intensities, especially for systems with inhomogeneity
as measured vertical to the surface,!?- 203 with much depending upon the
dimensional scale of the roughness relative to the attenuation lengths for
x-rays and electrons involved. Roughness effects on angular-resolved
measurements are discussed further in Section VLB, and in considerably
greater detail in other sources.17- 202, 203 . '

As a final comment concerning the equations presented here, it should be
noted that, for complete generality, an angle-dependent instrument response
function R(Eg, ) must be included as a further factor in all of Eqs (115)-
(120). The definition and determination of this response function are discussed
elsewhere.17, 202 It is unity for the idealized geometry treated here (as long as
d is not too small). It has also been calculated and measured for one parti-
cular spectrometer system.? A further important property of this function is
that it will generally be only weakly dependent on kinetic energy, and so will
cancel to a very good approximation in peak intensity ratios obtained at a
given angle 6. Thus, relative intensity measurements can be made in most
cases without the necessity of evaluating the instrument response with 6.

3. Applications to Quantitative Analysis. The first detailed experimental
tests of the simplest model for intensities originating in a uniform specimen
represented by Eq. (115) above were carried out by Nefedov ez al.161 and

Carter et al.204 The study by Carter ef al. made use of Eq. (94) to avoid the -

need of evaluating symmetry parameters, Eq. (109) for the energy dependence
of attenuation lengths, and an empirically-determined instrument factor
Qo(Ex)Ao(Ex) Do Ek). The Scofield calculations!5! provided the cross-sections
required. Theoretical relative intensities were calculated for subshells in a
number of elements and comparisons were made with several sets of experi-
mental data, including tabulations of measured relative intensities (or
elemental sensitivities) by Wagner205 and Jorgensen and Berthou.20¢ In
general, agreement to within + 109 was found. Powell and Larson27 have
more recently considered the use of the same model from a somewhat more
exact viewpoint, including a discussion of potential errors associated with
determining experimental peak areas that are directly relatable to all of the
processes involved in the differential photoelectric cross-section. Specifically,
from 20 % to 50 % of the one-electron differential photoelectric cross-section is
expected to appear as low-energy satellite intensity due to many-electron
effects (cf. discussions in Sections IILF.l and V.D.2). All of the factors in
Eq. (115) were considered in detail, with the most accurate approximations
being made whenever possible; for three pure compounds with carefully
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cleaned surfaces, the agreement between experimental and theoretical relative
intensities was ~ +59%. Thus, there are good reasons to be optimistic that
XPS can be used for quantitative analyses of well-prepared homogeneous
specimens with this accuracy. For systems exhibiting inhomogeneity near the *
surface (for example, a substrate/overlayer geometry), additional problems
are encountered because at least two regions are involved, but, especially
when coupled with angular-dependent measurements,’? accuracies of
~ +109% again seem achievable (see also discussion in Section VI.B). Thus,
XPS does have considerable analytical potential, particularly as a near-surface
probe that is at least complementary to, and probably somewhat more
quantitative -and less destructive - than, electron-excited Auger electron
spectroscopy (AES). Powell2%® has recently comparatively reviewed the use
of XPS and AES in surface analysis.

IV. CORE ELECTRON BINDING ENERGY SHIFTS

A considerable fraction of XPS studies to date has been involved primarily
with the precise measurement of core electron binding energies, and in
particular with the measurement of chemical shifts in these binding energies.
Such chemical shifts in fact provided much of the recent impetus for the
development of XPS.3 The technique is rather uniquely qualified for such
studies, as the usual x-rays utilized (MgK«=1254 ¢V and AlK«=1487 V)
can penetrate to levels well below the vacuum level. The more common
ultraviolet radiation sources presently limit UPS to valence levels and weakly
bound core levels within ~40 eV of the vacuum level, on the other hand.
Synchrotron radiation is also now beginning to be used to excite outer core
levels with EpV <300 eV.15,209

The core levels of any atom can by definition be considered to represent
filled subshells, and are found in XPS spectra to be relatively sharp in energy,
with typical experimental widths of approximately 1-10eV. The width
observed for a core photoelectron peak depends upon several factors of both
inherent and instrumental type. The most important inherent sources of
width are: '

(1) the lifetime of the k-subshell core hole created by photoemission,

(2) various possible values for the final state energy Ef(N—1, K), as
represented for example by multiplet splittings, multi-electron effects, or
vibrational broadening (see Section V), and

(3) unresolvable chemically-shifted peaks.

For the present discussion, the final-state complexities of item (2) will be
neglected so as to yield a description analogous to that for a simple, closed-
shell system. The most important instrumental sources and their typical
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magnitudes are: .

(1) the exciting x-ray linewidth (approximately 1-0 eV for AlK« without

monochromatization and approximately 0-4 eV with),

(2) the finite resolving power of the electron spectrometer (for example,

0-3 eV for 0-03 % resolution at Exin=1000¢eV), and
(3) non-uniform charging of the specimen (variable magnitude, as dis-
cussed in connection with Eq. (2)).

The minimum core linewidths observed to date have been a few tenths of an
eV.41, 210 Thys, provided that the various inherent sources of linewidth and
non-uniform charging are not too large, it is possible in principle to measure
chemical shifts of the order of 0-1 eV between two or more photoelectron
peaks resulting from emission from the same subshell.

If the same atom A is considered as existing either in two chemically
inequivalent sites in the same compound Jabelled 1 and 2 or in two different
compounds which can be similarly labelled 1 and 2, then the chemical shift
AEy of the k electron binding energy can be written simply as the difference
of two binding energies. For gaseous specimens with vacuum-referenced
binding energies, this means that )

AEWY(4, k, 1-2)=(En"(K)1—(EnV (k)2
=(Exin)2—(Exin)1 (gases) (121)
where A4, k, 1-2 represent the minimum number of parameters required to
specify a chemical shift, that is, the atom and level, and the two chemical

sites or compounds involved. Here, we have neglected charging effects. For
solids with Fermi-referenced binding energies, the corresponding equation is’

AEvF(4, k, 1-2)=(EvF (k)1 — (EvF (k)2
=(Exin)2— (Exin)1 +($spect)e— (Pspect)1 +(Fe)e— (V)1 (122)

where possible effects due to spectrometer work function chaﬁges or
differences in charging potential have been included. Provided that both of
the latter effects are negligible, Eq. (122) simplifies to a form identical to that
of Eq. (121),
AEvF(4, k, 1-2)=(En*(k))1— (Ev¥(k))2
=(Exin)2—(Exin)1 (solids) (123)

As has been noted previously, many theoretical calculations of chemical
shifts have an implicit vacuum reference level. This is quite satisfactory for
gas-phase work, but not necessarily for work on solids. For the latter case,
the relationship between vacuum-referenced and Fermi-referenced chemical
shifts is, from Eq. (5):

AEwY(4, k, 1-2) =AEx¥(4, k, 1-2)+ ($s)1—(¢s)z (124)
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Thus, in directly comparing vacuum-referenced theoretical calculations and
Fermi-referenced experimental values, it is required to neglect the work
function difference between the two solids, (¢s)1—(#s)2. In most work to
date, no serious effects of work function differences have been observed,
although there is generally more scatter on a plot -of measured chemical
shifts against calculated chemical shifts for solids than on a corresponding
plot for gases.3: 4. 7, 211 This additional scatter could be connected with
reference level effects or specimen charging or both. Both of these effects
deserve further study.

The theoretical interpretation of core-level chemical shifts has been
attempted at various levels of sophistication, with each level providing a
certain degree of agreement with experiment and interpretive utility. Several
reviews of these procedures have been presented previously,?: 4. 7, 8,109

“and therefore only a brief outline of the most important models, their uses,
and their limitations will be given here. These procedures will be considered

in approximate order of descending accuracy. From the outset, it is clear that
the major goal of such analyses is to derive chemically-significant information
concerning the initial state electronic structure of the system. Various final-
state complexities (see Section V) can tend at times to obscure the initial-
state chemical information, but it has nonetheless proven possible to derive
it relatively straightforwardly for a number of systems.

The most accurate calculation of any binding energy shift must in general
involve determining two binding energies, or a total of two initial-state
calculations and two final hole-state calculations. The possible errors in shifts
are thus approximately twice as large as for a single binding energy when
calculations are performed at a given level. Various procedures for calculating
binding energies have already been discussed in Sections III.A and IILB.
Relative to a Koopmans’ Theorem approach, corrections due to relaxation,
relativistic, and correlation effects must be considered, as summarized in
Eq. (55). A chemical shift in such binding energies between two chemically-
inequivalent sites or compounds labelled 1 and 2 is thus

AEvwY(4, k, 1-2)=(Ep¥(k))1—(Ev"(K))2
= —(ex)1+ (ex)2— (8Eretax)1 + (8Eretax)z
+ (SEreIat)l —(8Eretat)2 + (8Ecorr)1— (aEcorr)z
or
AEhV(A, k, l-2) =— Aék— A(SErelax) + &(SErelat) + A(aEcm'r) (125)

In view of the physical origins of the relativistic and correlation corrections
for a given core level, they will tend to have values of approximately the

" same magnitude from one site or compound to another. The same should

also be true, but probably to a lesser degree, for relaxation corrections. Thus,
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in many cases, it would be expected that A(SE; e;g,x), A(8Ere1at), and A(8Ecorr) -

would be considerably smaller in magnitude than the individual corrections

to either (EnY(k))1 or (EpV(k))e, and therefore that the Koopmans’ Theorem

value —Aex would represent a quite good approximation to the chemical
shift AEwY(4, k, 1-2).105 (This need not always be true, however, and we
discuss both below and in Section V.B a few special examples in which
A(8Ere1ax) is very large.) For similar reasons, the quality of the wave function
utilized in obtaining e is often not as critical as might be imagined. That is,
approximate wave functions with the same degree of self-consistency for
both systems 1 and 2 may yield a reasonably accurate value of Aeg (which is,
after all, a small perturbation primarily due to changes in valence electron
charge distribution). Thus, the use of Koopmans’ Theorem in conjunction
with various approximate calculation procedures such as minimal-basis-set-
or double-zeta-basis-set Hartree-Fock calculations has met with success in
analyzing much chemical shift data. It appears that molecular wave functions
of double-zeta quality can be utilized to predict chemical shifts from —Aeg
which agree with experiment to within ~ +1 eV for a carefully-chosen set
of molecules not too much different in size, in spite of the fact that the orbital
energies for such levels as Cls and Nls tend to be as much as 10-20 eV
higher than the experimental binding energies due to relaxation. In Fig. 18,
experimental Cls binding energies for different gaseous molecules are
compared to ls orbital energies from various theoretical calculations of
roughly double-zeta accuracy. Although the two scales are shifted relative to
one another by about 15 eV, the points lie very close to a straight line of unit
slope. Thus, for sets of molecules chosen to minimize A(8Eretax), A(SErelat),
and A(8Ecorr), chemical shifts should be calculable from these orbital energies
with an accuracy roughly equal to the scatter of points about the straight
line or +1 eV.% 8,109

Although the use of Koopmans’ Theorem imr estimating binding energy
shifts from reasonably accurate molecular-orbital calculations can thus be
expected to yield fairly reliable values for well-chosen compounds, it is
especially important to be able to include the effects of relaxation in such
calculations. Such effects are treated in more detail in Section V.B, but at this
point it is appropriate to mention a calculation procedure that lies inter-
mediate between those of Koopmans’ Theorem and doing accurate SCF
calculations on both initial and final states. This method was developed by
Goscinski ef al.212: 213 and is termed the transition-state or transition-
operator method. In this method, relaxation effgcts are allowed for to second
order in perturbation theory by solving a set of Hartree-Fock equations in
which the Fock operator on the left-hand side of Eq. (42) is ddjusted so as to
involve an effective 1/2 occupation number as far as electron—electron inter-
actions involving the kth spin-orbital from which emission is to occur. For
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Fig. 18. Plot of carbon ls binding energies calculated via Koopmans’ Theorem against
experimental binding energies for several carbon-containing gaseous molecules. For some

. molecules, more than one calculated value is presented. The slope of the straight line is

unity. The two scales are shifted with respect to one another by 15 eV, largely due to

~ relaxation effects. All of the theoretical calculations were of mughly double-zeta accuracy

or better. (From Shirley, ref. 7.)

the fictitious “transition state” thus calculated for each initially-occupied
spin-orbital, negatives of the one-electron energy eigenvalues yield estimates
for binding energies that should include relaxation effects to second order.
Comparisons of core- and valence-electron binding energy calculations for
He, Li, Be, Ne, and Ar 212, 213 do indeed show that this method yields results
in very good agreement with the more laborious procedure of calculating and
subtracting accurate total energies for both the initial and final states.

The next approximation moving away from the Koopmans’ Theorem

" method for calculating chemical shifts is the potential model that was used in
* the earliest quantitative discussions of chemical shifts by Siegbahn et al.? and

Fadley et al.195 In this model, the interaction of a given core electron with all
other electrons and nuclei in a molecule or solid is divided into an intra-
atomic term and an extra-atomic term. Furthermore, the assumption is made
that each atom in the array has associated with it a net charge consistent with
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overall electroneutrality. These net changes thus account in some way for
the displacement of electronic charge which occurs in the formation of
chemical bonds. In very covalent systems, this model is of questionable
utility, but several variations of it have been applied to a wide variety of
systems with considerable success.3. 4. 105, 214-219 More recently, it has been
termed a ground-state-potential model (GPM)215 to emphasize its usual
neglect of final-state effects (especially relaxation). Consider an atom 4 with
a charge g4 situated in an array of atoms to which it is somehow bonded.
The binding energy of the kth electron in this atom can then be expressed
as a sum of two terms, one intra-atomic free-ion term and one extra-atomic
potential:

EvV(k) =Ev¥(k,q)+ ¥ (126
Compound Free ion of Potential due )
charge ga to all other atoms .

The first term is a binding energy for the kth electron in a free-ion of charge g 4
and the second term is the total potential due to all other atoms in the array.
The first term might be evaluated by means of a free-ion Hartree-Fock
calculation, for example (although much simpler procedures for dealing with
it will also be discussed). The simplest way to calculate the second term is to
assume that the other atoms behave as classical point charges in creating the
potential ¥. Thus, '

e v 2
V=e ;;.4 ra (127)
where the summation is over all atoms except that of interest in the array. If
the array is a crystal, then ¥ represents a convergent infinite sum that is
closely related to the Madelung energy of the solid.1%5 Thus, both terms in
Eq. (126) may be relatively easy to obtain for a number of systems. Calcu-
lating a chemical shift using Eq. (126) gives

AEWY(4, k, 1-2)=EvV(k,qa4, 1) —Ev¥(k, q4,2) + V1— V2 (128)

where g4, 1 and g4, 2 are the net charges on atom A in the sites 1 and 2,
. respectively. It is instructive to consider the predictions of this model for
several simple systems, as it is found to explain qualitatively and semi-
quantitatively several basic features of chemical shifts.

The difference of free-ion terms in Eq. (128) represents a change in binding
energy concomitant with a change in the valence electron orbital occupation
of the atom such that the net charge is altered from g4,z to g4, 1. In the
first analyses based upon the potential model, Fadley et al.195 calculated such
changes for removal of successive valence electrons from various ionic states
of I, Br, Cl, F, and Eu, using a minimum-basis-set Hartree-Fock calculation
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and Koopmans’ Theorem. These results are presented in Figs 19-23, where the
shifts are plotted against the location of the maximum magnitude of the radial
function for each orbital. Several systematic features of these results can be
noted. For iodine, all core levels shift by very nearly the same amount. This
is basically true also for Br and Cl, although as the atomic size decreases
there is less constancy in the core shifts, with outer orbitals showing slightly
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Fig. 19. Koopmans’ Theorem free-ion binding energy shifts caused by the removal of a
valence Sp electron from various configurations of iodine, plotted against the location of
the radial maxima for the various orbitals. The configurations are: +4=>55%5p, + 3= 5s25p%,
+2=>5525p?, +1=>55%5p4, 0=>5525p5, and —1=>5525p8. The solid curve shows the classical
shift resulting from the removal of an electron from a thin spherical shell of charge with the
radius of the 5p maximum. (From Fadley et al., ref. 105.)

lower shifts. In all of the halogens, the p valence electrons are largely external
to the core, as is evidenced by the location of the core- and valence-orbital
radial maxima. For Eu, which by contrast has valence 4f electrons over-
lapping considerably with the core electrons, the core shifts are not at all

“constant, and furthermore can be about twice as large per unit change in

valence shell occupancy as for the halogens. All of these results are qualitatively
consistent with a very simple classical model of the interaction between core
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Fig. 20. Calculated free-ion binding energy shifts caused by the removal of a valence
4p electron from bromine, plotted as in Fig. 19. The configurations are: -+2=4s24p3,
+1=45%4p4, 0=4524p5, and — 1=4s524p". (From Fadley et al., ref. 105.)

and valence electrons. The valence electron charge distribution can be
approximated by a spherical charged shell of radius ry, where ry can reason-
ably be taken to be the average radius of the valence orbitals or the location
of their radial function maximum. The classical potential inside this spherical
shell will be constant and equal to g/rv, where g is the total charge in the
valence shell. If the charge on this shell is changed by dg, the potentials, and
thus binding energies, of all the core electrons located well inside the shell
will shift by an amount 8E,Y = 8g/ry. Such classical calculations are shown
as the solid lines in Figs 19-23 and are found to give results that correctly
predict the trends in relative shifts from subshell to subshell, as well as being
in semi-quantitative agreement with the absolute magnitudes of the more
accurate Hartree-Fock calculations. In general then, all core electrons which
overlap relatively little with the valence shell are predicted to shift by approxi-
mately the same amount, and this prediction is verified experimentally.105
The magnitude of the shift per unit change in charge should also increase as
the valence shell radius ry decreases, as is illustrated for the case of Eu. A
more accurate estimate of 3EwV/dg for any atom is given by the change in
Hartree-Fock ex upon removal of one valence electron. From Eq. (47),
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Fig. 21. Calculated free-ion binding energy shifts caused by the removal of a valence
3p electron from chlorine, plotted as in Fig. 19. The configurations are: +2=3s23p3,
+1=3523p4%, 0=3523p5, and — 1=3523pS. (From Fadley et al., ref. 105.)

this will be given by Jr—vaience — Kk—valence (Spins parallel) or Ji_valence (Spins
anti-parallel). As the core-valence exchange integral Kk-valence Will be of
significant magnitude only if there is appreciable overlap between the core and
valence orbitals, we can neglect Ky valence in comparison to Jx_valence. (For
example, in carbon, Jis, 2s=221¢eV, Ky, 2s=1-4eV, Ji5, 2p=20-8 eV, and
Kis, 2p=0-6 eV.) Thus, 8EyV/8; should be approximately equal to Jk-valence,
the core-valence Coulomb integral. The magnitude of such Coulomb integrals
are, in fact, found to be in good agreement with the shifts calculated in
Figs 19-21 for I, Br, and Cl. As a final point, the free ion term 8EpV/d, is
of the order of 10-20 eV/electron charge for essentially all elements.

If the potential term ¥ in Eq. (126) is now considered, it is found that its
value also will be of the order of 10-20 eV for a transfer of unit electron
charge from one atom to its nearest neighbors,? 105 as, for example, in a
highly ionic alkali halide crystal. Furthermore, for a given molecule or solid
the free-ion term (8EyVY/84) - 84 will be opposite in sign to ¥V, as ¥ must account
for the fact that charge is not displaced to infinity, but only to adjacent atoms
during chemical bond formation. Thus, both the free-ion and potential terms

il’.
i;
i
|

i
¥
[
I
B
I
-



84 C. S. FADLEY

40_ 1 L] . : —

AEb(e‘Vl

10 - Classicol —

A AEY(F,k2-1)

O AEY(F, k1-0) _

o AE}(F, k0-[-1])

0 | 1

0 0.5 1.0 1.5
Mmax (Bobhr radii)

Fig. 22. Calculated free-ion binding energy shifts caused by the removal of a valence

2p electron from fluorine, plotted as in Fig. 19. The configurations are: +2=22522p3,

+1=2522p4, 0=2522p5, and —1=2522p5. (From Fadley et al., ref. 105.)

in Eq. (126) must be calculated with similar accuracy if the resultant binding
energy (or chemical shift) value is to have corresponding accuracy. This
represents one of the possible drawbacks of such potential models.

Several other models based essentially on Eq. (126) have been utilized in
analyzing core electron chemical shifts,?> 8 and the detailed theoretical justifi-
cations for them have been discussed by Manne,?!6 Basch,?!7 and Schwartz.218
For example, Siegbahn et al.4 and Gelius et al.2!1 have been able to describe
the core binding energy shifts for a variety of compounds of C, N, O, F,
and S with the following equation:

ﬁEbv(A., k, 1-2)= Caga+ V41 _ (129)

where 2 represents a fixed reference compound. The various atomic charges
q¢ in each molecule were estimated using CNDO molecular-orbital theory,
and these charges were then substituted into Eq. (127) to compute ¥. Then
the constants C4 and / were determined empirically by a least-squares fit to
the experimental data. Such fits give a reasonably consistent description of
the data, as is shown in Fig. 24 for various compounds of carbon, and, in
particular, the parameters C4 are found to be rather close to the ls-valence
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+ 1=4f%6s2, and 0=4f76s2. Note the non-constancy of the core-level shifts by comparison
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Coulomb integral Jis—valence computed for atom 4. Thus, Eq. (129) as
utilized in this semi-empirical way is consistent with a somewhat more exact
theoretical model. Note, however, that all molecules are not adequately
described by this model and that, for example, the points for CO and CSg
lie far from the straight line predicted by Eq. (129). As might be expected, if
an orbital energy difference based on near Hartree-Fock wave functions is
used for the calculated shift of CO, much better agreement with experiment is
obtained, as is shown in Fig. 18.

In another variant of the potential model proposed by Davis ef al.,219 a
series of chemical shift measurements on core levels in all the atoms of several
related molecules are used to derive a self-consistent set of atomic charges. For
each atom in each molecule, the measured chemical shift is written in terms
of undetermined atomic charges as

Ev¥(4, k, 1-2)=Ca'gatet T 34 (130)
iza FAl

where C4’ is set equal to Jis-vatence for atom 4. The resultant set of equations

is solved self-consistently for the g4 values on each atom. Such calculations
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Fig. 24. A comparison of the experimental carbon 1s chemical shift values for several
molecules with shifts calculated using the potential model of Eq. (129). The shifts were
measured relative to CHa. The parameters of the straight line were Ca=21-9 eV/unit
charge and /=0-80 eV. (From Siegbahn et al., ref. 4.)
on a series of fluorinated benzenes?1? give charges which agree rather well
with charges obtained from calculations based upon the CNDO/2 method,
as is apparent in Fig. 25.

Another procedure for analyzing chemical shift data that can be at least
indirectly related to the various potential models is based on summing
empirically determined shifts associated with each of the groups bonded to
the atom of interest, and has been developed primarily by Gelius, Hedman,
and co-workers.211, 220 Each group shift is assumed to be constant and
independent of the other groups present and is determined from a series of
chemical shift measurements on reference compounds representing suitable
combinations of the groups. The chemical shift associated with atom 4 in a
given compound is thus written as

AEw(4, k, 1-2)= Y, AEn(group) © (13D

. groups
where 2 constitutes some reference compound against which all of the group
shifts are determined. The applicability of this procedure has been demons-
trated on a large number of carbon- and phosphorous-containing com-
pounds,211. 220 apnd a summary of results obtained for phosphorus compounds
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Fig. 25. Atomic charges for the various fluorinated benzenes as calculated by the CNDQ/2
method and as derived experimentally (“ACHARGE") from chemical shift measurements
on carbon and fluorine and Eq. (130). Charges are in units of 1/100 of an electronic charge.
The filled circles represent average hydrogen charges. (From Davis et al., ref. 219.)

is shown in Fig. 26. The relationship of this procedure to a potential model is
possible if it is assumed that each group induces a valence electron charge
change of 8g(group) on the central atom and also possesses essentially the
same intragroup atomic charge distribution regardless of the other groups
present. Then both the free-ion and potential terms in Eq. (126) become
simply additive for different groups, as is required in Eq. (131). In addition,
however, the group shift can be considered to include empirically an approxi-
mately constant intragroup relaxation correction, thus going somewhat
beyond a ground-state potential model in one sense.

Some of the first analyses of shift data were performed simply by plotting
AFEy against atomic charges which were estimated by various procedures,
among them CNDO or extended-Hiickel calculations, or most crudely by
electronegativity arguments. The implicit neglect of the potential terms of
Eqgs (126) and (128) in such a correlation of AEy, against g4 can, however,
lead to a rather wide scatter of the points about a straight line or curve
drawn through them. Hendrickson et al.,22! for example, found two rather
distinct clusters of data points described by two different curves in comparing
nitrogen ls shifts with charges calculated via CNDO. However, there is in
general a systematic increase in Ep with increasing g4 for most compounds,
particularly if the compounds are chosen to be rather similar in bonding type.
One such series of compounds for which a simple electronegativity correlation
has proven adequate is the halomethanes. Thomas222 expressed the Cls
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Fig. 26. A comparison of measured phosphorous 2p chemical shifts with shifts calculated
using the group shift model of Eq. (131). The compounds were studied as solids. (From
Hedman et al., ref. 220.)

shifts between CH4 and a given halomethane as a linear combination of the
electronegativity differences between the various ligands present and
hydrogen:

AEyY(Cls, halomethane-CH4)=C Y (X1~ X&) (132)
: .

where C is an empirical constant, X is the ligand electronegativity, and Xu
is the electronegativity of hydrogen. Such a correlation is shown in Fig. 27.
The explanation for the success of this correlation would seem to be as a
further simplification of the group shift approach, in which each monatomic
ligand induces a charge transfer 8q; proportional to X;— X'y, and the potential
term involved is also simply proportional to 8¢; for a nearly constant carbon—~
ligand bond length. Thus, the potential model of Eq. (128) can be reduced to
the form of Eq. (132). Such correlations should be used very cautiously,
however, as exceptions are relatively easy to encounter: for example, in the
series of molecules generated by adding successive methyl groups to ammonia
(NHs, NH3(CH3s), NH(CHs)2, and N(CHzs)s), the Nls binding energy is
observed to decrease with the addition of CHsz groups,223 in complete dis-
agreement with the greater positive charge expected on the central nitrogen
because X¢>Xu. The major cause of this discrepancy is believed to be the
greater relaxation enérgy associated with the polarization of the —CHs
group around the Nls hole,223 a type of effect discussed in more detail in
Section V.B. '
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Fig. 27. Carbon s chemical shifts for halogenated methanes measured relative to CHa
and plotted against shifts calculated on the basis of a sum of ligand-hydrogen electro-
negativity differences, as in Eq. (132). (From Thomas, ref. 222.)

Among the other methods utilized to analyze chemical shift data,
mention should also be made of a procedure introduced by Jolly and
Hendrickson224: 225 for relating chemical shifts to thermochemical data. In
this method, it is noted that to a good approximation the atomic core of an
atom with nuclear charge Z and a single core-level hole acts on any surround-
ing electrons in an equivalent way to the filled core of an atom with nuclear
charge Z + 1. If the core electron overlap with the outer electrons is small,
then the nuclear shielding should be nearly complete and this assumption is
reasonable. As a more quantitative indicator of how good this approximation
is for a medium-Z atom, Table I summarizes the results of highly-accurate
numerical Hartree-Fock calculations by Mehta, Fadley, and Bagus'2 for
atomic Kr with various core-level holes and its equivalent-core analogue
Rb*!, With neutral Kr as a reference, the fractional decreases in average
subshell radii 1 — {rni)/{rni)o are tabulated for different core-hole locations in
Kr+l and for the equivalent-core species Rb*l. For the equivalent-core
approach to be fully valid, these fractional changes should be nearly identical
between true Kr hole states and Rb*1, thus indicating the same degree of
inward relaxation around both a core hole and a nuclear charge that is
incremented from Z to Z+1. For the various true hole states in subshells
that can be designated ano1e/note, the fractional decreases in {rn;> range from
~0 for subshells with 7.5 nnote up to 119 for the outermost 4p orbital. The
equivalent-core Rb*! orbitals by contrast show significant relaxation in all




{rapo
19516

{ragre=
1:6294

{rsapo=
0-5509

{rspdo
0-5426

{raspo
0-5378

TABLE 1

Average radii for the various subshells of neutral Kr {r,; o, together with the fractional éhangcs in average radii between neutral

{rapyo
0-1619

{raso
0-1873

0-0424

for {rn1>s are bohrs, The Kr* values are divided into those for n<nnole and n> nnote (from Mehta et al., ref. 102)
{riede

Kr and all possible core-hole states. The changes between neutral Kr and the equivalent-core ion Rb+ are also given. The units
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subshells, with a range between 3 % for 1s and 119, for 4p. Relaxation for

3 ,§ N~ o m O . . . .
ZlF|II688358°2 subshells with #<€npo1e is thus much overestimated by the use of an equivalent
A PPBORORY core, whereas for n>npole, the overestimates range from only ~0-1% in

- ' absolute fractional radius change. Thus, the equivalent-core model is a
" reasonable and useful first approximation, although it is certainly expected
to overestimate relaxation effects due to core-hole formation.

- In applying the equivalent-core model to chemical-shift analyses, it is
- : .+ assumed?24, 225 that an exchange of cores can be made in the final-state ion
without appreciably altering the valence electron charge distribution or

{Fasy

{rasde
0-0722
0-0662

0-0683
0-0606
0-0617
0-0618
0-0799

3 2 2xglazan equilibrium nuclear geometry. (The results in Table I for the 4s and 4p
SlEleggeagy subshells suggest that this is a good approximation.) Thus, in considering
1l |®ocoeo00o core-level emission from a species containing nitrogen, an O*6 1s2 core can
: be exchanged for the N+6 1s=N+6* core, where the asterisk denotes the
AR - o o o i presence of the 1s core hole. Such core excha‘mges can be ut.ilized to write .
gl & § § = § = g ‘binding energy shifts in terms of thermodynamic heats of reaction, and hence i
I D=4 g a4« to predict either shifts from thermodynamic data or thermodynamic data :
- from shifts. As one example of the application of this procedure, let us con- [
. : sider 1s photoelectron emission from gaseous NHs and Nz as chemical '
@ ’§ cxalesgy ' reactions in which thei electron} is gssumgd_to be formed exactly at the vacuum
V}v % E g § § § E level and therefore with no kinetic energy: ';
- NHj3—> NHg+*+e~: AE;=EpY(Nls, NHs) ;
A2 _ Ne—>Ngt*+e:  AEz=EyV(Nls, N2
Bl'e | == w o D g
SIE § § g % § § § These reactions are endothermic with internal energy changes AE; and AE; ,
J |Sleesso given by the ls binding energies in NH3 and Nz Subtracting the second £
: reaction from the first gives ' '
% /§ wlo § - 5 NHs+ Ngt*—>NHst*+Nao: AE=AE1—AE; :r
vi© 38 § S § % S = EuV(Nls, NHs) — EpY(N1s, Np)
- : =AEpY(Nls, NHz— Nz) i
s with an internal energy change precisely equal to the Nls chemical shift '
2 /‘.:: % § 3 § % % g between NH3 and Ngz. However, this reaction involves the unusual and very i
vivisggsses short-lived species Np+* and NHz**. Now, it is assumed that the N6+* core g

- can be replaced by the O%+ core in either No** or NHa** with only a small
gain or loss of energy that can be termed the core-exchange energy AEce.
As long as the core-exchange energy is very nearly the same in both Ng**
and NH3a**, then the overall energy change associated with the reaction is
not affected by core exchange. That is, we have a final reaction of
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Therefore, the chemical shift is equal to a thermodynamic heat of reaction
involving well-known species. This procedure has been applied to an analysis
of 1s shifts in compounds of N, C, O, B, and Xe, and very good agreement is
obtained between experimental AEy values and thermochemical estimates of
these shifts. Such a comparison for nitrogen ls is shown in Fig. 28. This
analysis is closely related to the isodesmic processes discussed by Clark,? and
is also reviewed in more detail by Jolly!3 in this series.

—
sl T T T T 1 T NO; 7
2 NF, —
L Ng .
2 Of Ne .
o (L
~ Ll -
S Lk HNo _
k=
= 3} HCN _
-4 ATS _ -
-5|/@® CHaNH, B
(CHz)NH
| | | | | L ]
-4 -3 -2 -1 0 1 2 3

Thermo. Estd. Rel. E, eV

Fig. 28. Plot of experimental N1s binding energy shifts relative to Nz for several molecules
~ versus values calculated using equivalent-core exchange and thermodynamic data. The
slope of the line is unity. (From Jolly, ref. 225.)

Finally, a few other methods in which core electron binding energy shifts
can be used should be mentioned:

(1) Attempts have been made to derive bonding information from relative
binding energy shifts of different levels in the same atom. From Figs 19-23,
it is clear that the outer core and valence levels of a given atom need not shift
by the same amount as inner core levels, especially if relatively penetrating
valence levels are present as in Eu. Such relative shifts of different levels can
for certain cases be simply related to the basic Coulomb and exchange integrals
involved, and then utilized to determine properties of the valence electron
charge distribution. In particular, the relative shifts of the iuner core 3d;
and valence 5p, levels have been measured for iodine in various alkyl iodides
and HI, and these shifts have been found by Hashmall et al.?28 to be con-
sistent with a simple bonding model of the compounds involved. More
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recently, Aono et al.227 have carried out a similar relative shift study of rare-
earth compounds that quantitatively confirms the non-constancy of the
intra-atomic free-ion shifts as predicted, for example, for Eu in Fig. 23.

(2) In another type of analysis, core-level chemical shifts for several
homologous series of the form RXH with X=0O, N, P, and R=various
substituent groups have also been found to be approximately equal to relative
proton affinities.228 Martin ef al.228 have explained this correlation by noting
that the removal of a core electron from atom X to form a positive hole
involves very nearly the same set of R-group relaxation energies (and to a
less important degree also potential energies) as the addition of a proton.
Thus, changes in X-atom core binding energy with R are expected to be

approximately equal to changes in proton affinity with R, even though -the

absolute magnitudes of the two quantities are very different; this has been
found to be true for a rather large number of small molecules.?28

(3) It has also been proposed by Wagner22? that the difference in kinetic
energy between a core photoelectron peak and an Auger electron peak
originating totally via core-level transitions in the same atom can be used as
a sensitive indicator of chemical state that is free of any uncertainty as to
binding energy reference or variable specimen surface charging. This differ-
ence, which has been termed the “Auger parameter”,22° changes with altera-
tions in chemical environment because Auger energies are influenced much
more strongly than photoelectron energies by final-state relaxation. 230, 281 I
fact, Auger energy chemical shifts are roughly 3-4 times as large as corre-
sponding core binding energy shifts.22? Although a precise theoretical calcu-
lation of such extra-atomic relaxation effects may be difficult (see, for

example, Section V.B), the Auger parameter appears to have considerable

potential as a fingerprint for different chemical states.

(4) Finally, attempts -have been made to correlate core binding energy
shifts with the results of nuclear spectroscopic measurements such as
NMR232, 233 and Mdssbauer spectroscopy,23¢ as reviewed elsewhere by
Carlson.l® NMR diamagnetic shielding factors have been compared with
core shifts, but the difficulty of separating out diamagnetic and paramagnetic
contributions to shielding have prevented extensive application of this type of
analysis. Also, binding energy shifts for a closely related set of tin compounds
correlate reasonably well with Mossbauer chemical shift values,234 but no
detailed theoretical justification for this correlation has been presented.

It is clear that the theoretical interpretation of core electron binding
energies or chemical shifts in these energies can be attempted in several ways
at varying levels of sophistication. When binding energies are calculated by
the most rigorous total-energy-difference method, including perhaps correc-
tions for relativistic effects and electron—electron correlation, values in very
good agreement with experiment have been obtained for several atoms and
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small molecules, This agreement verifies that all of the basic physical effects
involved have been recognized and can be accounted for quantitatively. If
binding energies are calculated from orbital energies via Koopmans’ Theorem,
errors primarily due to neglect of final state relaxation are incurred. Such
errors can be from 1% to 10 9 of the total binding energy and can be estimated
in several ways. In calculating chemical shifts of binding energies between
two different sites or compounds by means of Koopmans’ Theorem, however,
a fortuitous cancellation of a large fraction of the relativistic, correlation,
and relaxation corrections occurs. Thus, orbital energies can be used with
reasonable success in predicting shifts, although anomalously large final-state
relaxation around a localized hole represents an ever-present source of error
in such analyses (see also Section V.B). The interaction of a core electron with
its environment can be simplified even further, giving rise to several so-called
potential models with varying degrees of quantum-mechanical and/or
empirical input. All of these models can be useful in interpreting shifts,

although it may be necessary to restrict attention to a systematic set of

compounds for the most approximate of them. The direct connection of
chemical shifts with thermochemical heats of reaction via the equivalent-core
approximation is also possible. Finally, it is worthwhile to note that one of
the primary reasons that chemical shifts can be analyzed by such a wide
variety of methods is that their origin is so simply and directly connected to
the molecular charge distribution. In turn, it is very often this charge distri-
bution that is of primary interest in a given chemical or physical investigation.

V. FINAL-STATE EFFECTS

A. Introduction

In this section, several effects arising because of complexities in the final
state of the photoemission process will be considered. Considerable use will
be made of the theoretical developments of Sections III.A-D, from which it
is already clear that unambiguously distinguishing various final-state effects
in the electronic wave function may not always be possible, primarily due to
many-electron effects that might, for example, be described by a configuration-
interaction approach. Thus, the first four topics to be dealt with here (relaxa-
tion phenomena, multiplet splittings, shake-up and shake-off effects, and
other many-electron effects) are all very much interrelated, as will become
evident from subsequent discussion. However, for both historical and
heuristic reasons, it is reasonable to consider them separately, using several
examples for which distinctions can be made relatively easily. (Such final-state
electronic effects have also been reviewed by Martin and Shirley?® in more
detail in this series.) The last subject to be treated here involves the influence
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of exciting various final vibrational states, for which theoretical background
has already been presented in Sections IIL.A and IIL.D.

B. Relaxation Effects

The importance of relaxation corrections in accurately predicting binding
energies has been emphasized in several prior discussions in this chapter.
As a further example of how large such effects can be, it has been suggested
by Ley et al.?35 that relaxation is the primary reason why free-atom vacuum-
referenced core binding energies are higher by ~5-15 eV than corresponding
vacuum-referenced binding energies in the pure elemental solid. Also, inert
gas atoms implanted in noble metal lattices have been shown by Citrin and
Hamann?36 to exhibit core binding energies 2—4 eV lower than in the free-
atom state, again primarily due to relaxation. In a systematic study of the

- Cls binding energy in a set of linear alkanes CypHazn.2(n=1,2,...,13),

Pireaux ef al.237 poted a monotonically increasing Cls chemical shift
AEy(Cls, CH4~CrHan,2) with n, and a small overall shift of 0-6 eV between
CHj4 and Ci3Hgg with sign such that Ci3Has has the lowest binding energy.
Transition-operator calculations for these alkane molecules indicate that the
relaxation energy increases by almost 2-0 eV in going from the smallest
CHj4 to Ci3Hazs; thus, relaxation is a major contributing factor in producing
these small chemical shifts, although it must act in conjunction with certain
other effects with opposite sign to reduce the overall shift to 0-6 eV. Relaxa-
tion shifts of ~1-3 eV are also noted in UPS spectra of the valence levels of
molecules chemisorbed on surfaces,238 with the binding energies of molecular
orbitals not directly involved in bonding to the surface being lower than in
the free molecule, presumably due to extra relaxation in the substrate. In
general for these systems, then, it is found that the more near-neighbor atoms
there are surrounding a given final-state hole, the more relaxation can occur
and the lower is the observed binding energy.

The relaxation energy 8Freiax can be unambiguously defined as the
difference between a Koopmans’ Theorem binding energy —ex and a
binding energy calculated by means of a difference of self-consistent
Hartree-Fock total energies for both the initial and final states. Various

methods have been utilized for estimating this energy in atoms, molecules,

and solids,119-121, 235, 239-242 but principal emphasis here will be on a
relatively straightforward, yet easily visualized, procedure first used extensively
by Shirley and co-workers.121, 235, 239

In this procedure, 121. 235, 239 the relaxation energy for a given core-level
emission process is divided into two parts: an intra-atomic term (the only
term present in the free-atom case) and an extra-atomic term that is important
in molecules or solids. The extra-atomic term thus includes all relaxation

ot e
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involving electrons primarily situated in the initial state on other atomic
centers. Thus, ’

_ O eay = OEI2 + SESIY2 (133)
(This division of the relaxation correction was, in fact, made in the first
discussion of the potential model for analyzing chemical shifts.105) The
calculation of these two terms makes use of a general result derived by Hedin
and Johansson,'20 which states that, for emission from an initial orbital ¢
in an atom of atomic number Z, the relaxation energy is given to a good
approximation by .
8Ererax=3¥$x| V(N—1,2Z)— V(N, Z)| > (134)

in which P(N—1, Z) is the total electronic Hartree—Fock potential operator
acting on the kth orbital in the (N—1)-electron final state and V(N, Z) is
the analogous total Hartree-Fock potential operator for the N-electron
initial state. (For a neutral atom, of course N=Z.) The expectation value in
Eq. (134) thus involves sums over Coulomb and exchange integrals between
éx and (N—1) other spin-orbitals ¢;#$x. Two sets of orbitals ¢; are also
needed, an initial-state set {¢;} in V(N, Z) and a relaxed set {¢;'} in V(N —1, Z).
The determination of the relaxed orbitals is now further simplified by using
the equivalent-core approximation, such .that the integrals involving
V(N—1, Z) are replaced by integrals for P(N+1, Z+1), the neutral atom
with next higher atomic number; correspondingly, ¢z is taken to be an
orbital in atom Z+ 1 in evaluating these integrals. This procedure is reason-
able because the orbitals at larger mean radii than ¢ produce most of the
relaxation and such orbitals in neutral atom Z + 1 are very little different from
those in atom Z with a hole in the k subshell (cf. Table I). Furthermore, even
though inner-orbital relaxation occurs (including relaxation of ¢x), this inner-
orbital relaxation is smaller (again see Table I}, and thus the Coulomb and
exchange integrals between inner and outer orbitals change little in atom
Z+1 relative to the true hole state in atom Z.121 Thus, the overall relaxation
energy becomes finally

8Eretax=3((dx | V|$&>z1— (Pk| f’|¢k)z) ' (135)
with all relevant Coulomb and exchange integrals available from existing
tabulated data for atoms.190 Applying this calculation procedure to core
emission from noble-gas atoms, Shirley'2! obtained very good estimates for
relaxation energies as compared to direct total-energy-difference calculations.

The same procedure has also been applied to metals by Ley et al.,235 for
which the separation of Eq. (135) into intra-atomic and extra-atomic terms
yields formally ' )

aErelax=Jj(<¢k I l;'l dr>z1— (95_;: | I;'l ,’{,k)z)lutra. .
+1( k| V|dr>za1 —<i| V|$rdz)extra  (136)
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The intra-atomic term in Eq. (136) is calculable as described previously. If
a free atom A is placed into a pure solid lattice of the same species and it
is further assumed that placement in the lattice has a small influence on the
initial-state Hartree-Fock energy eigenvalues ex (corresponding to an extra-
atomic .potential effect of approximately zero), then the difference between

free-atom and solid binding energies is given simply by the extra-atomic

relaxation term for the solid:
EyV(d, k, atom)— ExV(4, k, solid)
=1 | V|dr>zs1— (B | V|$rdz)extra  (137)
These extra-atomic terms have been derived?3s for a metal by assuming that
the conduction. electrons polarize to such an extent that a screening charge of

approximately unit magnitude occupies an atomic-like orbital centered on
the atom containing the core hole. As a reasonable choice for this orbital,

‘that possessing the dominant character of the lowest unoccupied valence

band in the solid is used, again together with an equivalent-cores approxi-
mation. Although this procedure overestimates screening because the orbital
chosen is too localized, it does give approximately correct magnitudes for
atom-solid shifts such as those in Eq. (137), as is illustrated in Fig. 29 for the
3d transition-metal series. Note the break in values at Z=29 (Cu) when the
screening orbital changes from 3d to the more diffuse 4s because of filling of

20 LI | I 1 I I 1 I 1 I LI

°

K CaSc Ti V Cr Mn Fe Co NiCu Zn
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Atomic number
Fig. 29. Differences between vacuum-referenced free-atom 2p core binding energies and
analogous binding energies in the corresponding elemental metal. The points represent
experimental values and the line calculations based upon Eq. (137), which assumes that
extra-atomic relaxation is the main cause of such differences. The break at Z=29 is caused
by the filling of the 3d valence bands. (From Ley ef al., ref. 215 and 235).
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the 3d bands. Alternate calculation procedures of a somewhat more rigorous
nature have also been proposed to explain such atom-solid shifts236. 240-242
including especially discussions of possible initial-state shifts in the solid.

However, the scheme presented here clearly yields a semi-quantitative |

approximation for one of the most important factors, extra-atomic relaxation,
as well as being very easy to apply to various systems. i

As noted previously (Section IILB), it has also been pointed out by
Ley et al115 that a localized-hole description can be used to estimate
relaxation energies associated with valence-level excitations in free-electron
metals. Such relaxation energies are calculated by assuming that in the final
state a full single-electron screening charge occupies an initially unoccupied
atomic-like valence orbital. Then, because there is minimal inner-orbital
relaxation, the difference operator P(N—1, Z)— P(N, Z) in Eq. (134) reduces
to the single terms Jyatence +Kvatence, and the final relaxation energy is given by
‘}(tﬁvalance I jvalence +.Kva1énce ( Pvalence) & ‘!,‘(?svalence vaalencé ‘ Pvalence) =
%J valence, valence. '

As a final comment concerning relaxation, the discussion surrounding
Eq. (77) and Fig. 8 should be recalled. That is, the occurrencé of relaxation
requires by virtue of the Manne-Aberg-Lundqvist sum rule given in Eq. (77)
that additional photoelectron intensity arises at kinetic energies below that
of the relaxed or adiabatic peak position. Thus, relaxation is very closely
associated with various kinds of low-energy satellite structure of types to be
discussed in Section V.,D,

C. Multiplet Splittings

Multiplet splittings arise from the various possible non-degenerate total
electronic states that can occur in the final hole states of open-shell systems,
whether they be atoms, molecules, or solids with highly localized unfilled
valence levels. The way in which multiple final states can be produced has
already been briefly introduced in Section IIL.A, and for most systems it is
adequate to consider a total spatial symmetry designation (e.g. L=0, |, 2, ...
in atoms), a total spin designation (e.g. S=0, 1, 2, ... in atoms or molecules),
and perhaps also the perturbation of these via the relativistic spin—orbit
interaction. The simplest interpretation of atomic multiplet splittings is thus
in terms of various L, S terms. Such effects can occur in any system in which
the outer subshell or subshells are only partially occupied. The partial
occupation provides certain extra degrees of freedom in forming total final
states relative to the closed-shell case via coupling with the unfilled shell left
behind by photoelectron emission. Multiplet effects can occur for both core
and valence emission, as long as the valence subshell(s) are not totally occupied
initially. Multiplet splittings also possess the important feature of being
describable in first order in terms of a single set of ground-state Hartree-Fock
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one-electron orbitals. Thus, electron—electron correlation effects beyond the
ground-state Hartree-Fock approximation are not essential for predicting
that multiplet effects will exist, although, as will be shown, the inclusion of
correlation effects is absolutely essential for quantitatively describing these

" phenomena in certain instances.

Multiplet effects involving core-level holes are very commonly encountered
in interpretations of the fine structure arising in x-ray emission spectra243-245
and Auger electron spectra.?: 246-248 However, it is more recently that such
effects were first recognized and studied in detail in connection with core
x-ray photoelectron spectra of paramagnetic free molecules® 24 and
transition-metal compounds.86. 250 Subsequently, numerous studies have been
carried out, including applications to systems containing both transition-
metal atoms86, 157, 250-257 and rare-earth atoms,156. 258-261 and a few compre-
hensive reviews have appeared.262-265 Primary emphasis here will be on the
elucidation of a few examples to illustrate the types of effects noted and their

- modes of interpretation. :

As an introductory example of one type of multiplet splitting found in
XPS studies,8: 259 consider first the ground-state Hartree~-Fock description
of photoemission from the 3s level of a Mn2+ free ion, as shown on the left-
hand side of Fig. 30. The ground state of this ion can be described in L, S
(Russell-Saunders) coupling as 345 8§ (that is, S=3%, L=0). In this state,

. the five 34 spins are coupled parallel. Upon ejecting a 3s electron, however,

two final states may result: 3534555 (S=2, L=0) or 35345 7S (§=3, L=0).
The basic difference between these two is that in the 35 state, the spin of the
remaining 3s electron is coupled anti-parallel to those of the five 34 electrons,
whereas in the 7S state the 3s and 3d spins are coupled parallel. Because the
exchange interaction acts only between electrons with parallel spins, the
7S energy will be lowered relative to the 55 energy because of the favorable
effects of 3s-3d exchange. The magnitude of this energy separation will be
proportional to the 3s5-3d exchange integral K3s, 34, and will be given by!18

ALEs(3s)] = Ef(3s3d5 55) — E/(3s3d5 75) = AE(353d°)
=6K3s, 34

== 11 %j P35(r1)Paa(re) Pas(rz) Paa(r1) dr1 dre (138j
00

where e is the electronic charge, r< and r» are chosen to be the smaller and
larger of r1 and rs in performing the integrations, and Pss(r)/r and Psa(r)/r

are the radial wave functions for 3s and 3d electrons. The factor 1/5 results.

from angular integrations involved in computing Kas, 3. A Hartree-Fock
calculation of the energy splitting in Eq. (138) for Mn3+ gives a value of
AFE/(353d%) =~ 13 eV.86. 250 Ag this predicted splitting is considerably larger
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Fig. 30. The various final state L, § multiplets arising from 3s and3p photoemission from
a Mn2?* ion. Within the S and P manifolds, separations and relative intensities have been
computed using simple atomic multiplet theory as discussed in the text. The separation and
relative intensity of the 7.5 and 7P peaks were fixed at the values observed for 3s(1) and
3p(1) in the MnF2 spectrum of Fig. 31 to facilitate comparison with experiment. (From

Fadley, ref. 262.)

than typical XPS linewidths, it is not surprising that rather large 3s binding
energy splittings have in fact been observed in solid compounds containing
Mn2+, and such splittings are clearly evident in the 3s regions of the first data
of this type obtained by Fadley et al.,86. 250 as shown in Fig. 31. Roughly the
left half of each of these spectra represents 3s emission, and the splittings
observed in MnF; and MnO are approximately one-half of those predicted
from Eq. (138). The primary reason for this large discrepancy in magnitude
appears to be correlation effects due to the highly overlapping character of
the 3s and 34 orbitals, as discussed in more detail below.

In considering further such core binding energy splittings in non-relativistic
atoms, it is worthwhile to present a more general discussion of the photo-
emission process, including the relevant selection rules.8: 262. 263 Jf the
photoelectron is ejected from a filled n/ subshell containing g electrons, and
an unfilled »'l’ valence subshell containing p electrons is present, the overall
photoemission process can be written as

(nl)a(n' 1) —> (nl)s-1(n'I')? + photoelectron (139)
(filled) (L, 5) (LY, 5)
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Fig. 31. XPS spectra from three solid compounds containing Mn, in the kinetic energy
region corresponding to emission of Mn3s and 3p electrons. The initial-state ions present are
Mn+2345 (MnFz, MnO) and Mn*43d3 (MnOz). Peaks due to multiplet splittings are labelled
35(1), 3s(2), etc. Kea, 4 x-ray satellite structures are also indicated. (From Fadley and
Shirley, ref. 86.)

Here, L and S denote the total orbital and spin angular momenta of the initial
N-electron state and Lf and S represent the same quantities for the final
ionic state with (N —1) electrons. As (n/)? is a filled subshell, its total orbital
and spin angular momenta must both be zero and therefore L and S
correspond to the orbital and spin momenta of the valence subshell (n'/")?.
In the final state, L7 and S/ represent momenta resulting from the coupling of
(nl)a-1 (or, equivalently, a single core-electron hole) with (n'l’)?. The
transition probability per unit time for photoelectron excitation is pro-
portional to the square of a dipole matrix element between the initial and
final state wave functions (see Section III.D.1 for a detailed discussion). In a
nearly one-electron model of photoemission, this matrix element can be
simplified to the sudden approximation forms given in Eqs (68) and (74).
The selection rule on one-electron angular momentum is A/I=/f—/= +1, as
stated previously. Conservation of total spin and total orbital angular
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momenta requires that ' .
AS=S/—-S§=+3% (140)
and

AL=L/—L=0, 1, +2,..., +lor L/'=L+1,L+I—1, ..., |[L—I| (141)

Also, the overlap factors in Eqs (68) and (74) yield an additional -monopole
selection rule on the passive electrons, as introduced in Section IIL.D.I1.
This rule implies that the coupling of the unfilled valence subshell (n'l)?
in the final state must be the same as that in the initial state: that is to total
spin and orbital angular momenta of L-and S. Finally, any coupling scheme
for (nl)2-1 or (n'l")? must of course be consistent with the Pauli exclusion
principle. Since (n/)¢! is assumed to represent a single hole in an otherwise
filled subshell, it must therefore couple to a total spin of 4 and a total orbital
angular momentum of /. Within this model, it has been shown by Cox and
Orchard155 that the total intensity of a given final state specified by L7, S¥
will be proportional to its total degeneracy, as well as to the one-electron
matrix element squared. Thus, in Russell-Saunders coupling
Liot(L7, SN oc(2ST+ 1)(2LF+1) (142)
For the special case of atomic s-electron binding energy splittings, the

relevant selection rules are thus:
AS=S/—S=+1% (143)

AL=LI—L=0 (144)

and the total intensity of a given peak is predicted to be proportional to the
spin degeneracy of the final state:

Lioi(LS, ST o287 +1 (145) -

Thus, only two final states are possible corresponding to Sf=S+4, and the
relative intensities of these will be given-by the ratio of their multiplicities,
or Tot(L, S+1) 25+2
Tiot(L, S—3) 25
The energy separation of these two states can further be calculated from

simple atomic multiplet theory and is given by a result often referred to as the
Van Vleck Theorem:118

(146)

A[Ev(ns)l=E/(L, S—4)— E(L, S+1%) (147)
A[Ev(n5)]=(2S+1)Kns,a"s' for S#0 (148)
A[Ey(ns)]=0 for S=0 (149)

Here Kps, n"1 is the ns—n'l’ exchange integral and can be calculated Ifrom
e?.
20'+1

Kﬂs, nelr=

@ @ r I
N r—fﬁ Paus(r1)Pp1Ar2)Pns(ra) Pri(r1) dry dra (150)
oo >
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where the same notation as that in Eq. (138) has been used. Equations
(146)-(150) indicate that such s-electron binding energy splittings should
yield a doublet with a more intense component at lower binding energy
(corresponding to an exchange-favored final state of S7=S+1) and a com-

~ ponent separation that is directly associated with both the initial state spin

and the spatial distributions of the core and valence electrons as reflected in
the exchange integral. Thus, the potential for extracting certain types of
useful and unique information from such splittings exists.

That Eq. (148) provides a good description of the systematics of such
s-level multiplet splittings has been nicely demonstrated in studies of the 4s
and Ss splittings in rare-earth metals and compounds with varying outer 4f
subshell occupation numbers and spins 5,258 259 a5 summarized in Fig, 32.
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Fig. 32. Experimental (points) and theoretical (lines) 4s and 5s binding energy splittings
in various rare-earth ions. The AEyvy values are calculated using Van Vleck’s Theorem
[Eq. (148)]. Experiment and theory are in excellent agreement for 5s, but the theoretical
splittings must be reduced by a factor of 0-55 to agree with the 4s data because of corre-
lation effects. (From McFeely et al., ref. 259.)
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The solid lines connect calculated values based upon Eq. (148) and are in

excellent agreement with experiment for the 5s splittings, whereas for the 4s

* splittings, this simple theory must be reduced by a factor of ~0-55 to agree
with experiment. These results also suggest that the 4s discrepancy may be

“due to the same type of correlation correction involved in Mn3s, as the
4s—4f spatial overlap is high, increasing correlation, whereas the 5s—4f
overlap is much lower, decreasing it.

Configuration interaction calculations on Mn3%+ by Bagus et al.25* first
~ provided a more quantitative understanding of such correlation corrections to
intrashell s-level splittings such as 3s-3d and 4s—4f. They pointed out that, in
a CI description of the true Mn3+ final states corresponding to 3s emission,
several configurations would be of special importance in addition to the
usual one-electron-transition final configuration as shown in the left half
of Fig. 30. (In writing such configurations below, numbers in parentheses
will denote the L, .S coupling of the subshell to the left.) The 7S final state is
found to be composed almost completely of 3s(25)3p%(15)3d%(6S), the one-
electron configuration, and so is not much perturbed by CI. Another way of
saying this is that there is already strong exchange correlation in 7S, so that
the addition of CI is not so significant. The 5§ final state is by contrast
expected to have significant contributions from not only the one-electron
configuration @;(55)=3s1(25)3p%(15)3d5(5S), but also from configurations in
which it formally appears that one 3p electron has been transferred down to a
3s orbital while another 3p electron has been transferred up to a 3d orbital:
Dy(55) = 352(1S)3p4(3P)3d6(3P;), P3(5S)=23s2(1S)3p*(3P)3d5(3P3) and D4(55)=
352(18)3p41D)3d5(5D). (The notations 3d%(P1) and 3d5(3Pz) stand for two

independent ways in which 3d¢ can couple to 3P.) Thus, there will be at least

a fourfold manifold of 5 states, and the lowest-energy member is expected to
be lowered significantly (that is, to move toward 7). In fact, the 5S state
nearest 7.5 is found to be only 4:71 eV away, in much better agreement with
the experimental splitting for MnFz of 6-5 eV than the estimate of ~ 13 eV
obtained from Eq. (138). Such intrashell s-level multiplet splittings can thus
only be predicted accurately when correlation is allowed for, whereas
intershell s-level splittings are, by contrast, well predicted by Eq. (148).
A further significant effect predicted by these CI calculations for the Mn3+ 5§
states is the existence of additional experimental fine structure. Specifically,
there are four 55 states at E1, Es, Es, and Ey, that can be written to a good
approximation as
¥1(55) = C11@1(55) + C12@2(5S) + C13P3(5S) + C14P5(>S)
¥'5(55) = C21D1(5S) + Caa@2(55) + Cag®3(55) + C24P1(5S5)
W¥3(35) = C31P1(55) + Ca2®2(55) + Caz@3(°S) + C34P4(5S)
¥4(5S) = Ca1®1(38) + Ca2®@2(55) + Ca3P3(3S) + C1aP4(3S)

(151)
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As the initial state is rather well described by a single configuration
35%(L8)3p5(1S)3d5(5S) possessing the d-electron coupling of @i, the sudden
approximation result of Eq. (84) can immediately be used to show that the
four 55 intensities will be given by

hec|Cul?, hec|Cal? Boc|Cul?, Iic|Cul? (152)

with the total intensity I1+ I+ I3+ Iy still being proportional to the spin
degeneracy of 5. Evaluating the energies and relative intensities in this way
yields a prediction of a total of only three observable 5S peaks (one is too
weak to be seen easily) and one observable 7S peak in the Mn?+ spectrum.
Weak structures in good agreement with these predictions have, in fact,
been observed by Kowalczyk et al.,25% and their experimental results are
shown in Fig. 33. These CI calculations also explain a peak intensity dis-
crepancy noted relative to simple multiplet theory: namely that the intensity
ratio 55(1)/%S in Fig. 31 or Fig. 33 is significantly below the 5/7 predicted by

2'8_ T T T T T T ]
Mn 3s )
in Man,
o .
522— -: _
(5]
5 & -
w "' -
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S 16} : N
g T
= , ¥ 5
,.;,myr“’-'wf“‘-&}ﬂ %2
ok - 55(3)  Ss(2) Ss()7s%
1 1 1 1 1 i | I
140 120 100 80

Binding energy -(eV)

Fig. 33. Higher resolution Mn3s spectrum from MnFa2 obtained with monochromatized
AlK« radiation (cf. Fig. 31). The peaks 55(2) and 5S(3) arise from final-state configuration
interaction (correlation effects) according to Eq. (151). (From Kowalczyk et al., ref. 253.)
Eq. (146). It is thus clear, that, although a first-order description of multiplet
effects is possible within a non-correlated Hartree-Fock approach, a detailed
description of the numbers, positions, and relative intensities of peaks may
require including correlation effects, especially where intrashell interactions
dominate.

The first observations of s-electron core binding energy splittings analogous
to those described by Eqs (146)-(150) were in gaseous, paramagnetic
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Fig. 34. XPS spectra from the 1s core electrons of the gaseous molecules Na, NO, and
O:. The 1s peaks from the paramagnetic molecules NO and Oz are split due to final-state
multiplets. Diamagnetic N2 shows no splitting. (From Siegbahn et al., ref. 4.)

molecules.4: 249 Hedman et al.249 found splittings as large as 1:5eV in the
15 photoelectron spectra of the molecules NO and Oz. These results are shown
in Fig. 34 along with an unsplit s spectrum from the diamagnetic molecule
Nz, In each case, it can be shown that the observed energy splitting should
be proportional to an exchange integral between the unfilled valence
molecular orbital and the 1s orbital of N or O, in analogy with Eq. (148).
Theoretical estimates of these splittings from molecular orbital calculations
give values in good agreement with experiment,4 107 as expected for such
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intershell interactions in which correlation effects are much decreased. The
observed intensity ratios of the peaks are furthermore very close to the ratios
of the final-state degeneracies, also in agreement with simple theory.

The analysis of binding energy splittings in emission from non-s core levels

“is not as straightforward as for s-level emission, primarily due to the fact that

the core-electron hole represented by (n/)2-1 (which now has associated withit a
spin of 4 and a non-zero orbital angular momentum of /) can couple in various
ways with the valence subshell (n'l")? (which can have various spins S$” and
orbital angular momenta L”, including the initial values S and L) to form a
final state with a given total spin S7 and total orbital angular momentum
Ls, Thus, the number of allowed final states increases and their energy
separations will in general be determined by both Coulomb and exchange
integrals through different coupling schemes. Additional complexities arising
for non-s levels are caused by spin-orbit coupling and crystal-field splittings.
The simplest procedure for calculating such non-s energy separations is

again to use non-relativistic atomic multiplet theory.86. 250, 262, 263 Ag an
illustrative example, consider 3p electron emission from Mn2*, as indicated
in the right-hand portion of Fig. 30. For this case, (n/)¢-1=3p5, (n'l')?=3d°
and the initial state, as before, is 85 (S=4, L=0). The previously stated
selection rules imply that the allowed final states correspond to “P(S=3
L=1) and 5P (S=2, L=1). Although a 55 (§=2, L=0) final state would be,
consistent with selection rule (141), it requires changing the coupling of
3d5 from its initial 85 and so is not allowed. There is only one way for 3p5 to
couple with 345 to form a 7P state, that being with 3p5 (always coupled to
total spin=s=1 and total orbital angular momentum=/=1) coupled with
345 in its initial state coupling of 6S (S=3, L=0). However, there are three
ways to form the allowed 3P final state by coupling

3pi(s=4,1=1) with 3d° 6S(S"=4%, L"=0)

3p3(s=1, 1=1) with 3d54D(S"=3,L"=2)
and '

IpS(s=1%, I=1) with 3d5 4P(S"=%,L"=1)
Thus, four distinct final states are possible for 3p emission from Mn2+*, one
7P and three 5P. As there are off-diagonal matrix elements of the Hamiltonian
between the various 5P coupling schemes,118 they do not individually repre-

sent eigenfunctions. The eigenfunctions describing the P final states will thus
be linear combinations of the three schemes:

¥1(3P) = CLi®(®S) + C12®(4D) + C13®(4P)

Y55 P) = Ca1D(8S) + C2o®(4D) + C23®(4P) (153)
¥3(3P)= C31D(8S) + C32@(4D) + Caz®(4P)
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where each 5P configuration has been labelled by the 3d5 coupling involved
and the Cy’s are the usuval expansion coefficients. The energy eigenvalues
corresponding to these eigenfunctions will give the separations between the
5P states. Such eigenfunctions and eigenvalues can most easily be determined
by diagonalizing the 3 x 3 Hamiltonian matrix for the 5P states, where each
matrix element is expressed as some linear combination of J3a, 3¢, K34, 34,
J3p 3d, and Ksp, 34.33 118 If Coulomb and exchange integrals from a Hartree—-
Fock calculation on Mn2+ are used, such matrix diagonalization calculations
yield the relative separations indicated on the right-hand side of Fig, 3086. 250
Once again, the sudden approximation result of Eq. (84) indicates that,
because the initial state is rather purely 3d%(8S), only those components of
the 5P states represented by Cy®(8S) are accessible. Thus, the individual
intensities of ¥y, ¥a, and ¥'3 can be computed from |Cn|2
| C31|2, respectively. In determining the total intensity ratios for the 5P and
7P states, Eq. (142) can be used to give:

Lo:(5P) : I":ot("" P)=[L(°P)+ L(5P) + 13(5P)] D hot(PP)=5: 7

The relative peak heights in Fig. 30 have been calculated in this way, and the
experimental 3s(1)-3p(1) separation and relative intensity for MnFs were used
to empirically fix the scales between the 3s and 3p regions. The separations
and relative intensities of the peaks observed are found to be at least semi-
quantitatively predicted by this simple, atomic L, § coupling model,86, 250
and these results have been confirmed in more detail by later experimental255
and theoretical2% studies. The remaining discrepancies between theory and
experiment for this 3p case could be caused by a combination of effects due
to correlation, spin—orbit coupling, and crystal-field splitting, although
calculations by Gupta and Sen256 indicate that the latter two are probably not
so significant. Ekstig ef al.245 have carried out matrix diagonalization
calculations like those described here but for more complex sets of final
3p-hole states in 3d transition metal atoms in an attempt to interpret soft
x-ray emission spectra from solids. The theoretical aspects of calculating
such non-s splittings have also recently been reviewed by Freeman et al.263

Deeper non-s core levels in 34 atoms should also exhibit similar splittings,
although the magnitudes will be reduced because of the decreased interaction
strengths between the core and 34 orbitals. For example, Fadley and Shirley8¢
first noted that the Mn2p levels in MnFs are broadened by ~1-5 eV relative
to those in low-spin (filled subshell) compounds, and suggested multiplet
splittings as the origin of this broadening. Subsequent measurements at
higher resolution by Kowalczyk et al.,255 coupled with theoretical calculations
by Gupta and Sen,257 have confirmed this suggestion, and also verified the

existence of peak asymmetries and anomalous 2p,—2p, separations. For this

X-RAY PHOTOELECTRON SPECTROSCOPY 109

2p case, both multiplet effects and spin-orbit coupling are of similar
magnitude, and were included in calculations that successfully predicted
the observed spectra.25?

Analogous non-s core-level splittings have also been studied in systems

- with partially-filled f subshells,86: 260, 266 and the anomalous shape and

decreased spin-orbit splitting in the Eudd spectrum of Fig. 6 is, in fact,
attributable to such effects.86

Although only multiplet effects on core-level binding energies have
been considered up to this point, such phenomena can play a considerable
role in determining the fine structure observed in valence spectra (as has
been apparent for some time in UPS studies of free molecules®?). In
particular, XPS valence spectra obtained from solids containing highly
localized d levels or flevels are expected to be influenced by such multiplet
effects,82, 156, 157, 261, 266, 267 with the relative intensities of various allowed
final states being determined by fractional parentage coefficients, as described
in Section ITI.D.2 and elsewhere.156. 157, 262 Heden et al.267 first observed
such effects in valence spectra of 4f metals. As an example of the occurrence
and use of such splittings in studies of rare-earth compounds, the XPS
results of Campagna et al.26! and Chazalviel et al.266 show strong multiplet
splittings in the valence spectra of Sm-chalcogenides and a mixture of two
markedly different multiplet structures in certain Sm compounds that are
thought to exhibit valence fluctuations between Sm+*24f7 and Sm+34f6,
Some of these results for SmBg25¢ are presented in Fig. 35, in which the L, §
multiplets expected for both Sm*2 and Sm*3 are labelled. Theoretical
intensities have been calculated using fractional parentage coefficients,156
and the agreement between the theoretically simulated spectrum and experi-
ment is excellent. Baer268 has also presented very high-resolution XPS
spectra for various 4f metals that further confirm the existence of these atomic-
like multiplet effects. In analogous multiplet effects in valence 4 orbitals, the
inclusion of crystal-field effects is also expected to be important, as has been
emphasized in a recent discussion by Bagus et al.157

In comparison to chemical shifts of core-electron binding energies, multi-
plet splittings of core- or valence-energies thus represent higher-order effects
yielding a different type of information. In their simplest interpretation,
chemical shift measurements detect a change in the spatially-averaged
potential experienced by an electron, whereas analyses of multiplet effects
have the capability of determining the valence electron configuration or the
detailed strengths of various higher-order electronic interactions, The two
types of measurements are thus complementary, Numerous applications of
multiplet splittings measurements are thus possible in the study of the transi-
tion series metals, the rare earths, the transuranium elements and open-shell
systems in general.

<
k

1
I
Y
"
i
e
E
'Y
(]
28
3
T‘]r'
i



110 C. S. FADLEY

Sm Bg EXPERIMENT
r . {‘q,

‘om‘\-‘{ ’.- -

40K[- 4 . .

/‘: ~ -
— .” * *

i A R

'\."f..\"-mI - — .-: )

-

o

=
|

*an | smitae).

T WS NS AN N SN NN NN NN T NN N SN N S |

COUNTS / CHANNEL
o

Vet THEORY
40K /‘"" 2 A
5
/ G 5 \\J
10K
Sm*t | Sm2+ :
o [ [ | -

ENERGY BELOW Ef (eV)

Fig. 35. Experimental and theoretical 4f valence spectra from SmBg, a “mixed-valence”
metallic compound believed to contain both Sm*24f® and Sm*3 4f%, The intensities of the
various final-state multiplets: for Sm*2—+Sm*? and Sm*3—>Sm*% were computed using
fractional parentage coefficients and are indicated as vertical bars. These calculations were
broadened by an empirically-derived function of the form of Eq. (158) to generate the final
theoretical curve. Monochromatized AlK« was used for excitation. (From Chazalviel
et al., ref. 266.)

D. Multi-electron Excitations

1. Introduction. In this section, several types of final-state effects (and, to a
lesser degree, initial-state effects) that involve what appear to be ‘“multi-
electron” excitations during the photoemission process are considered. The
term multi-electron is judged against a purely one-electron description in
which no final-state relaxation occurs. From the outset, it is clear that relaxa-
tion does occur, so that all transitions are indeed N-electron. Also, in a
configuration interaction picture, the various mixtures of initial- and final-
state configurations involved could easily make itimpossible to distinguish
clearly a one-electron component of photoemission. Nonetheless, all effects

discussed here do somehow represent final states that deviate in a well-defined -
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way from the single initial-state Hartree-Fock determinant that best approxi-
mates the one-electron photoemission event. The discussion begins with
relatively simple forms of multi-electron excitation (shake-up and shake-off),

“but then comes to involve more complex phenomena that are important in

XPS studies of certain atoms, molecules, and solids.

2. Shake-up, Shake-off, and Related Correlation Effects. Multi-electron
processes in connection with x-ray photoemission were first studied in detail
by Carlson, Krause, and co-workers.!35 In these studies, gaseous neon and
argon were exposed to x-rays with energies in a range from 270 eV to 1-5 keV.

* Measurements were then made of both the charge distributions of the resulting

ions and the kinetic energy distributions of the ejected photoelectrons. From
these measurements, it was concluded that two-electron and even three-
electron transitions occur in photo-absorption, with total probabilities which
may be as high as 209 for each absorbed photon. By far the most likely
multi-electron process is a two-electron transition, which is approximately

- ten times more probable than a three-electron transition. Two types of two-
~ electron transitions can further be distinguished, depending upon whether the

second electron is excited to a higher bound state (“shake-up”4) or to an
unbound continuum state (“‘shake-off’135). These are indicated in the transi-

tion below (cf. the corresponding one-electron transition in relation Eq.

(139)):
- Shake-up:
mhxn'l")> N (nl)21(n'l")2-Y(n"1")* + photoelectron (154)
8 - (7, 59
Shake-off:

(nh)an'l")?. —k"—>'(ul)q—l(n’l')ﬂ‘l(Ekm"l”)1+photoelectron ' (155)
Here (n'l’)? represents some outer subshell from which the second electron is
excited; it can be filled or partially filled. Either shake-up or shake-off

“requires energy that will lower the kinetic energy of the primary photoelectron.

Thus, such multi-electron processes lead to satellite structure on the low-
kinetic energy side of the one-electron photoelectron peak, as shown
schematically in Fig. 8.

Higher resolution XPS spectra have been obtained more recently for neon
and helium by Carlson et al.26® and for neon by Siegbahn et al 4, 270 A
high-resolution Nels spectrum obtained by Gelius ez al.270 is shown in Fig,. 36.
The two-electron transitions that are believed to be responsible for the
observed spectral features labelled 2 to 14 occurring at relative energies from
33 to 97 eV below the one-electron peak are listed in Table I1. The total two-
electron shake-up intensity in this spectrum is thus estimated to be approxi-
mately 129 of that of the one-electron peak. Both shake-up and shake-off
together account for ~309 of all emission events.
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Fig. 36. High-resolution shake-up spectrum associated with excitation from Nels in
gaseous neon. Table II lists the origins of the various satellite peaks labelled 1-14. The
Nels FWHM was reduced to 0-4 eV in these measurements by using a monochromatized
AlKe« source. (From Gelius, ref. 270.)

Note that the initial and final states given in Table IT are assumed to be
composed of a single electronic configuration. This assumption, together
with the sudden approximation as outlined in Section IIL.D.1, permits
predicting such shake-up and shake-off peak intensities in a very straight-
forward way.135 Namely, Eq. (75) is used for the relevant matrix element and
it is noted that, in the passive-electron manifold, the only major change
occurring for a two-electron transition is ¢»';’ — ¢n-1-, with all other passive
orbitals remaining in very nearly the same form. Thus, (¢;'|$;>=1-0 unless
the overlap involved is {¢n"1-|$a'1"), and the probability of a given transition
is in simplest approximation269

Purtv an1-cNurt | (Ruv17 | Ruvd |2 (156)

where Ny- is the occupation number of the »'/" subshell, and allows for a
summation on my'mg (wWhich must equal n;-my,-). Here the radial function
Ryp-1- must be calculated in the final-state ionic potential, and R, is a radial
function for the initial state. By virtue of symmetry, the overlap in Eq. (156)
will only be non-zero if I"=1/’, a result that is often termed a one-electron
monopole selection rule. Thus, for example, only 2s —ns and 2p —> np
monopole transitions yield large intensities as quoted in Table II (although a
single, weak 2p — 3s dipole transition is also thought to be present). The
total symmetries for the (N— 1) passive electrons are also predicted to follow a
monopole rule of the form predicted by Eq. (69)

AJ=AL=AS=AM;=AMy=AMs=Ar=0 (157)

where J is the quantum number for L+S, apd = is the overall state parity.
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Equation (156) has been used with reasonable success in predicting
shake-up and shake-off intensities in core-level emission from rare
gases,? 135, 269, 270271 a5 well as from alkali-halides??! for which the com-
ponent ions possess rare-gas configurations. Some previous results for Nels

" emission are summarized in Table II, where calculated two-electron peak

separations and relative intensities are compared with experiment. The
various final-state configurations are noted and for this case the ¥r(N=1)
of Eq. (69) corresponds to an unrelaxed Net 152s22p¢ with an overall L, S
coupling of 2S. There is reasonable agreement between theoretical and
experimental separations, but the theoretical values are uniformly high by
about 1-8 eV out of 40 eV, and have been back-corrected by this amount
before entry in the table.2’ The necessity for this correction has been
explained as a 2p-2p correlation and relativistic error in the Hartree-Fock
calculation for the one-electron 2p® final state that is of much lower magnitude
in the various 2pSnp two-electron final states because of the reduced 2p-np

‘overlap. Theoretical and experimental relative intensities are also in fair

agreement. It should also be noted in connection with these data that the
various L, S multiplets formed as final states must be considered. For
example, the peaks indicated as “lower” and “upper” in Table II are due
to a multiplet splitting of the same type noted on the right-hand side of
Fig. 30 for the 5P states of Mn3+. In the case of Net, 2S states can be formed
in two ways from the same total configuration 152s22pup: one in which the
1s electron is coupled with 2s22p5xp(1S) and one in which it is coupled with
2522p5np(3S).4: 135 A similar effect occurs in 152s2pns final states. Thus,
there may be considerable interaction between multi-electron processes and
multiplet splittings, and a complete specification of the final state must
include possible multiplet effects.

The assumption of single-configuration final states used in the previous
analysis clearly is open to question, especially since the best description of
all states would presumbly be via a complete configuration-interaction
treatment. Martin and Shirley'4 have performed CI calculations for Ne and
the isoelectronic molecule HF that do indeed indicate that configuration-
interaction effects can be significant. Their analysis proceeds via an equation
analogous to Eq. (83), from which it is clear that both final-state CI and
initial-state CI can complicate the calculation of intensities by opening up new
options for non-zero (C;)* Cjt products. In particular, the mixing of both the
15225%2p¢ and 15225%2p53p configurations into the initial state and the final
states corresponding to the observed peaks 0, 3, and 4 is found to significantly
alter the calculated intensities so as to yield better agreement with experiment,
as shown in Table II.

It should also be noted that the total shake-up intensities associated with
valence-level emission are generally observed to be higher than predicted by
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the simple theory outlined above, a result that is consistent with much stronger
intrashell correlation effects.135. 269 For example, Chang and Poe2?2 have
recently performed theoretical calculations for Ne2p excitation at hv5200 eV
using more accurate many-body perturbation theory. Their results are in
good agreement with available experimental data.

Similar core-level shake-up phenomena are also well known in mole-
cules?. 269,270 and the same type of sudden approximation analysis as
represented by Egs (69) to (74) has been used with some success to predict
intensities.2?3: 274 [n connection with 'valence-level emission a recent CI
analysis of low-energy satellite structure in CO by Bagus and Viniikka2?5
indicates that higher-order correlation effects are also highly significant, in
agreement with the similar conclusions reached previously for atomic
valence-level shake-up. _ -

3. Multi-electron Excitations in Metals. Processes analogous to shake-u
and shake-off are also ‘expected to occur during core-level emission from solid
metals, where the form of the density-of-states curve above the Fermi
energy provides a continuous range of allowed one-electron excitation
energies, rather than the discrete set available in atoms or molecules. Thus,
rather than a sharp set of satellite lines below a roughly symmetric one-
electron-transition peak (cf. Fig. 36), what is expected is an asymmetric
tailing of the main peak. The detailed line shapes associated with such
-processes in XPS core-level emission were first discussed by Doniach and
Sunjic2?6 and are predicted to have the form:

cos [rx/2+ (1 —«) tan-1 (Efy)]

(EZ +y2)(1—¢lf2 (158)

KE)=

where

E=Kkinetic energy measured from the threshold of the unbroadened
one-electron-transition peak

y=the lifetime of the core hole

«=an asymmetry parameter
=2 Y (+ 1)(3/m)? (159)
i

8;=the phase shift of the /th partial wave for electrons at the Fermi
energy scattering from the core hole.

2y is thus the natural FWHM of the core-level. If =0 (as it is for insulators),
then J(E) merely reduces to a Lorentzian lifetime broadening. The phase shift
§; thus has a meaning very close to those discussed in connection with atomic
differential cross-sections in Section ITL.D.2 (cf. Fig. 9). '
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Citrin2?7 first pointed out that XPS metal spectral shapes ,exhibitqd an
asymmetry suggestive of Eq. (158). The first quantitative tests of the applica-
bility of this line shape for describing such spectra were performed by
Hiifner, Wertheim and co-workers.84 They fitted Eq. (158) to core spectra for

* various simple metals and transition metals, empirically choosing the best .

values of y and «. The spectra were corrected for instrumental resolution
effects, but not for inelastic scattering. Examples of such a comparison
between theory and experiment for Au and Pt84 are shown in the right-hand
panels of Fig. 37. It is significant here that Au with a low density of states near
the Fermi level shows a much lower degree of asymmetry than Pt with a high
density of states near the Fermi level. Hiifner, Wertheime/al.#¢concluded that
this line shape does well describe the peaks observed in these metals, and. that
the values of y and « obtained were physically reasonable. Similar conclusions
have been reached in several other studies,!15. 191 and it thus seems likely that
such shake-up-like effects do exert a significant influence on line shapes in

. metals.

A further closely-related effect that has been predicted to occur in metals
is the creation of plasmon excitations during the formation of a core
hole.194. 278 Such “intrinsic” plasmons are distinguished from the “extrinsic”
plasmons created during photoelectron escape from the material, although
they occur at the same energy and are thus rather difficult to resolve from
the experimental inelastic tail. Debate still continues as to how important
intrinsic plasmons are in XPS spectra,2?? and some angular-resolved XPS
results bearing on this question are discussed in Section VI.B.

- 4. Core-peak Satellites in Transition-metal and Rare-earth Compounds. Very .

strong low-kinetic-energy satellite lines were first observed in a study of
Cu2p core levels in compounds such as CuS and CuO by Novakov280,

Similar results obtained more recently by Frost et al.28! are shown in Fig. 38, .

and it is clear that the satellite peaks have intensities comparable to those
of what might be referred to as the one-electron-transition peaks at lowest
apparent binding energy. The appearances of these satellites also depend
strongly on chemical state, being most intense in cupric compounds
containing Cu*2 34? jons, and almost unobservable in cupric compounds
containing. Cu*l 341 jons. Similar strong satellites also occur in the
core spectra of other open-shell transition-metal and rare-earth com-
pounds.114, 262-286 They are thus much higher in relative intensity than the
10-30% expected from typical atomic-like shake-up processes, and a great
deal of discussion has gone on concerning their origins. Summaries of
experimental data, as well as analyses of various proposed models, appear
in several prior publications,114,280-288

The most plausible explanation that has emerged for such effects is a
significant involvement in the final state of a ligand-to-metal charge transfer
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" Fig. 37. 4f core spectra from polycrystalline Au and Pt (points) in comparison to a best
fit of the asymmetric line.shape predicted by Eq. (158) (curves). In the right panels, the
data have been corrected by deconvolution of the instrumental line shape, but no correction
for inelastic scattering effects has been made. The instrumental line shape was derived from
the form of the cut-off near E (cf. Fig. 13). (From Hiifner and Wertheim, ref. 84.)

that results in a 34 or 4f configuration with one more d or f electron than in
the initial state,114, 282, 283, 285, 286 Thjs jdea was first suggested and qualitatively
discussed by Wertheim et al.114 for satellites in 4f compounds and by Kim?283
for 3d satellites. The importance of such 3d? — 3dn+l and 4/ — 4fn+1
configurations is not surprising, since they represent an attempt to screen
very effectively the core hole formed during final-state relaxation. In fact,
there is a high degree of similarity between such final-state configurations
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3p
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Fig. 38. 2p3, +and 3s, 3p core-level spectra from the copper compounds ChO, Cuz0,
CuClg, and CuCl. The low-energy satellites are very strong in Cu*2 34° compounds (CuO,
CuClz), and very weak in Cut! 3d'° compounds (CuzQ, CuCl). (From Frost er al., ref.
281.) }

and those used by Ley er al.235 to describe conduction-electron screening in
metals (cf. Fig. 29 and discussion in Section V.B). The absence of satellites
for closed-shell d or f systems is immediately explained in this picture, as
such relaxation mechanisms are not possible. The most quantitative dis-
cussions of this model as applied to 3d-compound satellites have been
presented by Larsson285 and Asada and Sugano.28¢ A two-configuration
manifold is used to describe the final-state core-hole wave functions, with
one configuration ®; being the simplest final-state determinant with no
change in valence-subshell occupations and the other @2 being a determinant
in which a single-electron ligand-to-metal transfer has occurred. Specifically,
in an octahedrally-coordinated system, the transfer is ascribed to a monopole-
allowed excitation of the type:283. 285, 286 ¢ (bonding)=eg? — eg(anti-
bonding)=eg* Both orbitals are expressed as linear combinations of metal
d and ligand valence, with eg* being primarily metal 3d. The crystal-field-
split octahedral symmetry designations are used, and the sudden approxi-
mation one-electron monopole selection rule must here be applied to these
symmetries. If only the active orbitals are considered, the two final-state
configurations can thus be written as:286

@, =(core hole) (eg?)(eg?)™

®y=(core hole) (egh)»1(eg2)m+1 (160)
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Mixing these configurations produces two final states with differing degrees
of charge transfer:

¥y =Cn®1+C12®s at Eyf
Wolf = Co1®1 4 Coo®s at Epf (161)

The “main” line occurs at lower Ef and thus higher kinetic energy and lower
binding energy. If ¥/ is chosen to represent this main line, it is’found to
correspond to a net transfer of =0-5 electrons to the metal site.110, 285
Thus, hole screening is predicted to be very appreciable as far as this state
is concerned, and the mixing represented by Eq. (161) is highly significant.
If the degree of one-electron-orbital relaxation is small, then ®; is approxi-
mately equal to the (N-1)-electron remainder ¥'r(N—1) in Eq. (69), and
the sudden approximation yields peak intensities via Eq. (84) of :

hoc|Cul?, Ra|Cal? (162)

Additional splittings due to crystal-field effects, multiplet effects, and spin—
orbit interactions cause further fine structure in the predicted energies, and
one-electron orbital relaxation has furthermore been included by means of
the equivalent-core approximation.28® With a limited degree of e_mpirical
parameter choice, numerical results based upon this model are in gc')od
agreement with experimental satellite data for 3d compounds as to intensities,
widths, positions, and systematic trends with ligand character anq_ d-orbital
occupations.285, 286 Finally, it is important to note that Viniikka and
Bagus!'® have carried out more accurate self-consistent Hartree-Fock
calculations with configuration interaction on fully-relaxed core-hole states
in the cluster [NiOg]~10. These results also show that a significant ligand-‘to-
metal charge transfer of ~0-5 electrons is present in the state reprmeqm?g
the main line. It is also concluded that the two primary final states contain
significant admixtures of both configurations (C11x0-9, C12=20-3; Ca1~0-3,
Coa~0-9). o ‘

The occurrence of such two-configuration charge-transfer satellites has
also been suggested in connection with the adsorption of CO on transition-
metal surfaces.287 In this case, satellites observed in the Ols spectrum are
attributed to the strong involvement of a metal-to-molecule charge transfer
(that is, the reverse of the direction discussed previously). .

Thus, such satellites and the charge-transfer they represent can be
extremely important considerations in the analysis of spectra in many
systems. The term ‘“‘shake-up” has been applied to these effects,283, 285, 286
but such nomenclature can be a bit misleading in the sense that the ﬁnal
states are not pure configurations that are as simply related to the initial
state as for the neon case of Table II. The most correct view would seem to be
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simply that a strong configuration interaction occurs in the final state due to
relaxation about the inner hole.

It is finally worth noting that the presence or absence of such satellites
has potential for use in a ““fingerprint” mode for determining the oxidation
state and/or valence configurationi of 3d or 4f atoms in different chemical
environments. :

5. Other Multi-electron Effects. As a final example of multi-electron effects,
we consider the observation first made by Gelius270 that, for a series of
elements with Z~50-60, the 4p binding energy broadens into a many-
electron resonance with complex structure, as shown in later data obtained by
Kowalczyk et al215 in Fig. 39. This rather unique occurrence has been
observed in both gases270 and solids,?5 and has been explained by Wendin
et al2%.289 as being caused by the particular one-electron energy-level
spacings involved. Specifically, the single-configuration final-state after 4p
emission is ...4p54d10552. .. with the remaining outer occupancies depending
upon Z. However, the 44 binding energy is approximately % that of 4p in this
region of the periodic table, so that one 4d electron can be moved into the
lower-energy 4p orbital and another 4d electron can be placed in a low-
energy unoccupied bound orbital or continuum orbital to yield a set of
configurationslike...4p%4d85s2.. (n"I")! or .. 4p®4d85s2.. (Exin"l")! respectively
that are nearly degenerate with the one-electron final-state configuration.
Strong mixing thus occurs among these configurations, with a resultant
smearing of the final states into a broad resonance with fine structure. The
mixing in of continuum configurations can also be considered to result from
a Coster-Kronig Auger de-excitation of the 4p hole via 4d > 4p, 4d >
continuum. The form of the interactions further dictates that orbitals with
I"=2 are dominant.288, 289 (Note the similarity between the configurational
degeneracy discussed here and that noted by Bagus ef al.252 in their analysis
of 3s emission from Mn2*, cf, Section V.C). It is thus rather fortunate that
such resonances are rare phenomena throughout the periodic table, as one-
electron energy levels would otherwise be a much less useful concept.

E. Vibrational Effects

The effects of exciting various final vibrational states on XPS spectra were
first clearly observed in gas-phase data obtained with monochromatized
radiation by Gelius and co-workers.270 A Clsspectrum obtained from gaseous
CH, is shown in Fig. 40, and it exhibits a three-component structure that
can be explained as arising from the excitation of three different vibrational
states of the symmetric C-H stretch type.27 The relative intensities and
positions of these peaks are furthermore found to be in good agreement with
a theoretical model based upon the Born-Oppenheimer approximation as
expressed in Eq. (63), provided that it is noted that the Cls hole alters
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vibrational energies and wave functions appreciably in the final state. Similar
vibrational effects appear to be present in other small molecules, and it is
thus clear that XPS peak widths and positions can be significantly affected
by final-state vibrational excitations.

Vibrational effects have also been noted in XPS studies of solids by Citrin
et al.8 In this work, core peaks in alkali halides were found to exhibit
temperature-dependent line widths consistent with the excitation of lattice

CH,

- EXP Cis
—LEAST SQUARES FIT

eV 2915 2910 2905
BINDING ENERGY
Fig. 40. A Cls spectrum from gaseous CHa obtained with very high instrumental resolu-
tion (FWHM = 0-3 eV). The lowest-binding-energy primary peak shown here is found to

exhibit three components due to vibrational excitations in the final state. (From Gelius,
ref. 270.)

vibrations (phonons) during photoemission as shown in Fig. 41. A solid-state
analysis based upon the Born-Oppenheimer approximation and Franck-
Condon factors yields the proper variation with temperature, provided that
the effects of specimen charging due to low conductivities at low tem-
peratures are corrected for, as shown in the figure. Such effects are thus
expected to be important in all polar solids for which electronic relaxation
around the core hole cannot be complete enough to leave final vibrational
states of very nearly the same form as the initial vibrational states. In metals,
on the other hand, conduction electron screening is expected to be complete
enough to leave the initial--and final-vibrational manifolds nearly identical.
Thus, in metals the distribution of phonon excitation probabilities or Franck—
Condon envelope is sharply peaked around the initial states (as can be seen by
considering Eq. (63) for a single set of orthonormal functions); therefore, very
little extra broadening is expected.
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Fig. 41. Variation of the K2p; FWHM with temperature in solid KF, KCl, and KI.
the curves — @ —@— are the unaltered experimental data. The curves —O—QO— have been
corrected for lifetime and instrumental width contributions. The dotted curves represent
further corrections for specimen charging that occurred in KF and KI at low temperatures.
The solid curves are theoretical calculations based upon final-state vibrational broadening.
(From Citrin et al., ref. 85.)

VI. ANGULAR-RESOLVED MEASUREMENTS ON SOLIDS

A. Introduction

Angular-resolved XPS studies of solids have very recently been reviewed
by the author,17 so only a brief outline of the most significant aspects and
certain very new results will be presented here. The most generally occurring
types of effects are those involving surface sensitivity enhancement for
grazing angles of electron exit or x-ray incidence with respect to the surface
and two types of anisotropies observed in the angular distributions of
photoelectron intensities from single-crystal specimens.

The schematic geometry shown in Fig. 42 both reiterates the definitions of
various angles as discussed previously here (cf. Figs 7 and 17) and also
indicates that the electron emission direction can be made to have any
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Fig. 42. General geometry for an angular-resolved XPS experiment. Rotations on the two
perpendicular axes shown vary 0, ¢- and ¢ over their full allowed ranges. The angle «
also may be varied, but is most commonly held constant.
orientation with respect to a set of axes fixed in the specimen if externally-
accuated rotation is possible on the two perpendicular axes shown. Rotation
on the axis perpendicular to the plane containing the photon and electron
propagation directions varies the angles & and ¢, describing electron exit and
x-ray incidence, respectively. Rotation about the second axis parallel
to the specimen surface normal varies the azimuthal angle ¢ as measured with
respect to a specimen-fixed reference. Low ¢ or low ¢, thus corresponds to
a grazing condition. The angle « is held fixed in most current XPS systems.
Two-axis specimen goniometers for this purpose have been specially built for
use in XPS studies, and various instrumental aspects of carrying out such
measurements have been reviewed elsewhere.17. 74, 202, 290

B. Surface Sensitivity Enhancement at Grazing Electron Exit Angles

The achievement of greater relative surface sensitivity at conditions of
grazing electron exit angles has already been discussed in connection with the
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f-dependent relationships describing peak intensities in Section IILF.2. The
application of this procedure in XPS was first demonstrated by Fadley and
Bergstrom,29! and first quantitatively applied by Fraser ef al.20! As a simple
illustration of the fundamental mechanism, Fig. 43 illustrates the way in

which the mean depth of no-loss emission varies for a homogeneous, semi- -

infinite substrate. If A is assumed to be a direction-independent property of

" the material, this mean depth is given at any angle by Ae sin 6, so it is clear
that a decrease of 6 from say 90° to 5° will decrease the mean depth by about
a factor of 6. This is a highly significant change that has by now been used in
numerous studies to enable selectively altering the surface sensitivity of the
XPS measurement.1?

e ‘ e >//-Aesiﬁ9

| | 7K
W7

5A<Ae< 80A

Fig. 43. llustration of the basic mechanism producing surface sensitivity enhancement

for low electron exit angles 8. The average depth for no-loss emission as measured per-
pendicular to the surface is given by Ae sin 6.

The only significant moderating factor that may in certain circumstances
render such low-8 measurements somewhat less dramatic in capability is the
presence of surface roughness. Surface roughness in general causes the local
microscopic true angles of emission ¢! to differ from the experimental value ¢
as measured relative to the macroscopic planar average of the specimen
surface. In general, for low @ values, roughness is expected to cause 0t to
be greater than 0, so that surface sensitivity enhancement is expected to be
diminished.17, 202, 220-29¢ Roughness further has the effect of shading
certain portions of the surface from x-ray incidence andfor electron exit.
Such effects have been studied both experimentally and theoretically for a few
systems,17. 202, 203, 200-294 and, although it is clear that large-scale roughness
can significantly alter the type of surface enhancement achieved,%® it has

also been found for one system that, even with pressed powder pellets of the:

type often used as specimens in XPS, a usefully large surface enhancement
can be achieved at low 6.29% Thus, although roughness effects always need
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to be considered in any quantitative analysis of such XPS data and the
preparation of highly planar specimens is essential for some work,2?4 there
are good reasons to expect very general utility of the low-6 surface enhance-
ment procedure. We now consider a few examples of the application of this
method. : :

In Fig. 44, broad-scan spectra are shown at various angles for a highly-
polished silicon specimen with an oxide overlayer 1-2 atomic layers in
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Fig. 44. Broad-scan core spectra at low and high exit-angles for a Si specimen with a
thin oxide overlayer (~4 A) and an outermost carbon contaminant overlayer approximately
1-2 monolayers in thickness. The Cls and Ols signals are markedly enhanced in relative
intensity at low 6 due to the general effect presented in Fig. 43. (From Fadley, ref. 17.)

thickness, and an outermost overlayer of carbon-containing residual gas
impurities of approximately the same thickness. (These thicknesses were
estimated using Eqs such as (117) and (118).) Pronounced peaks due to the
Ols, Cls, Si2s, and Si2p core levels are observed. At the higher emission
angles of 40° and 70°, plasmon loss structure is also found to be associated
with the Si peaks (cf. also Fig. 1 for Al). As 6 is lowered to a grazing exit
condition, marked changes occur in the relative intensities of all peaks, in
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fact causing a complete inversion in ordering. At high ¢ where maximum
bulk sensitivity is expected (Ae in Siis ~37 A and A¢’ in SiOg is ~27 A294),
the intensity order is Si2s, 2p>01s> Cls, where at low 6 with maximum
surface sensitivity, it is Cls>Ols> Si2s, 2p. Such a three-angle scan thus
clearly establishes the mean vertical displacement of all dominant species
with respect to the surface, yielding very directly a qualitative concentration
profile. If the Si2p region for this specimen is examined more closely,- it is
further found to exhibit a chemical shift between oxide and element, as shown
in Fig. 45. However, the thin oxide layer present yields only a very weak
relative intensity in the Si2p (oxide) peak at the relatively high angle of 6=49°.
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Fig. 45. Si2p core spectra at #=5° and 49° for the specimen of Fig. 44: The chemically-
shifted Si2p (oxide) peak is enhanced in relative intensity by approximately a factor of
20 between 49° and 5°. (From Fadley, ref. 17.)

The spectrum obtained at §=25° by contrast exhibits marked enhancement by
a factor of ~20 in the oxide relative intensity. More quantitative studies of
such relative intensity changes with angle have also been made by Hill
et al.,2%4 and, although certain -discrepancies are found to occur at low 6
values with respect te the simple intensity expressions givén in Section
IILF.2, case (¢), it nonetheless appears possible to extract highly quantitative
data concerning specimen geometry and electron attenuation lengths.

An additional effect that is of interest in connection with the enhanced
surface sensitivity achievable at‘low @ is a change in the relative intensities

of various inelastic loss processes. For example, for an atomically clean

surface of aluminium (which exhibits well-defined surface- and bulk-plasmon
excitations at different energies), it has been found by Baird ef al.2% that
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the surface plasmon losses are markedly enhanced in relative importance at
low 6. Some data from this study are shown in Fig. 46. The reason for this
enhancement is that the surface- and bulk-plasmons are spatially ortho-.
gonal.1%7 Because decreasing the angle of exit also decreases the mean depth
of emission, the relative probability of exciting a surface plasmon is thus also
increased at low exit angles. Comparisons of such data with theoretical calcu-
lations for a free electron metall®¢ furthermore yield good agreement with
experimental relative intensities and further suggest that the creation of
plasmons occurs by means of both extrinsic (after excitation) and intrinsic
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Fig. 46. A12p plasmon loss spectra from a clean surface of polycrystalline aluminium at

6=90°, 30°, and 2°. The positions of various combinations of surface and bulk losses are

denoted 18, 1B, etc. Note the marked enhancement of the relative intensity of the surface
plasmon loss (1S) for grazing exit angles. (From Baird et al., ref. 295.) .
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(during excitation) processes.2®5 An additional interesting feature of such

. angular-dependent loss measurements is that they can be used to determine
the locations of adsorbed molecules relative to a surface. Specifically, the
Ols loss spectrum for an ~0-2 monolayer coverage of oxygen on aluminium
exhibits only surface plasmon peaks'at grazing electron exit, indicating that
the oxygen has not penetrated significantly below the surface plane.295. 296
Thus, the angular dependence of such absorbate loss structures should
provide useful complementary information concerning adsorption geo-
metries and near-surface electronic structure.

The ground-state valence electronic structure of a solid is also predicted
theoretically to change near its surface,297 and it is of interest to determine
whether angle-resolved XPS studies can detect this. One effect that should
occur in transition metals is a narrowing of the FWHM of the d-bands near
the surface due to reduced coordination number.297 Such effects have been
studied quantitatively by Mehta and Fadley2®8 for the case of clean poly-
crystalline copper surfaces, and the experimental and theoretical d-band
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Fig. 47. Experimental and theoretical angular dependence of the FWHM: of the Culd
valence-band peak. The width decreases at low 8 due to d-band narrowing near the surface
;l;ast)ls in turn caused by reduced c_oordination number. (From Mehta and Fadley, -ref.
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FWHM values determined are summarized in Fig. 47. The small, but
unambiguous decreases in FWHM observed at low @ are consistent with the
theoretical calculations, with theory showing somewhat larger relative
changes that could easily be explained by several effects.298 Thus, such low-8
measurements can also be used to probe alterations in the near-surface
valence electronic structure. :

C. Surface Sensitivity Enhancement at Grazing X-ray Incidence Angles

A second mechanism producing enhanced surface sensitivity involves
measurements carried out at very low x-ray incidence angles ¢.. For ¢-<1°,
it was first noted by Henkel7® that the mean x-ray penetration depth in a
typical XPS experiment (which is 103-10% A for ¢,> 1°) decreases markedly
to values of the same order as the electron attenuation length A.. This
further suggests that surface-atom signals will be enhanced in relative intensity
at low ¢, as was first demonstrated by Mehta and Fadley.1?® The reason for
this decrease in x-ray penetration depth is the onset of significant refraction
such that ¢, <¢; (cf. Fig. 17) and reflection at the solid surface. The inter-

_ actions of typical XPS x-rays with a homogeneous medium are furthermore

well described by a macroscopic classical treatment,!?® and detailed ex-
pressions for predicting penetration depths and expected surfaqe sensitivity
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Fig. 48. Angular dependence of the Cls/Aud/ intensity ratio for a gold specimen with a
thin carbon-containing overlayer. Enhancement of the near-surface carbon signal is found
for both grazing electron exit (low 6) and grazing x-ray incidence (low ¢z). The low-¢z
enhancement is well predicted by classical calculations allowing for x-ray refraction and
reflection (R/R) at the surface, as shown by the dashed curve. (From Mehta and Fadley,
ref. 179.) _
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enhancements in terms of the material optical constants and other parameters
have been presented elsewhere.17, 178,179 - o

As an example of the surface sensitivity enhancement occuring at low ¢,
Fig. 48 shows data obtained from a gold specimen with ~2 atomic layers of
carbon-containing material as an overlayer. The Cls/Au4/ intensity ratio
thus serves as a measure of relative surface sensitivity, and it is observed to
increase at both low @ (for reasons discussed in the last section) and low ¢..
The increase at low ¢ is comparable to that at low & (approximately a factor
of 2-3), and there is good agreement between experiment and theoretical
calculations including refraction and reflection effects. Note the very sharp
onset of the low-¢, enhancement over a region of only a few degrees near
¢z=0. Similar effects have also been noted in the Si2p(oxide)/Si2p(element)
ratio for silicon with varying oxide overlayer thicknesses.29? Also, the optical
properties of several solids at XPS energies of ~ 15 keV have been used to
predict that such phenomena should be of very general occurrence.l?

It should be noted in connection with low-¢ ; studies, however, that surface
roughness effects can be very important in any attempt at quantitatively
analyzing such data.2%9 This is due to the very small incidence angles involved,
so that if the true microscopic incidence angle ¢,¢ deviates by even ~0-1°
from the macroscopically measurable ¢, a significant change occurs in the
degree of refraction and reflection. Thus, surface preparation and accurate
angle measurement are both very critical. A further practical problem is that
surface shading by any roughness present will generally act to much diminish
absolute photoelectron intensities at low ¢,. Thus, low ¢, surface enhance-
ments may serve as a useful complement to those at low &, but the measure-
ment and interpretation of low-incidence-angle data may not be as straight-
forward.

D. Single-crystal Effects

Two rather distinct types of single-crystal effects have been noted in prior
XPS studies. The physical origins and possible interpretations of these will
be briefly discussed.

L. Electron Channeling and Kikuchi Bands. In measurements of core peak
intensities or energy-integrated valence-spectral intensities from single-crystal

.specimens as a function of the emission angles # and ¢ in Fig. 42, pronounced
fine structure is noted. The first effects of this type were observed by Siegbahn
et al3% jn NaCl and by Fadley.and Bergstrém?9! in Au. Baird et a/.200 have
obtained the most detailed set of such data to date for Audf emission from a
Au crystal with (001) orientation and this is summarized in the stereographic
projection intensity contour plot of Fig. 49(a). Considerable fine structure is
evident in this plot, with many features possessing angular FWHM values of
only ~5-10° and peak height : background ratios as high as ~2 : 1. It is
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thus clear that no peak intensity analysis involving a single crystal can neglect
such effects. . . '

The origin of this fine structure is primarily electron diffraction from the
various sets of planes in the crystal. These effects are furthermore very closely
related to the Kikuchi bands seen in low-energy electron diffraction (LEED)
experiments carried out with FExin2300eV,301 as well as to channeling
phenomena seen in the emission of high-energy electrons (~ 104-108 eV)
from radioactive nuclei imbedded in single crystals.302 Based upon prior
experimental and theoretical studies in these two areas,301, 302 the qualitative
expectation is for each set of planes denoted by Miller indices (hkl) to have
associated with it a band of enhanced intensity for photoelectron emission
that is parallel with the planes to within plus or minus the first-order Bragg
angle Oxx1, as defined from ‘

Ae=2dnx1 sin Onxi . | (163)

Fig. 49. (a) Experimental photoelectron intensity contours for Audf emission from a
Au(001) single-crystal surface. The contours are plotted in stereographic projection with
various low-index directions indicated as [Ak/]. The normal to the surface therefore lies in
the centre of the figure. The arcs represent low-index planes available for electron diffraction
or channelling.
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Fig. 49. (b) Qualitative theoretical simulation of the intensity pattern of (a) based on
shaded rectangular Kikuchi bands of the form given by the dashed line in Fig. 50. The
dotted lines in the lower half of the figure represent the centres of weaker, broader bands
from lower-index planes that would also appear at. mirror-symmetry-related points in the
upper half. (From Baird er al., ref. 200.) -

with
e (in A)=electron deBroglie wavelength ,
=[150/Exin (in eV)]* (164)
dprr=the interplanar spacing '

Such Kikuchi bands are furthermore expected to be approximately uniform in
intensity over the + i range, and to drop off rather sharply at the limits of
this range, as shown schematically in Fig. 50. For typical higher-energy XPS
photoelectrons and lower-index metal crystal planes, 0z is found to lie in
the range 3-15°. The overall photoelectron intensity distribution above a
single-crystal surface is thus expected to be approximately given by a super-
position of such bands for the various low-index planes within the crystal.
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Fig. 50. The approximate form expected for a Kikuchi band from the (hkl) set of planes
in a single crystal.

As a qualitative test of this interpretation, Fig. 49(b) presents a stereo-
graphic projection on which shaded bands corresponding in width and
placement to those expected for the lowest index planes in Au have been
inserted. Dotted lines in the lower half of the figure also indicate the centers
of broader and weaker bands expected from higher-index planes. Comparison
of Figs 49(a) and 49(b) indicates that there is good correspondence between
experiment and theory as to the locations of high-intensity regions and fine
structure. Recently, more quantitative calculations for copper have been
carried out by Baird ef a.393 in which each band is given a height proportional
to the Fourier coefficient ¥, in the crystal potential; these calculations yield
very good agreement with similar intensity contours for copper. Thus, the
basic systematics of such effects is well established and relatively easily
predicted, and such measurements can provide rather direct information
concerning the near-surface atomic order and crystal orientation. Further-
more, in the very near future, more highly accurate theoretical calculations
of such effects utilizing methods developed for LEED analyses should
become available,304

A final important point in connection with such core-level angular distri-
bution measurements is that it may be possible to utilize them for determining
the bonding geometries of atoms or molecules adsorbed on single-crystal
surfaces. That is, if core-level emission from an adsorbed atom does exhibit
angular anisotropy, it must be primarily associated with final-state scattering
effects that should, in turn, be strongly related to the nearest-neighbor
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atomic geometry. Very recent measurements in our laboratory do in fact
indicate that such anisotropies exist.

2. Valence Spectra. It was first noted by Baird et al.18% 305 that XPS
valence spectra from a single crystal exhibit considerable changes in fine
structure as the electron emission direction is varied with respect to the
crystal axes. As an example of these effects, Fig. 51 presents Au valence
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POLYCRYSTAL

foo1]

T

10 5 0

105

195

15 10 5 0
Binding Energy (eV)

Fig. 51.  Au valence spectra from a (001) single-crystal surface obtained at various &
values in a single polar scan passing through the [111], [112], and [113] directions. A poly-
crystalline spectrum is shown for reference. (From Baird et al., ref. 200.)

spectra obtained with electron emission along various directions in a single
6 scan. Although the basic two-peak structure in the dominant d-band peak
is present for all directions, there are pronounced changes in the relative
intensities and shapes of the two components. In particular, Au spectra

obtained with emission along the [001], [101], and [111] directions exhibit -

probably ‘the most pronounced differences relative to one another, as shown
in Fig. 52. Similar changes in single-crystal XPS valence spectra with direction
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have by now also been noted in Ag,308 Cu,307,308 Pt 309 and the layer
compounds MoS;, GaSegz, and SnSe,310

The occurrence of such anisotropic effects thus means minimally that
considerable care must be exercised in interpreting any XPS valence spectrum
from a single crystal in terms of quantities such as the total density of states.
That is, the total density of states p(E) is by definition a non-directional
quantity, as is the mean cross-section Gg(hv), so that clearly such single-.
crysta] effects add an element beyond the model summarized in Eq. (107).
For example the Si spectrum shown in Fig. 14 may well exhibit an extra
strength in the peak labelled “L,” due to such effects.395 As noted in Section
III.D.4, the connection of XPS spectra to the density of states in a direct way
implies a type of uniform averaging over initial states that need not be
possible in a directionally-sensitive single-crystal expériment.

As it is reasonable to expect that the anisotropies noted in XPS valence i

emission from single crystals are associated somehow with the basic
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Fig. 52. Experimental and theoretical angular-resolved XPS Au valence spectra for
electron emission along the [001], [101], and [111] directions. The data were obtained with
monochromatized AlK« radiation. “D.T.” represents calculations based upon the direct-
transition model. “M.E.” represents plane-wave matrix-element calculations. The band
structures utilized in the theoretical calculations were: ——, Christensen’s RAPW315 and
———————— , two slightly different choices for the spm—orblt parameter in Smith’s
tight- blndmg 1nte.rpolat|0n scheme.?1¢ (From refs 185, 311, and 317.)

T

AT R



138 : C. S. FADLEY

symmetries of the initial states involved, it is of considerable interest to
develop theoretical models for the interpretation of such effects. Two different
approaches to this problem have been proposed.185, 306-312 Both of these
models begin with the basic direct-transition expression given in Eq. (106),
but the different assumptions made in each yields final predictions of a much
different form. These two models are:

(1) The Direct Transition Model. In this model, the wave-vector conserva-
tion embodied in Eq. (104) is primarily emphasized. This viewpoint has been
used . previously to analyze angular-dependent UPS data from single
crystals,182. 313 and suitable modifications to permit its direct application to
higher-energy photoemission experiments were first discussed by Baird
et al.185 Rigorous wave-vector conservation is used to connect each observed
final-state wave vector k/ with a unique initial-state wave vector k within the
reduced Brillouin zone by means of a suitable (and unique) reciprocal lattice
vector g." The magnitude of k7 is determined from the internal kinetic energy
Exin, ¢ (cf. Fig. 12) by assuming that the free-electron dispersion relation
Exin, ¢’ =#2(k?)%/2m is valid at high excitation energies. At XPS energies,
k7 furthermore varies very little over the valence spectrum: for example, in
gold with lattice constant a=4-08 A, it is found that 12-84(2w/a)<k/<.
12-88(2wa), where 2m/a is approximately the reduced zone radius. The
direction of k7 (or, equivalently, the direction of the photoelectron momentum)
with respect to the crystal axes is determined from the known crystal
orientation relative to the spectrometer acceptance solid angle. (Small
direction corrections due to electron refraction in crossing the surface barrier
Vo are necessary only for very low angles of electron exit.r?» 3¢7) The finite
solid angle of acceptance of the electron energy analyzer distributes the
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Fig. 53. Scale drawing in k-space of the direct transitions that would be involved in X:PS
emission along the [010] direction in a Au single crystal. The initial states from which
emission could occur are represented by those k values in the shaded disc near the face of the
reduced Brillouin zone at left. The additional involvement of variable-magnitude phonon
wave vectors due to vibrational effects appears, however, to lead to rather full zone averaging
in angular-resolved XPS spectra from Au at room temperatures, as discussed in the text.
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observed k’ values over a disc-like region in k-space, as shown in the scale
drawing for gold in Fig. 53, where the acceptance solid angle is taken for
illustration to be conical with a 2-0° half angle. Each k7 value can then be
corrected by the non-negligible k, associated with the photon to yield a set
of vectors k7 — ks, =k+g (shown as the right-hand shaded disc in the figure)
that permits uniquely determining the set of k values in the reduced zone from
which allowed transitions can occur (shown as the left-hand shaded disc
lying coincidentally very near a reduced-zone face). Due to the finite size of
the disc (cf. its size to that of the reduced zone in Fig. 53), more than one g
may be involved, depending on the exact placement of the disc in k-space or,
equivalently, the observation direction in real space. It is further assumed in
this model that the matrix elements for all k — k7 transitions are approxi-
mately equal, so that an angular-resolved spectrum is finally predicted to be
proportional to the density of electronic states over the allowed k region
(not the total density of states).

This model has been unambiguously demonstrated by Wagner e al.314
to predict correctly all of the major spectral changes occurring with emission
direction and photon energy for copper in the intermediate photon energy
range 40 <hv <200 eV. XPS calculations based upon this model for Au with
emission along [001], [101], and [111] are shown in Fig. 52, where they are
indicated by “D.T.” and compared with experimental spectra. Two different
initial-state band structures have been utilized in the calculations,3!5, 316
yielding two different sets of curves. The most accurate band structure was
used for the solid curves, and comes from a relativistic augmented plane wave
(RAPW) calculation by Christensen.3!5 Both sets of direct-transition curves
qualitatively predict the correct changes in both the relative intensities of the
two main components and the shapes of each component, although the
calculations do predict more change with direction than is noted experi-
mentally. Similar agreement has been found for 9 other directions in Au,317
as well as 6 directions in Cu,3%7 leading to previous conclusions!83. 307 that
the direct-transition model represents a good description of such effects in
XPS. However, very recent data obtained by Hussain et al.318 for Au with
both MgKa and AlK« radiation are at variance witht his model: specifically,
for emission along [001], [111], and [112], theory predicts large changes in the -
spectra of a given direction when photon energy is changed (because the
disc changes position in the reduced zone due to the change in the length of
k7), whereas negligible differences are observed experimentally. In addition,318
for excitation with' AlK«, the free-electron metal Al is found not to exhibit any
spectral changes with emission direction, again in disagreement with direct-
transition predictions. It thus appears that some form of wave-vector smear-
ing or reduced-zone averaging is occurring, probably due to the creation or
annihilation of phonons, as suggested first by Shevchik!86 and discussed
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previously in Section IIL.D.4. The fraction of direct transitions for which

phonon smearing is absent is most simply estimated from the Debye-Waller

factor:187
Debye-Waller factor=exp (—4<u2>g?) - (165)

Lo

where
{u?)=the mean squared vibrational displacement of atoms in the lattice

g?=|g|?, with g the reciprocal lattice vector involved in a given
direct transition

<u?) is thus a function of material and temperature. In XPS, g2 is of the same
order as (k7)? (cf. Fig. 53) and therefore is much larger than the corresponding
quantity in UPS. Thus, the Debye-Waller factor can be very small in XPS,
as, for example, 0-04 in Au at 25 °C. Such small values suggest that rather
complete zone averaging may occur in room-temperature angular-resolved
XPS measurements on many systems, as previously noted. (In fact, Williams
et al.319 have recently noted the disappearance of direct-transition effects in
UPS spectra of Cu obtained at high temperature that very nicely confirm

phonon involvement.) The direct transition model as outlined here thus may

not be applicable to room-temperature XPS measurements on many
materials, even though it clearly is a valid description at lower excitation
energies,313- 314 and perhaps also at lower temperatures in XPS.

(2) The Plane-wave Matrix-element Model. This model was first dlscussed
in connection with angular-dependent XPS spectra by McFeely er al.39
Although k-conserving direct transitions are used as a starting point, it is
further assumed that final-state complexities somehow smear out the deter-
mination of k and kf to such a degree that essentially all k values in the
reduced zone can contribute to emission in any direction. Mixing of different
plane-wave components into the final electronic states by various scattering
processes was first suggested as the source of such zone averaging,3% but such
effects do not seem to be strong for copper with sv <200 eV.314 More likely, the
creation or annihilation of phonons in the photoelectron excitation event is
responsible.

In the limit of complete zone averaging, anisotropies in XPS valence
spectra are then assumed by McFeely ef al.3% to be due to directional matrix
elements as summed over all occupied initial states. These matrix elements are
in turn calculated by assuming a plane-wave final state of the form:

$i/(x) =exp (k7 x) (166)
and a tight-binding or LCAO initial state of the form:96.99
$u®) =Y, exp (ik-R) {Y Cpue Xu(r—R)} (167)
Ry "
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in which
R;=the position of an atomic center in the lattice
X, (r—Ry)=an atomic orbital centered at Ry
X,@=R,(NY0,4) [cf. Eq. (36)]
C,x=an expansion coefficient

Computing matrix elements {¢,7|A-V|$,> can then be shown159. 306, 312 to
yield a linear combinatiofi of the Fourier transforms of the various atomic
orbitals making up the initial-state orbital. Such Fourier transforms further-

more exhibit the same angular dependence in kf space that the atomic
function has in real space, and they can thus be written as

X (K= () Y (8,1, $7) (168)

. with 8,7, ¢,7 indicating the direction of k/, and f,(k/) being a radial integral

dependent on |kf| =k’ only. For radiation with a polarization direction
e, it then directly results that

|<pus |A-V b [2oc(e kN2 Y Cpx X (& —Kny) |2 (169)

In general, e-k/ has been held constant in prior experiments, and for a closely
related set of orbitals such as d functions, it can further be assumed that the
factor f,(k7) is constant. Finally, each initial state is thus predicted to contri-
bute photoelectron intensity with a weight of | Z Cux YOS iy ¢kf—k,,,)l

and a summation can be carried out over all such occupied states. Thus, for
example, the contribution of a dz2_,2 atomic orbital to such a matrix element
is predicted to be a maximum along the same directions as the orbital maxima,
namely the +x and + y directions. Orbital symmetry is thus predicted to be
very directly reflected in the angular-dependent emission probability. Calcu-
lations based upon this model are presented in Fig. 52 for Au, where they are
indicated by “M.E.” Two different types of tight-binding parameterizations
have been utilized, and it is clear that the results are sensitive to this choice.
Nonetheless, there is generally good agreement between experiment and
theory for the three directions shown, as well as others in Au308. 311 which
have been investigated, and a similar set in Cu.3!! The same type of plane-
wave model has also been found by Ley et al.310 to predict correctly changes
in single-crystal valence spectra of the compounds MoS,, GaSes, and SnSes.
Thus, it at present appears that the plane-wave matrix element approach is
the more correct of the two discussed here for describing room temperature

XPS experiments on most materials, although significant questions do still -

remain as to the validity of using a free-electron plane-wave final state for
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computing XPS matrix elements.185. 186, 318 More accurate theoretical
calculations of such effects are thus clearly of interest.

To the degree that such measurements do directly reflect orbital symmetries,
such angular-resolved XPS studies should prove to be very useful probes of
valence electronic structure. :

VII. CONCLUDING REMARKS

The aim of this chapter has been to discuss in some detail the basic ideas
involved in both performing and interpreting XPS measurements. It is clear
that a relatively large number of distinct physical and chemical effects can be
related to the observed spectra. This diversity can be both an advantage and a
disadvantage in using the technique, depending upon the specific problem at
hand and the phenomena encountered. On the positive side, however, is the
fact that at least some degree of quantitative understanding has been achieved
in connection with all of the effects noted to date. The theoretical interpreta-

“tion of XPS spectra also involves a liberal mixture of concepts from atomic,

molecular, and solid-state physics, thus making the technique truly inter-
disciplinary in character. A major goal of the discussion here has been to
present these diverse ideas within a single, unified framework.

As an important example of the interdependency of different phenomena,
final-state effects of various types can tend in certain situations to obscure the
initial-state information that is of most interest in many applications. But,
on the other hand, final-state effects can also be used to determine additional
characteristics of the system. The essential reason for this initial-state/final-
state dichotomy is that the photoemission event is inherently very disruptive

to the system, leaving it with a hole in a certain subshell and thus a significantly

altered set of electron-electron interactions. The interpretive material
presented in Sections III-V therefore begins with a rather general discussion
of the photoemission process that emphasizes the importance of both initial
and final states (as well as inelastic scattering effects). However, the first
areas of application considered are intentionally those which for many
systems can exhibit the strongest initial-state component: valence-level
studies in molecules and solids (Sections III.D.3 and III.D.4), quantitative
analysis (Section III.F.3), and core-level binding energy shifts (Section IV).
Nonetheless, care must always be exercised in analysing data in order to
avoid having the different final-state effects discussed in Section V introduce a
significant error in any conclusions concerning initial-state properties.

The potential range of information derivable from XPS spectra is indeed
very broad, and a schematic summary of the interrelationships between
various observable quantities or effects and basic system properties is
presented in Table III. In this table, the possible interactions between different
observables are also indicated. .
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TABLE III

Schematic illustration of the interrelationships between various observable XPS
spectral features or their associated effects and the basic system properties potentially
derivable from an analysis of such observations

Spectral feature or effect System property derivable

(1) Fixed-angle measurements:
—*Core peak intensitiecs ——————— Quantitative analysis

*Core peak shifts = Initial-state charge distributions
Final-state charge distributions

Initial valence-orbital energy levels,
symmetries and atomic-orbital
make-up

Thermochemical energies

* Proton affinities

Initial-state electron configurations
and electron-electron interactions

{——— Shake-up, shake-off, other Final-state correlation

many-electron effects (configuration-interaction) effects
————Peak shapes and widths e Final-state lifetime effects

Final-state vibrational excitations
Inelastic loss spectra —————» Low-lying electronic, vibrational

\ excitations

(2) Angular-resolved measurements Atomic depths relative to a solid

»Valence peak intensities
and positions
VYY)

—»Relaxation effects
= Multiplet splittings

on solids: - surface, concentration profiles

Asin (1), but at grazing electron’ Properties as in (1), but very near

. emission surface (~ 1-2 atomic layers)

As in (1), but at grazing x-ray Near-surface atomic geometries for
incidence substrates and adsorbates

Core peak intensities from Initial valence-orbital energy levels,
single crystals symimetries, and atomic-orbital

' make-up

Valence spectra from single
crystals

XPS has been and will no doubt continue to be fruitfully utilized for the
study of free atoms, free molecules, and the bulk properties of solids and
liquids. However, the inherent surface sensitivity of the technique when
applied to solids and liquids leads to what is certainly one of the most
significant areas of application, namely in studying the physics and chemistry
of surfaces and interfaces. In this context, the relatively newly developed
angular-resolved studies of solids have also clearly been demonstrated to
enhance significantly the amount of information derivable, as is also indicated
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in Table III. Two separate procedures exist for selectively increasing surface
sensitivity by angle variations. For single-crystal specimens, information
concerning both detailed atomic geometries and valence-orbital symmetries
can also be derived from angular-distribution measurements.

No exhaustive elucidation of specific-areas of application for XPS has been
attempted here, but it is sufficient to note that by now the technique has been
used in problems related to physical chemistry, inorganic chemistry, organic
chemistry, biochemistry, solid-state physics, surface chemistry, surface
physics, industrial chemistry, and environmental science. Future develop-
ments will no doubt involved all of these areas, but with special emphasis on
problems related to surface science. A further significant component of future
work will no doubt be the more extended use of XPS in combination with
other spectroscopic methods such as, for example, the other surface-sensitive
techniques of WUPS, photoelectron spectroscopy utilizing synchrotron
radiation sources, low-energy electron diffraction (LEED), Auger electron
spectroscopy (AES), and secondary ion mass spectrometry (SIMS).

Thus, x-ray photoelectron spectroscopy is by now a relatively mature and
well-established experimental tool. However, various major problems still
remain to be solved concerning both the measurement and the analysis of
XPS spectra. These include the ever-present and conflicting needs for higher
resolution and higher intensity, which are at present being sought by means
of more efficient x-ray monochromators combined with multichannel
detection systems. More novel radiation sources and analyzer/detector
systems might also provide a further solution to this problem. From the
point of view of theory, more quantitative treatments of various final-state
effects and electron—electron correlation effects are needed. More accurate
calculations of both wave functions and photoelectric cross-sections for
molecules and solids would also be very helpful, especially as related to
angular-resolved studies of atoms and molecules interacting with solid
surfaces.
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Basic Phenomena and Experiments

Photoelectron spectroscopy, often referred to simply as photoe-
mission, has its fundamental origin in the photoelectric effect,
which was first explained by Einstein in 1905,!" led to a Nobel
Prize for him in 1921, and was key to the later development of the
concept of the photon as the quantum of electromagnetic energy.
In the period since the late 1950s, the photoelectric effect has been
developed into one of the most powerful tools for studying the
composition and electronic structure of matter. Siegbahn received
the Nobel Prize for the further development of several aspects of
photoelectron spectroscopy in 1981.12

As currently used, the fundamental energy conservation
equation is the following:1*”!

Vacuum / Fermi
hv = Epinding + Ekinetic = Ebinding T Pspectrometer + Ekinetic Q)]

in which his Planck’s constant; v is the photon frequency; E,‘J/,fjﬁ;j.g’g” is
the binding energy of a given electron relative to the vacuum level
of the sample; £}, .. is the kinetic energy of the emitted electron
justasitleaves the sample; Egjnetic is the kinetic energy as measured
finally in the spectrometer, and may be different from £, . by a
small contact potential difference if the sample is a solid; Eg%%g is
the binding energy relative to the Fermi level or electron chemical
potential; and @spectrometer is the work function of the spectrometer
used to measure kinetic energy. In very precise measurements,
and/or as the excitation energy is increased into the multi-keV
regime, both kinetic energies may be reduced by a recoil energy
Erecoil given to the sample due to momentum conservation; this
we discuss below in connection with hard X-ray photoemission. If
one measures the electron kinetic energy, and perhaps also knows
the spectrometer work function, it is thus possible to measure
the binding energies of various inner (or core) electrons, as well
as those of the outer (or valence) electrons that are involved in
chemical bonding. Such measurements reveal a broad array of
phenomena that can be used to characterize a given material,
in particular the near-surface regions of solids from which most
photoelectrons are emitted. Photoemission is also very fruitfully

applied to gas-phase atoms, molecules, and clusters, but we will
here focus on work on solid samples.

It is also useful to specify the binding energy more precisely
from the point of view of theoretical calculations, and we can write
this as:

Epining (Qnj, K) = Egnai(N — 1,Qnéj hole, K) — Einitia(N) ~ (2)
where we for simplicity consider a binding energy for the n¢j
core level from atom Q, with n the principal quantum no., ¢
the orbital angular momentum quantum no., and j = ¢ = 1 the
additional quantum no. if spin-orbit splitting is present, Ejpjtiq/(N)
is the total initial state energy for the assumed N-electron system,
and Egnqi(N — 1,Qn¢j hole, K) is the Kth final-state energy for the
(N — 1)-electron system with a hole in the Qn¢j orbital. As an
example, the six electrons in the Mn 2p subshell are split into Mn
2py 2 (two electrons with m; = —1/2,+1/2) and Mn 2p3, (four
electrons with m; = —3/2, —1/2,+1/2,43/2). In general, there
may be more than one final state associated with a given Qn¢j
hole, with labels K = 1, 2,. .., as we discuss further below, e.g. in
connection with multiplet splitting. Note also that, in the final state
with the hole, all of the remaining electrons may relax slightly so
as to try to screen the hole, thus lowering the total final energy by
some amount that is often called the relaxation energy./**! This re-
laxation/screening phenomenon has many consequences for the
detailed interpretation of spectra. In many-electron theory, these
effects are included in what is termed the ‘self-energy’ correction.

As a final important quantity, we can write the intensity for
excitation from a given core level to the Kth final hole-state

* Correspondence to: Charles S. Fadley, Department of Physics, University of
California Davis, Davis, CA 95616, USA. E-mail: fadley@physics.ucdavis.edu

a Department of Physics, University of California Davis, Davis, CA 95616, USA

b Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley,
CA 94720, USA
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associated with this level K in the low-energy dipole limit as:

I(K) o ‘?o <l//ﬁng[(N —1,Qnt j hole, K + photoelectron)

N
2T
i=1

. o~ - 2
x (N —1,Qn¢ jhole))| [£ & (gphotoe|Fl¢ant j) |

2

X X |(Wﬁnal(N -1, anj hole, K)hﬁlniﬁal

I/finm‘al(N)>

3)

in which & is the polarization of the radiation, the notation for
initial and final state wave functions is obvious,  is one of three
forms of the dipole operator that can be used interchangeably,
the first line is an N-electron matrix element which emphasizes
the inherent many-electron character of photoemission, and the
second line involves a common simplifying step via the Sudden
Approximation.*?! In this Approximation, the intensity is thus a
product of the square of a one-electron matrix element which
takes an electron from gqy; to the photoelectron final state @photoe
and the square of a simple (N — 1)-electron overlap term with no
operator between the initial state wave function with a hole in the
Qn¢j subshell but no relaxation/screening and one of the actual
final ionic states K which includes such relaxation/screening. The
approximation is often made of considering only the last one-
electron factor in Eqn (3), but it should be kept in mind that
various many-electron effects, or vibrational/phonon effects, or
even rotational effects in molecules, can distribute intensity over
several states K that go beyond the one-electron picture, as we
discuss below.

Having thus considered a formal description of photoemission,
we now illustrate in Fig. 1 the various types of experiment possible.
A photon of a given polarization, which may be linear, circular,
elliptical or unpolarized in character, is incident on the sample
surface at some angle 0j. Photons may be created from either
laboratory sources (lasers, UV lamps, X-ray tubes), or synchrotron
radiation. The photon is absorbed, exciting a photoelectron into

the vacuum with some momentum p = 1K, where h = h/2n, Kis
the electron wave vector, and s is the electron spin, and finally into
some kind of spectrometer for measuring kinetic energy. We here
show the most commonly used spectrometer configuration, which
consists of a set of concentric hemispherical deflection electrodes,
although several other geometries are possible, including time-
of-flight measurements if the exciting source is pulsed. In this
hemispherical geometry, electrons of a given energy are focussed
to a given radius (i.e. along a given y coordinate in the detection
plane of Fig.1), such that integrating intensity over a given
radius yields the first type of measurement: a photoelectron
spectrum of number of electrons versus kinetic energy or energy
distribution curve (EDC), as shown schematically in Fig. 1(a). An
actual broad-scan or survey spectrum from a complex oxide
sample of Lag ¢Srg.4MnOs is shown in Fig. 2, with various peaks
labeled. Note here the presence also of Auger electron spectra,
which are the result of non-radiative core-hole decay, and whose
energies are somewhat more complicated to estimate, but in
general involve three binding energies as follows:

Auger
Ekingtic(z’ 123) ~ Ebinding,Z,1 - [Ebinding,Z,Z + Ebinding,Z+1,2]/2

- [Ebinding,Z,B + Ebinding,Z+1,3]/2 (4)
where the Auger kinetic energy results from an initial core hole in
atomic level 1 of an atom with atomic number Z, which is filled
by an electron from level 2 dropping into level 1, thus exciting
an electron from level 3, or by an electron from level 3 dropping
into level 1, thus exciting an electron from level 2, with these two
processes being indistinguishable. Note that the most accurate
prediction of these energies involves binding energies for both
atom Z and the next higher in atomic number at Z 4 1, via what is
often called the Equivalent Core Approximation.*>!

If the photoelectron emission direction is varied relative to the
crystal axes of a single-crystal sample, by scanning the angles 6
and ¢ in Fig. 1, additional effects are seen, due to the scattering

Some possible photoemission measurements
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Figure 1. lllustration of a typical experimental configuration for photoemission experiments, together with the various types of measurements possible,
including (a) simple spectra or energy-distribution curves, (b) core-level photoelectron diffraction, (c) valence-band mapping or energy versus k plots,
(d) spin-resolved spectra, (e) measurements with much higher or much lower photon energies than have been typical in the past, (f) measurements with
space and time resolution, and (g) measurements at high ambient sample pressures of several torr. (With acknowledgement to Y. Takata for part of this
figure).
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Figure 2. (a) A broad survey spectrum from the colossal magnetoresistive oxide Lag ¢Srp.4MnO3 obtained with excitation at 1253.6 eV, together with
(b) an inset obtained at 950 eV over the region of the highest lying core levels and the valence levels. The highlighted O 1s and Mn 3s spectra have been

studied as a function of temperature (Fig. 5).

of the outgoing electron wave from various atoms in the sample.
If the emission is from a core level that is necessarily highly
localized on one atomic site, a photoelectron diffraction (PD)
pattern is observed.!®! An example of this for O 1s emission from
NiO(001) is shown in Fig. 1(b). Such patterns can be used to
determine near-surface atomic structures. If the emission is from
avalence level that is delocalized over many sites due to chemical
bonding and electronic band formation, additional anisotropy in
emission is found, and this can be measured, for example, by taking
advantage of another property of the hemispherical electrostatic
analyzer with a two-dimensional (2D) imaging detector. In this
case, a 2D image can be directly related to the binding energy
versus electron momentum or electron wave vector inside the
crystal k, which is then in many cases directly relatable to the band
structure, or more precisely the quasi-particle excitation spectrum
of the material. An example of this for emission from W(110) is
shown in Fig. 1(c).

Some other aspects of the measurement possibilities that exist
are also shown in Fig. 1. If an additional sensitivity to electron spin
is somehow built into the detector (e.g. by taking advantage of
spin-orbit scattering of high-energy electrons from a heavy-atom
targetin Mott scattering), it is possible to measure also the electron
spin, providing additional information of particular relevance
to magnetic materials. Another inset in Fig. 1(d) shows such a
measurement for the valence bands of iron, clearly indicating
the difference in the electronic state distributions of spin-up and
spin-down electrons for this ferromagnet.”!

Beyond this, as indicated in Fig. 1(e), one can vary the photon
energy, by going significantly above and significantly below the
energy regime from ~20 to 1500 eV that has been used in most
prior photoemission measurements. Also, Fig. 1(f) indicates that
we can expand upon the spectrometer in order to turn it into a
microscope, thus yielding spectral images as a function of lateral
position on the sample: the x and y coordinates in Fig. 1. This type

of measurement is reviewed in detail elsewhere,’®) so we will not
consider it beyond one later example here. There are also newer
types of measurements involving time resolution (again Fig. 1(f)),
in which some perturbation of the sample is made, e.g. by gas
reaction with a surface or by short-pulse light excitation, and the
spectra are measured as a function of time. Depending on the
particular process involved, these measurements can be fruitfully
carried out on timescales varying from minutes (for chemical
reactions) to seconds to femtoseconds (for laser pump-and-probe
experiments).”~ 12 Finally, Fig. 1(g) indicates that it is possible with
special differential pumping outside the sample region to carry
out photoemission studies at up to several torr of pressure.['3!

Of key importance in any such photoemission experiment,
however, is the depth of sensitivity in a solid sample, which is
controlled primarily by the inelastic mean free path A, for the
photoelectrons, perhaps as modified by elastic electron scattering
to yield an effective attenuation length.l'*'! If inelastic scattering
is assumed to be isotropic in the material, the intensity from a
certain emission depth zwill decay as I(z) = lpexp[—z/ Asin6],and
the mean escape depth below a surface will be given simply by
Aesind, as shown in Fig. 3(a).

Typical curves of A, versus electron kinetic energy are shown
for graphite and germanium in Fig. 3(b) and (c), with calculations
being made via the much-used and reasonably accurate TPP-
2M formula due to Tanuma, Powell, and Penn.['>! One expects
for any material a minimum of A, for energies in the range of
20-50 eV that is only about 5-10 A in magnitude, and a generally
increasing trend away from this, in particular going approximately
as EJ:>. as energy goes into the multi-keV range. The general
shape of this curve is thus in a sense ‘universal’, applying at least
qualitatively to all elements and compounds, but in reality it is
‘non-universal’ in that the actual values can be quite different
from one substance to another, as is clear from Fig. 3(b) and (c).
The detailed behavior at very low energies is also expected to
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Electron inelastic mean free paths in solids—the “non-universal curve”
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Figure 3. (a) A schematic diagram indicating the mean depth of photoelectron escape if elastic scattering and inner potential effects are neglected,
together with electron inelastic attenuation lengths for two representative elemental solids, (b) graphite and (c) germanium. (b) and (c) from S. Tanuma

et al., Surf. Interface Anal. 2005, 37, 1. Reprinted with permission.

be different for different materials, a topic of current discussion
in connection with photoemission experiments with excitation
energies of only 5-10¢€V that are aimed at being more bulk
sensitive. Historically, photon sources were first divided into two
regimes, UV lamps in the ca 20-40 eV range, leading to the term
ultraviolet photoelectron spectroscopy (UPS), and X-ray tubes in
the ca 1-2keV range, leading to the term X-ray photoelectron
spectroscopy (XPS). Figure 3 thus makes it clear that one expects
very different degrees of surface sensitivity in these two regimes,
with typical A, values of ~5 — 10A for UPS and ~20-30A
for XPS. Synchrotron radiation now permits spanning this full
range continuously, and in the last few years, has also permitted
using photon energies up to 10-15keV, which yield via the
extrapolationaboveto A, values of 50-200 A; such measurements
are thus appealing for the future as being more bulk sensitive, and
represent another emerging area in photoemission to which we
will return later.l'617]

Core-Level Photoemission
Intensities and the Three-Step Model

Because core levels are highly localized on a given atom, they
provide various element-specific types of information concerning
each atomic species present in a sample. We consider first
the intensities of a given photoelectron peak, which will be
proportional to the number of atoms of a given type, as weighted
by their excitation probabilities. Figure 2 makes it clear that each
atom may have several core-level signatures of its presence,
including both photoelectron and Auger peaks.

A much-used approach for calculating and using photoelectron
intensities from both core and valence levels is the so-called

three-step model*>! which divides the process into three steps
of: (1) penetration of the exciting photon beam into the surface,
with some resulting intensity profile I, (x, y, z), and the coordinates
defined in Fig. 1, and excitation of photoelectrons from each atom
in the sample that are located at various depths z, which will
be proportional to the differential photoelectric cross section of
the particular level n¢j of atom Q involved (e.g. Mn 2p;/, and
Mn 2p3,; in Fig. 2), written as dogn(hv)/dQ2 and dependent on
photon energy and the experimental geometry; (2) transportof the
photoelectron from depth z to the surface, which involves inelastic
attenuation via A., as well as elastic scattering and diffraction
and (3) escape from the surface, which involves refraction and
reflection at the surface barrier, with the latter controlled by
the surface inner potential V having typical values of 5-15¢V,
and possible inelastic scattering, as well as elastic scattering and
diffraction (surface umklapp processes). The differential subshell
cross section can most simply be calculated by using only the
last one-electron factor in Eqgn (3), averaging over the possible
final states reached from each Qn¢ j, and summing over the Qn¢
j initial states (e.g. two for Mn 2p;,, and four for Mn 2p3/2). In
general, dogn;(hv)/d2 is a maximum near threshold, when the
photon energy is equal to Em%gg(onlj), and steadily decreases
as the energy increases, although it may not reach a maximum
until some distance above threshold, and it may also exhibit
local minima called Cooper minima for energies not too far above
threshold.[*18 Neglecting elastic scattering and surface refraction
for simplicity, one can finally calculate a core-level intensity from:

dogpii(h
//flhvxy, )poX, y,2) ——— UQ’J( )

] Q(hv, x, y)dxdydz

1Qnlj) =

X exp [— 5)

Ae sind
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where Cis a constant characteristic of the experimental geometry,  analysis by XPS, but with recent reviews pointing out additional
palx,y,2) is the density of atomic type Q at position x,y,z, and  considerations in achieving the mostaccurate results, as e.g. elastic
Q(hv, x, y) is the solid angle of acceptance of the spectrometer for  scattering and electron refraction in crossing the inner potential
a given photon energy (or equivalently electron kinetic energy)  surface barrier V,.[6141525-271 yser-friendly computer programs in
and position on the sample surface. In principle, /n,(x,y,2) can  fact exist that include some of these complicating factors, and
be calculated from a knowledge of the source beam spot profile, permit predicting spectra with reasonable accuracy.28!

the incidenFe angle, andﬂtgl;e X-ray indice§ of refraction of the A final important effect related to photoelectron intensities
substances in the sample;™ dogn(hv)/dS2 is known from atomic ¢ roconant photoemission (RPE), in which the photon energy is
theory, and its evaluation requires knowing the polarization of the tuned so as to lie on a strong core-level absorption resonance (e.g.

- it [18,20-22] ;
excmr.wg radiation ([g);]Eqn (3).)’ Ae can'elther.t?e taken from Mn 2ps/; or L3), with this providing a second interfering channel
experimental data'“*’ or estimated from semi-empirical formulas, e .

for photoelectron excitation in another level in the same atom

- . [1sl. )
as e.g. the much-used TPP-2M formula'’>’; and Q(hv, x, y), which (e.9. Mn 3d)2%) The intensity of the second level can thus be

is equivalent once integrated over x and y to the spectrometer . i . .

. . . . dramatically increased or decreased, depending on the relative

intensity response function, can be detemined from reference- litud doh £ the interferi h Is. This eff

sample calibration measurements.?? Thus, it is in principle amplitudes an .p aseso t e inter e””qc a?nne s T 'S? ectcan
be very useful in enhancing the contributions of a given type

possible to measure /(Qnlj) and determine the only remaining ; X
unknown po(2), which amounts to a quantitative chemical analysis ~ ©f valence character to bonding (e.g. by enhancing the Mn 3d
contributions to the valence spectra of a compound such as that

of the sample. More detailed discussions of cross-sections and
their angular dependence, as well as integrations of Eqn(5) showninFig.2P).Ithasalso been pointed out that RPE can occur

to yield closed-form formulas for various sample configurations  between levels on different atoms, as e.g. between O1s and Mn 3d
(homogeneous semi-infinite sample, single overlayer on a semi-  in the compound MnO,2% with this type of multi-atom resonant
infinite sample, thin overlayer on a semi-infinite sample) are given ~ photoemission (MARPE) effect providing the potential of uniquely
elsewhere. These form the basic core of quantitative surface  identifying near-neighbors to a given atomic species.
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Figure 4. (a)-(e) High-resolution W 4f;/, spectra excited with 100 eV radiation from a W(110) surface that was initially atomically clean but was exposed
over a period of time to oxygen gas at a pressure of 3 x 10~ torr. Six distinct chemical or structural states of W can be identified by the observed binding
energy shifts: clean-surface W atoms, two types of W bonded to one oxygen atom, one type of W bonded to two oxygen atoms, one type of W bonded to
three O atoms, and ‘bulk’ W atoms located inward from the surface layer. (f) Geometric identification of the different atomic sites involved. The red figure
is the unit cell of an ordered (2 x 2) oxygen structure. (g) Time dependence of the intensities of the resolvable features in a set of these spectra. From R.
X.Ynzunza et al., Surf. Sci. 2000, 459, 69. Reprinted with permission.
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Varying Surface and Bulk Sensitivity

From Fig.3, it is clear that the degree of surface sensitivity
can be enhanced/deenhanced systematically in two ways: by
going to more grazing/more nearly normal emission angles 9,
respectively, often referred to as angle-resolved XPS (ARXPS); or by
altering photon energies so as to scan the photoelectron kinetic
energy relative to the minimum in A.. Both of these methods
are being used successfully to deconvolute the surface and
bulk contributions that will always be present in photoemission
spectra.l?®! We will also later consider a third method, which makes
use of X-ray standing waves to selectively probe at specific depths
below a surface.l"

Chemical Shifts

Although core levels are still often thought of as not being
affected at all by chemical bonding, and in fact, their orbitals do
not mix in a quantum-mechanical sense into the valence bands
or molecular orbitals responsible for bonding, core-level binding
energies are extremely sensitive to the changes in valence-level
charge distributions that take place as bonds form, as first pointed
out by Siegbahn et al”? Roughly speaking, if an atom is placed
in an environment in which it effectively loses charge to more
electronegative neighbors, its core electrons will experience an
increase in the net coulombic attraction (which is always due to
the sum of nuclear attraction and other-electron repulsion), and
their binding energies will go up. Conversely, if an atom becomes
more negatively charged in forming bonds to its neighbors, its
core electrons will have lower binding energies. For an isolated
atom and considering a core level that spatially overlaps very
little with the valence level involved (that is, of different principal

quantum no. n), the removal/addition of a valence electron will to
first approximation result in a binding energy shift given by the
following Coulomb integral:3%

AEginding ~ £Kcoreval = £ [ (péore(?1 )‘/’\jal(;})

2

e
X A l(PcOre(71)(PVa/(?z)dV1 dv, (6)
1"

However, this is an overestimate in any real situation, as the
bonding charge is not removed or added from infinity, but simply
relocated to/from near-neighbor atoms.’? Final-state effects in
which the other electrons relax around a given core hole to
screen it can complicate this picture, and the most accurate way
to determine core binding energies in different environments
and to analyze such ‘chemical shift’ data is to calculate total all-
electron energies with and without a given core hole present, as
shown in Eqn (2). But whatever the method of interpretation, the
use of core-electron chemical shifts represents a very powerful
way of detecting different chemical species in a complex system,
with many examples of this in the literature, and several detailed
tabulations of chemical shifts for many elements.3!

As an illustrative example of chemical shifts, we show in
Fig.4(a)-(e) spectra from the very narrow W 4f;), level of a
W(110) surface that is initially very clean but has been exposed
to molecular oxygen at 3 x 1072 torr over a sequence of time-
resolved measurements.['%! The high resolution of this low-energy
synchrotron radiation experiment, combined with careful peak
fitting of many spectra through the time sequence, permits
resolving six different chemical/structural states of W: those at
the clean surface, those in the ‘bulk’ = layers below the surface,

Temperature dependence of Mn3s and O1s spectra: La,,
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Figure 5. Temperature-dependence of the Mn 3s and O 1s spectra from a freshly fractured surface of Lag 7Sro.3MnOs (cf Fig. 2). The two photon energies
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two structurally inequivalent types bonded to one adsorbed
oxygen atom (O1a and O1b), and those bonded to two or three
oxygen atoms (02 or O3, respectively), with the different atomic
geometries for five of these shown in Fig. 4(f). These data thus
illustrate the high sensitivity of core levels to chemical state and
bonding position relative to the surface. We discuss the time
dependence in these spectra in the last section of this paper.

As a second example of the use of such chemical shifts,
in Fig.5(b), we show the temperature dependence of O 1s
spectra from a complex metal oxide with formula Lag 7Srg3MnOs3
which exhibits an effect called colossal magnetoresistance.>* The
oxide surface was here prepared by cleaving, or more precisely,
fracturing, a single crystal in UHV, in order to avoid surface
contamination. Firstly, these O1s spectra exhibit a main peak
and a weaker peak at about 1.5 eV higher binding energy. From
various measurements, including varying the electron takeoff
angle to change the degree of surface sensitivity (cf Fig. 3(a)), it
is concluded that the peak at higher binding energy is due to
O atoms near/at the surface, with the other peak representing O
atoms deeper within the material and denoted ‘Bulk’ in the figure.
Now considering the changes in these spectra as temperature is
varied from well below to well above the temperature at which
long-range magnetic order disappears (the Curie temperature, T¢)
and then cooled to near the starting temperature again, we see
a distinct shift in the bulk O 1s peak as T goes above T, and a
concomitant shift, broadening and loss of intensity in the O 1s
surface peak. Upon cooling again to below T¢, both features return
to their previous states. The bulk peak shift has been interpreted
as a transfer of electron charge to Mn from the six octahedral O
atoms surrounding each Mn atom.# We return to discuss the left
panel (a) of this figure involving Mn 3s emission in the next section.

Multiplet Splittings

Another very useful aspect of core photoelectron spectra arises if a
given atom exists in a situation in which the valence levels are only
partially occupied. In such a case, and with neglect of relativistic
effects for simplicity of discussion here, the valence electrons can
couple with one another such that there is a net spin S and a
net orbital angular momentum L on a given site. In the simplest
Russell-Saunders or L-S coupling picture, this yields a state before
an electron is emitted of the form that can be described e.g. for
the ground state of a 3d° configuration with S = 5/2and L = 0
as a %S state, where the superscript is the spin multiplicity 25 + 1
and the main symbol denotes the net orbital angular momentum
asS,P,D,forL =0, 1,2, etc. However, when an electron is emitted
from a core level with a given one-electron spin s, corresponding
to spin projections ms = —1/2 or +1/2, and a given one-electron
orbital angular momentum ¢, the new (N — 1)-electron system of
core subshell-with-hole plus partially-filled valence electrons can
couple to various final states S¢ and L¢ of different energies, thus
yielding more than one binding energy for emission from a single
n¢ core level. Thisis termed a ‘multiplet splitting’ of core-level bind-
ing energies,™*** and it can be generalized to include spin-orbit
splitting and to apply to partially filled s, p, d, and/or f subshells.
In Fig. 6(a), we illustrate the origin of a simple type of multiplet
splitting, for emission from a 3s subshell of an Mn transition metal
atom. In this case, there is no orbital angular momentum in the
core electron left behind, so we only need consider the coupling of
the net spin on the Mn atom before 3s emission, Sy, which can be
assumed to be carried by its valence 3d electrons, with the spin of
the 3s electron left behind. The two final state energies then corre-
spond to total spin quantum nos. of S = Sy, + 1/2 and Sy, — 1/2,
and these can be considered to arise primarily from a coupling of

Multiplet splitting in core levels of transition metal compounds
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Figure 6. Qualitative explanation of the multiplet splittings seen in 3s emission from some transition metal compounds, here illustrated for an
Mn-containing substance. The inset at lower right shows a spectrum from the highly ionic compound MnF, excited by 1486.7 eV radiation.
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the remaining Mn 3s spin parallel to, or anti-parallel to, the net
3d spin Sy, respectively. Because the energy-lowering exchange
interaction only acts between electrons of parallel spin,and also re-
quires non-zero overlap to be significant, the higher-spin state en-
ergy will be lowered through the following effective exchange inte-
gral between a 3s orbital ¢3; and a valence-band (VB) 3d orbital ¢34:

o2
Jsifvged /</>35 n )¢3d(2 |‘/93d (F)g3s(F)dVidva  (7)

where e is the electron charge, and the energy splitting between
the two states AEs; can finally be estimated from the Van Vleck
Theorem of atomic physics as:

AEss ~ 2Syn + D gag) (8)

Thus, we see that such splittings can be used to directly derive
information on the spin of a magnetic atom, with other details
also derivable from more complex multiplets involving £ > 0
and spin—orbit coupling.®® Fig. 6(b) also shows an experimental
spectrum from the compound MnF,, which is highly ionic and
involves an initial state of Mn ... 3s%... 3d°°S, and final states of

.3s'4...3d°’Sand... 3s'} ... 3d°>S, with a large and easily
measurable splitting of AFz; = 5.8 eV.3>37]

As a specific example of the use of such multiplets, Fig. 5(a)
shows the temperature dependence of the Mn 3s splitting in the
colossal magnetoresistive oxide Lag 7Srg3Mn0Os3, and it exhibits a
distinct increase of about 1 eV or 20% over the same temperature
range asthe O 1s chemical shifts discussed previously. Thisincrease
has been interpreted as being caused by an increase in Sy, that is
equivalent to a net transfer of one electronic charge from the O
atoms to Mn, an effect not observed previously.?#

Electron Relaxation, Screening, and Satellite Structures

We have noted before that the presence of a core-electron hole,
or indeed any electron hole, induces other-electron relaxation,

~ 2p,5°2p,,*3d"
+ ligand hole

INTENSITY

screening or polarization around it. These effects are best described
in a full many-electron theory, and they can lead in some cases
to additional strong satellite features in spectra which again
can provide information on the nature of the valence electronic
structure.

One particularly dramatic example of this occurs in the 2p
spectra of certain 3d transition metals and their compounds. As an
example, we show in Fig. 7 the spin-orbit split Cu 2p; > and 2ps3/,
doublet spectral region for CuCl,.B® In the simplest ionic picture,
one would expect only two peaks here, but there are four, with
each member of the doublet showing a very strong satellite at
lower kinetic energy or higher binding energy. (Note the reversed
energy scale from earlier spectra presented.) The explanation of
these satellites lies in the fact that we can consider Cu in this
compound to exist as Cu?*3d®, with just one hole in the 3d
subshell. In the final state with a 2p hole and no screening, we can
have Cu**2p] ,2p3 ,3d® or Cu**2p3 ,2p3,,3d°, where we have
italicized the subshell with a hole. Multiplet splitting can occur in
these states, as indicated by the vertical bars from a theoretical
calculation in the figure. However, screening can also occur in
the final state via charge transfer from Cl to Cu, so as to form
the closed shell Cu®*2p] ,2p3,,3d® or Cu**2p7 ,2p3 ,3d'® and,
since such transfer costs relatively little energy, such screening
will lower the binding energy. In this closed-shell system, there
is no multiplet splitting and the peaks are narrower. A key point
here is that both final states (screened and unscreened) can be
reached in photoemission, with their strengths depending upon
how they are mixed in a final-state wave function that is in general
a configuration—interaction mixture of both. That is, both types
of final states are for the specific case of 2p3,, emission to a first
approximation a mixture of the form:

Wonaik(N — 1) = C1,K‘D1(2P$/22p§/23d9) + Gk D2

x (2p3,2p3/,3d"® + CI hole) 9)

Screening effects and satellites:
Cu 2p emission from CuCl,

2p,,'2p,;*3d10

+ ligand hole

= 2D7'2py,"3d°

Screened
~3d10 g Multlplets-"""
l Unscreened | |
930 ~3d® 59 970

BINDING ENERGY {eV]

Yotk (N—-1) =C, ,®,(2p],,2p;,,3d™ +C¢ hole) + C, ,®,(2p;,,2p;,,3d° )

Figure 7. A Cu 2p photoelectron spectrum from CuCl,, excited with 1486.7 eV radiation and with the dominant electron configurations of the ‘ screened’
3d'° and the * unscreened’ 3d° satellite peaks indicated. From G. Van der Laan et al., Phys. Rev. B 1981, 23, 4369. Reprinted with permission.
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with K = 1,2. This implies, via the Sudden Approximation form
of Eqn (3), that, if the initial state is assumed to be pure 3d,9 the
intensity of the two mixed final states will be proportional to
|C1,K|2, as the other overlap term will vanish due to the different
symmetries of the functions involved. Although the actual wave
functions can contain many more terms in principle than we show
here, this type of analysis in terms of final-state mixing coefficients
is common in both multiplet and satellite theory, and is discussed
in more detail elsewhere [43¢!

More examples of such combinations of satellite structures
and multiplet splittings for other compounds and in connection
with emission from other core levels, together with theoretical
calculations, are shown elsewhere.3°-39

As another more complex example involving a metallic system,
we show the 2p spectral region of ferromagnetic Ni in Fig. 8(a),
excited at 1100 eV photon energy and averaged over two different
polarizations of the radiation (right circular = RCP and left circular
= LCP).I*Y Since Ni, like Cu™?, has roughly a configuration of 3d°
in its ground state, one sees for both polarizations a screened
predominantly 3d'? peak and a predominantly 3d° unscreened
satellite in connection with each member of the doublet.[4%4"
The more complex nature of the electronic structure of Ni even
leads to some mixing of 3d® into the higher binding energy
regions of each member, as discussed elsewhere.*!! Experiment
is compared in this figure with (b) one-electron theory“” and (c) a
more accurate many-electron theory,*! and it is obvious that
the many-electron approach much better predicts the satellite
structure.

Magnetic Circular Dichroism

In magnetic circular dichroism (MCD), the intensity of a photo-
electron peak is somehow found to change when the polarization
of the incoming radiation is changed from right circular (RCP)
to left circular (LCP). MCD is thus defined as the difference of
two intensities or /(RCP) — /(LCP), usually divided by the sum or
the average of these two intensities to yield a fractional number.
These effects were first observed and qualitatively interpreted in
core-level photoemission from Fe,*?] and these first experimen-
tal results are shown in Fig.9(a) and (b). A simple one-electron
explanation of these results is illustrated in Fig. 9(c).42%3 The
spin—orbit interaction, represented here by a parameter A, splits
the six 2p states into two 2p;,,; and four 2p3/, states. Beyond
this, one assumes a Zeeman-like splitting of the sublevels within
each spin-orbit peak induced by an effective internal magnetic
field of the ferromagnet and resulting from the exchange inter-
action; this is associated with a parameter &. These interaction
parameters can be used in a one-electron Hamitonian, whose
diagonalization yields the result that, in the main 2ps/, peak,
the sublevels m; = —3/2,—1/2,41/2, and +3/2 are no longer
degenerate, as shown in the figure. The same is true of the two
2p1/2 sublevels. These energy splittings are then combined with
the different intensities expected for these levels through the
appropriate atomic transition probabilities, which scale as a third
parameter A, and are represented by the heights of the vertical
bars in the figure. The interchange of these intensities when the
polarization is switched from RCP to LCP (or equivalently, the
magnetization M is switched in direction as shown in the figure),
then yields the expectation of an up-down character for the MCD

1. E T ¥ : — T T T T T T T
L (@) ! Experiment i 5 (c) Many-e
I ! T theory
I 2Pz 2Py
0.5 - Scr.él‘. " P12 Egg_
- 1ionSCr i\ (RCP+LCP)12 2p,,
U' _ 1 '-;\-1 H " |
; MCD =RCP-LCP ™\ 0=
. (x10) j\ : i
L i _o- ] i MCD (x6)
05 | (b) ? One-e theory 1 ¢ —Aﬂ :
__J % (RCP+LCP)/2 ] .
B 1% T ow %
MCD = RCP-LCP relative binding energy (eV)
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1 -05 .
I L 1 L ! I | Ni zp'MCD
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Figure 8. (a) Experimental intensity and magnetic circular dichroism (MCD) results for Ni 2p emission from an epitaxial Ni overlayer with photons of
1100 eV energy, are compared to the results of (b) one-electron theory based on a spin-polarized relativistic KKR method. From G. Van der Laan et al., J.
Phys.: Condens. Matter 2000, 12, L275. Reprinted with permission. (c) Intensity and MCD results from a many-electron theory. From. J. Menchero, Phys.
Rev. Lett. 1996, 76, 3208. Reprinted with permission.
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Figure 9. (a) The first magnetic circular dichroism data in core-level photoemission, for Fe 2p emission excited at 800 eV from Fe(110). The total intensity
summed over RCP and LCP polarization is shown at the top, above the individual RCP and LCP spectra. (b) The resultant MCD spectrum, here obtained
as [lrcp — licp]/[lrep + licpl. () An explanation of the MCD in terms of one-electron theory. Here, the parameter A represents the spin-orbit interaction,
the parameter £ a Zeeman-like exchange splitting of the different m; sublevels, and the parameter A intensity. (a) and (b) from L. Baumgarten et al., Phys.
Rev. Lett. 1990, 65, 492; (c) from J. G. Menchero, Phys. Rev. B 1998, 57, 993. Reprinted with permission.
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Figure 10. lllustration of various aspects of photoelectron diffraction. (a) Simple diffraction features expected in emission from one atom in a diatomic
system. (b) An accurately calculated diffraction pattern for C 1s emission from an isolated CO molecule at a kinetic energy of 500 eV. Note the strong
forward scattering peak, and other interference peaks or fringes extending from near the forward scattering direction to the backward scattering

direction. (c) The basic theoretical ingredients required to describe photoelectron diffraction. The calculations in (b) were performed using the EDAC
program of Ref. [45].

profile across a given peak, as well as an opposite sign of the As a more recent example, we show in Fig.8 experimental
MCD for the 2ps3/; and 2p,, peaks. This general form of MCD ~ MCD data for 2p emission from Ni,*9 again together with
spectra has by now been observed in many 3d transition metal

one-electron® and many-electron! theoretical calculations.
systems.

Although the MCD curves here are complex, they can be
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qualitatively understood in terms of the same model. However,
the situation in Ni is more complex due to the presence of the
screening satellites discussed previously and the intermixing of
various configurations in both the initial and final states. This
complexity leads to additional structure in the MCD curves, which
is not present in the one-electron theory,*? but is very well
described by many-electron theory.[4"

Because ferromagnetic order is necessary for MCD to be
observed, measurements of this provide an element-specific
measurement of magnetic order, and this technique has been
used to study a variety of magnetic systems, including also rare
earths.8

Photoelectron Diffraction and Holography

In PD, sometimes referred to as X-ray photoelectron diffraction
(XPD) due to the higher excitation energies that are often used, a
core-level photoelectron scatters from the atoms neighboring the
emission site, so as to produce angular anisotropy in the outgoing
intensity.[%! Fig. 10(a) shows the qualitative effects expected for
the simple case of emission from the bottom red atom and elastic
scattering from the top blue atom in a diatomic molecule, and
Fig. 10(b) shows a quantitative calculation for emission from the
C 1s subshell in an isolated CO molecule at 500 eV kinetic energy.
Electron-atom elastic scattering is typically peaked in the forward
direction, with this effect becoming stronger (that is, having a
stronger and narrower forward peak) as energy increases./® For
the CO case in Fig. 10(b), the intensity in the forward direction
is in fact enhanced relative to that expected without scattering
(lo in the figure) by about three times. Thus, one expects in XPD
curves both a forward scattering peak (sometimes referred to as
forward focussing) along near-neighbor interatomic directions, as
well as higher-order diffraction interference effects that one can
also consider to be holographic fringes. Back scattering is weaker
as energy increases, but Fig. 10(b) shows that, even at 500 eV,

X-ray Photoelectron Diffraction: 1ML FeO on Pt(111) i

[T

there are still interference fringes in the backward direction, and
such backscattering effects have in fact been used for adsorbate
structure determination.*¥

Such XPD effects can be modeled using the ingredients
shown in Fig. 10(c). The polarization & of the light influences the
directionality of the initial photoelectron wave (cf Eqn (3)), and, for
emission from an s-subshell, the outgoing unscattered wave ¢g
has an amplitude proportional to £ - k, where k is a unit vector in the
direction of the photoelectron wave vector, and the photoelectron
deBroglie wavelength will be given by A. = h/|p| = 2x/lk|. In
convenient units, Ae(in Angstroms) = /150.5/Ei,(in eV). Thus, a
150 eV electron has a wavelength of about 1A, and a 1500 eV
electron of about 0.3 &, and these numbers are comparable to
atomic dimensions. The outgoing photoelectron will elastically
scatter from neighboring atoms j to produce scatterered-wave
components ¢;. This process is describable in first approximation
by plane-wave scattering, or more accurately by spherical-wave
scattering. This scattering can be incorporated into a scattering
factor f;, which is furthermore found to be strongly peaked in
the forward direction for energies above about 500 eV, as noted
previously. The photoelectron wave components will also be
inelastically attenuated as they traverse some total pathlength
L in getting to the surface, with their amplitudes decaying as
exp(—L/2A). Finally, they will be refracted at the inner potential
barrier Vo. Summing up all wave components (unscattered and
scattered) and squaring then yields the diffraction pattern. Due
to the combined effects of the 1/r decrease in amplitude of ¢,
in moving away from the emitter and the inelastic scattering
of all components, only atoms within some cluster surrounding
the emitter (the dashed envelope) need to be considered in
this sum, with the number of scatterers required varying from 5
or so to a few hundred, depending on the emitter position in
the cluster and the photoelectron energy. Electrons can also be
multiply scattered from several atoms in sequence, and accurate
calculations of the resulting PD patterns require including this for

thats

O s, 944 eh

Figure 11. X-ray photoelectron diffraction at 1486.7 eV excitation from a monolayer of FeO grown on Pt(111). (a) A full-hemisphere pattern for Fe 2p
emission is shown, above the atomic geometry finally determined for this overlayer. (b) Diffraction patterns simultaneously accumulated for emission
from Pt 4f (kinetic energy1414 eV), Fe 2p (778 eV), and O 1s (944 eV). From Y.J. Kim et al., Surf. Sci. 1998, 416, 68. Reprinted with permission.
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many cases, especially if scatterers are somehow lined up between
the emitter and the detection direction, as is the case along
low-index directions in multilayer emission from a single crystal.
Various programs are now available for calculating XPD patterns,
with one web-based version being particularly accessible**! and
other programs also available.[*¢!

As one example of a PD pattern, we show in Fig.11(a) the
full-hemisphere intensity distribution for Fe 2p emission at 778 eV
(he = 0.44A) from a monolayer of FeO grown on a Pt(111)
surface.*”) At this energy, the forward-peaked nature of f5 is ob-
served to create strong peaks in intensity along the Fe—O bond
directions. The angle of these peaks can furthermore be used to
estimate the distance between the Fe and O atomsin the overlayer,
and it is found to be only about half that for similar bilayer planes
in bulk FeO, as illustrated in the bottom of Fig. 11(a). Figure 11(b)
also illustrates the element-specific structural information avail-
able from XPD. The Pt 4f XPD pattern from the same sampleisrichin
structure due to the fact that emission arises from multiple depths
into the crystal, with forward scattering producing peaks and other
diffraction features along low-index directions. The Fe 2p pattern
is here just a projection onto 2D of the 3D image in Fig. 11(a). The
O 1s pattern shows only very weak structure, as the O atoms are on
top of the overlayer, with no forward scatterers above them, and
only weaker back scattering contributing to the diffraction pattern.
Comparing the Fe and O patterns thus immediately permits con-
cluding that Fe is below O in the overlayer, rather than vice versa.

Other examples of PD in the study of clean surfaces, adsorbates,
and nanostructure growth appear elsewhere, 64448l including a
discussion of an alternative method of PD measurement in which
the geometry is held fixed and the photon energy is scanned.[64”]

Finally, we note that a PD pattern can to a first approximation
be considered a hologram,® as suggested by the notation of
reference wave and object wave in Fig. 10(a).

This has led to a number of studies in which diffraction
patterns at various angles and/or various energies have been

mathematically transformed so as to directly yield atomic positions
in space.®" More precisely, if the PD intensities /(k) are measured
over several angles and/or energies, equivalent to some volume
in k-space, and then normalized by subtracting out the smoother
unscattered intensity profile lp corresponding to the reference
wave (cf Fig. 10(b)) to yield a function x (k) = [I(k) — lo(k)1/lo(k),
then the holographic image of the atoms neighboring the emitter
U(r) can be obtained from

Up) = ‘ / / / < (Qexplik o F — ikrldPk (10)

where the exponential phase factor is that appropriate to the
phase difference between the reference wave and an object wave
scattered from point 7, and the integral is over the volume in
k-space covered by the data points.

In Fig. 12, we show a holographic image obtained using Cu 3p
photoelectron intensities above a Cu(001) surface, with the emitter
(e) as the central reference point.*? These images were actually
obtained using a differential approach in which two holograms at
slightly different energies are subtracted from one another so as
to suppress forward scattering effects, which are deleterious as far
as holography is concerned. Using this approach, it is clear that
one can image about 15 near-neighbor atoms below and to the
sides of the emitter. Other future possibilities with photoelectron
holography are discussed elsewhere."!

Valence-Level Photoemission
Band-Mapping in the Ultraviolet Photoemission Limit

At lower energies of excitation, especially below roughly 100 eV,
photoemission spectra are routinely used to map the band
structure of solids and surfaces, and this is one of the most powerful
applications of photoelectron spectroscopy. This ability is due to

Differential photoelectron holography in Cu(001)
—Cu 3p emission

[001] 7 (A) =>

Figure 12. Holographic image of the atoms neighboring a given reference Cu atom below a Cu(001) surface. The typical reference emitter atom is noted
by ‘e’, and the neighboring atoms are indicated in the inset. The data yielding this image consisted of Cu 3p spectra at 25 kinetic energies from 77 to
330 eV and over 65 directions, thus representing about 1600 data points in k-space. Based on work reported in Ref. [50].
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the fact that the excitation can be considered to be dominated by
so-called ‘direct transitions’ (DTs) in which an occupied initial one-
electron Bloch-wave state ¢(E;, k;) at energy E; and wave vector
ki can in the dipole limit only make a transition to a final state
with wave vector k; = k; + g, where g is some reciprocal lattice
vector associated with the crystal structure under investigation.
The relevant vector quantities and conservation equations are
illustrated in Fig. 13. Determing k¢ inside the surface from a
measurement of K outside the surface and then the set of g
vectors which project it back into the reduced Brillouin zone (BZ)
in which the band structure is usually described thus permits
directly measuring Epinding(ki) = E;(k;), the band structure, or if
final-state screening and many-electron excitations are taken into
account, more properly the spectral function as calculated from
some sort of many-electron theory.”) The need to accurately
define the direction of Rf, and thus also k¢ inside the surface,
leads to such measurements often being termed angle-resolved
photoemission or ARPES. If the final photoelectron state is high
enough in energy, it can be approximated as a free-electron, with
E¢(ke) ~ p?/2m. = h*k? /2m,, where m, is the electron mass. This
is just the non-relativistic kinetic energy inside the surface, which
is higher by Vj than the kinetic energy outside of the surface (cf
Figs 10 and 13). In convenient units, ke(A~") = 0.512[E¢(eV)]"/2.

To link the direct-transition picture to fundamental matrix
elements via Eqn (3), we can simply convert |¢ o ((pphome|7|<p,,/j)|2
to a transition between Bloch functions, yielding in a one-electron
picture

- - - N - 2
HEr i) o |2 @ (pnotoclEr = hv + Eike = ki + GlFlo(EK))| (1)

with obvious notationand an explicitinclusion of energy and wave-
vector conservation in the final state. Figure 13 also illustrates that,
in traveling from the interior of a solid to the surface, inelastic
attenuation can occur (just as in the three-step model of core

emission). Two additional things occur in crossing the surface: the
electron wave can be scattered from a surface reciprocal lattice
vector gy, that may be different from the bulk g vectors, and
finally, in traversing the surface potential barrier Vo, the electron
is decelerated and refracted from direction k¢ into a new direction
7(,:, which is actually what is measured. Momentum conservation
in this last step assures that the component of k parallel to the
surface is conserved, and this is very useful in studying systems
whose electronic structure can be considered to be approximately
two-dimensional and in the surface plane (as for example, surface
electronic states and the high-temperature superconductors).
Having thus introduced the basic physics of ARPES, we now
consider a couple of illustrative examples, including looking ahead
to what happens as the photon energy is gradually increased into
the keV or even multi-keV regime. In Fig. 14, we show some
recent ARPES results obtained for W(110) with an excitation
energy of 270 eV and a display-type detection system such as
that shown in Fig. 1(c).”* In Fig. 14(a), we show the one-electron
energy bands for W, plotted along the I'-to-N direction in the
reduced BZ, whose high-symmetry points are shown in Fig. 14(b).
In Fig. 14(c), we show as a color contour plot experimental data
obtained over an emission angle range that corresponds closely
to scanning the emission point roughly along I'-to-N in the BZ,
or more precisely along the violet curves shown in Fig. 14(b). Also
overlaid in Fig. 14(c) are the allowed DTs expected using a simple
free-electron model for the final state; the agreement as to the
positions and profiles of most of the experimental features, and the
close correspondence to Fig 14(a) confirms for this case the usage
of ARPES for mapping band structure. But the simple model does
not attempt to calculate the actual matrix element in Eqn (11),
so there is no information in it concerning intensities. To address
this, we show as a color contour plot in Fig. 14(d) the results of a
much more sophisticated theoretical calculation which treats the
emission processin one-step, explicitly calculating matrix elements
within a layer Korringa—Kohn-Rostoker (KKR) formalism.>3! The

Valence-band photoemission:

Angle-Resolved Photoemission (ARPES)

Er(Ky)= ke =K
Er(k)-Vo = #°KE /2my R,
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Figure 13. lllustration of the basic processes and conservation laws in angle-resolved photoemission from valence levels.
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Figure 14. Angle-resolved photoemission from W(110) with a photon energy of 260 eV. (a) The theoretical energy bands of W, plotted along the I'-to-N
direction that is very close to that sampled in the experiment. (b) The Brillouin zone of W, with the violet curve indicating the points samplejj by direct
transitions for the particular experimental geometry and angle scan involved. (c) An energy-versus-angle plot, or equivalently energy-versus-k plot, with
brighter contours representing higher intensity. Also shown are the positions allowed via direct-transition wave-vector conservation and assumed
free-electron final states. (d) Analogous color plot of more accurate one-step model calculations of this data. L. Plucinski, J. Minar and C. S. Fadley,

unpublished data.

calculations in Fig. 14(d) agree well with the experimental results
in Fig. 14(c) as to which features should be mostintense, indicating
the importance of matrix element effects in interpreting ARPES
data in the future.

As a final example of ARPES, we consider its application to
ferromagnetic Ni.®¥ The experimental results in Fig. 15(a), (c),
(d) and (e) were obtained in a similar scan of the polar angle
above an Ni(111) surface, but with a much lower excitation
energy of 21.21 eV that is in fact more typical of many ARPES
measurements, and a focus on a smaller range of energies close

to the Fermi level. In the room temperature data of Fig. 15(a),
which correspond to T/T¢ = 0.80, one clearly sees two split bands
going up to the Fermi level, with intensity in fact visible above
that level due to thermal excitation of electrons, and division
of the data by the Fermi function from statistical physics. This
splitting corresponds to a direct measurement of the expected
exchange splitting of spin-up and spin-down bands in nickel, and
is in good agreement with the results of theoretical calculations
shown in Fig. 15(b), although theory predicts a splitting about
30% too large, probably due to a lack of adequately treating
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many-electron effects in the photoemission process. In panels
(c)-(e) of Fig.15 are shown measurements for the same polar
scan, but at three temperatures spanning from well below to
significantly above T¢. Here one sees what is probably the
closing of the exchange splitting as temperature increases to
the point where long-range ferromagnetic order is lost, again a
most fundamental observation in the electronic structure of a
ferromagnet.

There are many other examples of ARPES being used to study
the fundamental properties of electronic structure, including
strongly correlated materials such as high T¢* and colossal
magnetoresistive oxides,'*® surface states,””) and quantum well
states in nanoscale layers.’8! A powerful aspect of many of these
studies that we have not focussed on here is looking only at
the electrons near the Fermi level, with these being key to
transport in some of the cited examples. Such Fermi surface
mapping is thus another significant aspect of current ARPES
studies.

ARPES of
Ni(111)
hv=21.2 eV

0

20 40 a0
Polar Angle 0 (degrees)

Densities of States in the X-Ray Photoemission Limit

As energy is increased in valence-level photoemission, several
factorsactto smearouttheregionin k-space thatis sampled, finally
leading to a measurement that in first approximation measures
the total density of electronic states at a given binding energy, as
summed over all k values and modulated by appropriate matrix
elements:

e Asthe magnitude of kf increases, the finite angular resolution
of the electron spectrometer implies that the definition of
points in the BZ is smeared out, as illustrated in Fig. 16(a) for
photoelectron excitation from W along the [010] direction with
a typical XPS energy of 1254 eV, and in Fig. 16(b) for excitation
at 10 000 eV. With the moderately high angular resolution of
+1.5” shown in (a), it is clear via the shaded disk that the set
of k; values involved is significantly broadened with respect to
the size of the BZ. However, by now, 2D imaging spectrometers
such as that shown in Fig. 1(c) have increased the resolution
to ~0.1°, so this may not be the most serious factor, at least

- _..i'—'i-
E88.80

Electron Binding Energy (meV)

—

[=]

BB 2

g 8

Electron Binding Energy (meV)
g g g
Liisalennalanaulyvislannalvenibisaalaanalosiohasanlsie

\

Electron Binding Energy (meV)
E8888888 . 882 88

Electron Binding Energy (meWV)

Li] 20

Polar Angle B, {degroes)

‘, |||
a0

0 20 40 680
Polar Angle 8, (degrees)

40

Figure 15. Angle-resolved photoemission from ferromagnetic Ni(111) with a photon energy of 21.2 eV. (a) Experimental data at room temperature and
thus below the Curie temperature: the splitting of the bands due to the exchange interaction is seen. (b) Theoretical layer-KKR calculation of the bands
involved in (a). (c) The temperature dependence of the spin-split bands, in going from below to above the Curie temperature. From Kreutz etal.,
Reprinted with permission.
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Figure 16. lllustration of k conservation in valence photoemission from W at two different photon energies: (a) 1253.6 eV, a typical soft X-ray energy also
available with laboratory sources, and (b) 10,000 eV, a hard X-ray energy that is of interest for the future.
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Figure 17. Valence photoelectron spectra from the noble metals Ag and Au in the XPS or density of states limit. In (a) and (b), Au spectra with 1.5 and
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(), the same comparison is made for 1.5 keV excitation of Ag. Experimental data in (a) and (b) from K. Siegbahn and Y. Takata, theory in (b) from Z. Yin
and W. E. Pickett. (c) is reprinted from A. Barrie and N. E. Christensen, Phys. Rev. B 1976, 14, 244, with permission.
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for energies up to 1 keV or so. Nonetheless, Fig. 16(b) makes it
clear that angular resolution must be increased significantly if
the excitation energy goes up into the 10-keV regime, for which
an angular resolution of 0.5° yields about the same fractional
broadening in the BZ as 1.5° does for 1.2 keV excitation.

e Also as the magnitude of k¢ increases, the effects of phonon
creation and annihilation in the photoemission process must
be considered. As an alternate view of this, the DTs in
photoemission can be considered heuristically as a type of
Bragg reflection, with g = kr — k; providing the additional
momentum to the photoelectron. Thus, by analogy with
normal diffraction in crystals, one might expect to suppress
the intensity in the DT features due to atomic vibrations
that reduce the degree of translation symmetry of the
crystal according to a Debye-Waller factor, which can be
written as: W(T) & exp[—g? <u2(T)>], with <u2(T)> the mean-
squared vibrational displacement at temperature T. This factor
effectively allows for the transfer of momentum to phonons,
further smearing the specification of k; in the BZ (cf Fig.13).
Qualitatively, one expects the Debye-Waller factor to represent
the fraction of intensity in DT features that is not influenced by
phonons. Calculations of this for various elements indicate that
such effects often will give rise to essentially full BZ averaging
at excitation energies in the 1-2 keV regime that are typical of
classical XPS measurements.>”!

e A final effect at higher excitation energies has to do not
with smearing of the k; definition in the BZ, but with a
shift of position due to the photon momentum or wave
vector, as given by kp, = 2mv/c. In convenient units, this
is kp, (in Angstroms™') = 0.000507(Photon energy in eV). The
need to consider this in fact involves a breakdown of the dipole
approximation for the interaction of the radiation with the
system. Thus, the overall wave-vector conservation equation
is as given in Fig. 13 or 16(a), with the magnitude of kp, being
explicitly shown for excitation at both 1254 and 10 000 eV.
It is clear that such effects need to be allowed for at such
high excitation energies, as first pointed out some time ago.””
However, they are usually neglected at energies less than about
100 eV, for which kp, < 0.05 A",

Taking the first two of these effects into account, one expects
higher-energy valence spectra to reflect the total density of states
(DOSs) of the material, modulated by whatever matrix elements
are appropriate to the different types of states involved, as e.g. nd
versus (n 4+ 1)s and (n + 1)p states in transition metals, withn = 3,
4, or 5. This is often termed the ‘XPS limit".

To illustrate this XPS limit, we show in Fig. 17(a) and (c) the
valence spectra for Aul®® and Agl®" excited by 1.5 keV photons,
as compared with broadened theoretical densities of states. For
these metals at room temperature, the Debye-Waller factors with
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Figure 18. Temperature-dependent angle-resolved photoemission data from W(110) at an excitation energy of 860 eV. (a)-(d) Energy-versus-angle
(energy-versus-k) plots at four temperatures, with phonon-induced smearing of features evident as T is raised. From left to right in each, the Nto I" line in

the Brillouin zone is approximately sampled. (e) Energy distribution curves (EDCs) integrated over a narrow angle (or };) range for all four temperatures,
with the curve at highest temperature also compared to a suitably broadened W density of states. (f) Momentum distributions curves (MDCs) integrated

over a narrow binding energy range near 2 eV for all four temperatures. (g) The approximate region in 7(; sampled by this data. From L. Plucinski et al.,

Phys. Rev. B 2008, 78, 035108. Reprinted with permission.
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this excitation energy are very small, at about 0.04, so one expects
rather full BZ averaging, especially in view of the rather large
angular acceptances of the spectrometers involved. That this is
indeed the case is evident from the very good agreement between
the spectra and the broadened densities of states. Figure 17(b)
further shows what occurs when the photon energy is increased
to 5.5 keV,!? for which the energy resolution is in fact better than
for the 1.5 keV data, at about 80 meV; the Debye-Waller factor is
only about 6 x 107%; and the fine structure is again found to agree
rather well with a suitably broadened DOSs from theory based
on the local-density approximation (LDA).%3! Note, however, that
it is necessary to shift the theoretical DOSs by about 0.6 eV to
higher binding energy to best match the position of the dominant
5d-band DOSs features. This kind of discrepancy is well known
in such comparisons of experiment with LDA theory, and is due
to the fact that the different states in Au (more localized Au 5d
versus more delocalized and free-electron-like Au 6s,6p) exhibit
different screening/self-energy corrections due to many-electron
interactions. Also, comparing Fig. 17(a) and (b), we note the same
sorts of minor discrepancies between theory and experiment in
the dominant Au 5d region, which may have to do with matrix-
element effects that are not included when simply comparing
experiment to the DOSs.

Thus, even though there isinherently more information content
in an ARPES spectrum for which BZ selectivity is involved, spectra
in the XPS limit still provide important clues as to the electronic
structure of any material, and if they are measured at higher
excitation energies, they also more closely express bulk, rather
than surface, electronic properties.

As a last topic in this section, we consider an intermediate case
for which both BZ selectivity and phonon smearing are involved.
We show in Fig. 18(a)-(d) a set of angle-resolved data from W(110)
obtained with an intermediate energy of 870eV, and at four
different temperatures, which permits assessing the influence of
phonons in a more quantitative way.’3 The four experimental
panels clearly show band-mapping features, and in fact are also
along the I'-to-N direction sampled at lower energy in Fig. 14, but

running in the opposite direction. Note the similar positions and
shapes of features between the two figures. However, it is also
clear that raising the temperature stepwise from 300 to 780 K, or
from 0.75 times the Debye temperature that is characteristic of
the W phonon spectrum to 1.95 times that temperature involves
a smearing of those features and a significant gain of intensity
in other parts of the angle-resolved data. In Fig. 18(e) we show
EDCs at different temperatures as derived by integrating intensity
over a small band in K¢ for emission from near a high-symmetry
point in the BZ, and in Fig. 18(f) momentum distribution curves
(MDCs) derived by integrating over a small band in energy at
about 2 eV binding energy. A broadened DOS is also shown in
Fig. 18(e) for comparison. Not surprisingly both EDCs and MDCs
show a loss of fine structure as temperature is raised, with the
highest temperature data beginning to converge to the W DOS,
but clearly not reaching it, especially for the MDCs, which would
be flat lines in this limit. Thus, the DOS limit is not quite reached
by 780K for this case, consistent at least qualitatively with the
Debye-Waller factor of 0.41; that is, roughly 40% of the intensity
is still estimated to be via DTs. Not shown here are the results
of one-step KKR calculations for comparison to this data, which
agree very well with the positions and intensities of all features
seen in experiment, but do not at their present level of describing
phonon effects correctly predict the smearing of features at higher
temperatures.>3!

Looking ahead, we note that the results of Fig. 18 suggest it
should be possible to carry out more bulk-sensitive electronic
structure studies at higher photon energies than have been
typically employed in the past. However, a note of caution is
in order, as W is one of the most cooperative materials in this
respect,® and it will in general require some combination
of high angular resolution, not-too-high photon energy, and
cryogenic cooling to achieve this for other materials, as discussed
recently.l3!

Variable takeoff-angle Si 1s photoelectron spectra

from NiGe(12-nm)/SiO,(12-nm)/Si(100)
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Figure 19. Application of hard X-ray photoemission to a multilayer nanolayer structure combining an Si semiconductor substrate, an insulating SiO,
layer, and a magnetic NiGe overlayer. Si 1s spectra have been obtained with 7.9 keV photons, and a variation of electron takeoff angle. Chemically-shifted
Si and oxidized Si peaks are easily resolvable, and their relative intensities change markedly as the degree of surface sensitivity is enhanced at lower
takeoff angles (cf Fig. 3(a)). From T. Hattori et al., Int. J. High Speed Electron. Syst. 2006, 16, 353. Reprinted with permission.
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Some New Directions

Photoemission with Hard X-Rays

Within the last few vyears, interest has arisen in carrying
out core and valence photoemission with excitation energies
significantly above those of up to about 2 keV used to date.
Such measurements have been carried out in the 3-15keV
regime, and a small number of groups in Europe and Japan
have succeeded in designing beamline-end station combinations
that permit carrying out such experiments with acceptable
intensity/resolution combinations.['®17]

The principal reason for this emerging interest lies in the
extrapolation of curves such as those in Fig. 3 to higher energies,
which we have noted involves inelastic A, values of 50-200 A.
Thus, photoemission becomes a much more bulklike probe,
and one that can look more deeply into multilayer or complex
nanostructures. Two international workshops have so far explored
this topic and its future.l'617!

As one example of what has been termed hard XPS (HAXPES
or HXPS), we show in Fig. 19 some Si 1s spectra excited from a
multilayer structure of 120 A of NiGe on top of 120 Aof SiO, on
top of a deep Si substrate by 7.9 keV photons.[®*! The resulting
kinetic energies of about 6.1 keV permit seeing both types of Si
atoms, with the 1s spectra showing a chemical shift associated
with elemental Si in the substrate and oxidized Si in the overlayer.
Furthermore, varying the takeoff angle from near normal to more
grazing so as to enhance surface sensitivity is found to dramatically
change the intensity ratio of element to oxide. These data thus
illustrate the power of HXPS, or more particularly angle-resolved
HXPS (ARHXPS), to look into multilayer device structures or other
structures of relevance to technology or environmental science.
Beyond being able to probe more deeply below the surface,
ARHXPS has additional advantages as compared to standard
ARXPS;inanalyzing data, itis possible to much more nearly neglect
effects due to elastic scattering (which is much more forward
peaked), refraction due to the inner potential (which becomes

much smaller compared to the electron kinetic energy), and
surface inelastic scattering (which becomes negligibly small).[6>66]

As another example of what has been seen in HXPS, we show
in Fig. 20 temperature-dependent Mn 2p spectra from the same
type of colossal magnetoresistive oxide sample involved in Fig. 5.
Here, data in Fig.20(a) with an excitation energy of 1090 eV,
corresponding to kinetic energies of ~450eV, and an inelastic
attenuation length of ~10 A ['%67.68] 3re compared with data in
Fig. 20(b) obtained at 7700 eV, corresponding to kinetic energies
of ~7050 eV, and an inelastic attenuation length of ~85 A [>69
Thus, the latter is a much truer sampling of bulk properties.
Although the general shape of the doublet is the same at the
two energies, there are two significant differences. First and most
obvious in the hard X-ray spectrum is a small, but very sharp,
satellite that appears below T¢ (which is 370 K for this material) on
the low binding energy side of the 2ps3, peak, but which is absent
in the lower-energy more-surface-sensitive spectrum. There is also
an indication of the same satellite, although less well resolved, on
the 2p; > peak, as indicated by the arrow. This type of satellite has
been observed in HXPS from other manganite samples, and it has
been interpreted as a screening satellite associated with highly
delocalized electrons,7%-721 with the implication that it requires
the extended volume of a more bulk-sensitive measurement to see
it. This satellite is also observed to slowly disappear as temperature
is raised, which implies a connection with either magnetic order
or a lattice that is free of the kind of Jahn-Teller distortion above
Tc that is thought to produce the effects seen in Fig.5.54 A
second difference between the hard X-ray and soft X-ray spectra
is that a chemical shift with soft X-ray excitation of both Mn 2p
components to higher binding energy by about 0.7 eV on lowering
the temperature to about 150 K that has been linked to the O-
to-Mn charge transferl®”68! discussed in connection with Fig. 5 is
difficult to discern with hard X-ray excitation. This suggests that
the effects seen in Fig. 5 are more localized near the surface.

One factor that will however limit the energy resolution
achievable with HXPS, particularly for lighter atoms and/or solids
with lower Debye temperatures, is the recoil energy involved in

Satellite structure in HXPS core-level spectra of
strongly correlated materials: Mn 2p of La, ,Sr, ;MnO,
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Figure 20. Temperature-dependence of Mn 2p spectra from a freshly fractured surface of Lag 7Srg3MnOs, of the type studied in Fig. 5. (a) With soft X-ray
excitation at 1090 eV, a chemical shift to lower binding energy is seen on going above the Curie temperature. (b) With hard X-ray excitation at 7.7 keV,
this shift is not evident, and a sharp low-binding-energy satellite is observed for a temperature below T¢. From F. Offi et al., Phys. Rev. B 2008, 77, 174422.
Reprinted with permission.
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Probing Buried Interfaces:

The Standing Wave-Wedge
(“Swedge”') Method
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Figure 21. Schematic illustration of the simultaneous use of an X-ray standing wave created by reflection from a multilayer mirror plus a wedge-profile
overlayer sample to selectively study buried interfaces and layers - the * swedge’ method. In the example here, a strong standing wave (SW) is created
by first-order Bragg reflection from a multilayer made of repeated B,C/W bilayers, and a Cr wedge underneath an Fe overlayer permits scanning the SW
through the Fe/Cr interface by scanning the sample along the x direction. The two relevant equations for predicting the period of the standing wave
along the z direction are also given.
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Figure 22. (a) The two types of scans possible in the swedge method: (i) Scanning along x or wedge thickness with 6;, fixed at the Bragg angle to yield a
direct scan of the standing wave through the layers above the wedge, and (ii) scanning the incidence angle over the Bragg angle with x (or Cr thickness)
fixed to yield a rocking curve. (b), (c) Experimental and calculated Cr3p/Fe3p ratios for these two types of scans. The best-fit theory curves are for the
parameters shown at the left of Fig. 24(a). (b) and (c) reprinted with permission from S.-H. Yang et al., J. Phys.: Condens. Matter 2002, 14, L406.

conserving both energy and momentum during photoelectron
emission.[’374 The recoil energy will be given approximately by

22

Eyin(eV
Erecoll & 2—/\/; ~ 5.5 x 10-4 Ekn@V)

M(amu) (12

where Mis the emitter mass. Recoil has been shown experimentally
to contribute to energy shifts and broadenings in both core
and valence level spectra.’>74 As representative numbers at the
extreme excitation energy of 10 keV, the recoil energy will be
6.0 eV for H, 0.5 eV for C, 0.1 eV for Ni, and 0.03 eV for Au.

A number of other papers on HXPS have by now appeared, and
are presented in overview elsewhere,['%'7] but even at this early
stage, it seems clear that such experiments have the potential
to answer some key questions concerning the structure and
composition of multilayer nanostructures, as well as the true
bulk electronic structure of complex materials. As applied to
valence spectra, it is likely that most HXPS spectra at moderate
or higher temperatures will reflect the DOSs in the XPS limit,
but with a spectrometer of high angular resolution (e.g. well
below 0.1°), at lower excitation energies in the few-keV range
and/or with cryogenic cooling, as well as with adequate correction

www.interscience.wiley.com/journal/sia

Copyright (©) 2008 John Wiley & Sons, Ltd.

Surf. Interface Anal. 2008, 40, 1579-1605



Atomic-level characterization of materials with photoemission

and

S
|
A

for photon momentum, it should be possible to do more bulk-
sensitive band mapping for some materials,>3 even if not at the
ultrahigh energy and angular resolutions available with much
lower photon energies.

Photoemission with Standing-Wave Excitation

We have noted previously two ways to vary the surface sensitivity
in photoemission: changing the photon energy so as to move
along curves of the type in Fig. 3 and varying the takeoff angle,
as indicated e.g. in Fig. 19. Both of these involve electron escape
processes, so one can also ask if it is not possible to somehow tailor
the photon wave field so as to provide a complementary avenue
for varying surface sensitivity. Creating an X-ray standing wave is
one method for doing this, and it has been found possible via this
approach to selectively look at buried layers and interfaces,3'7!
as well as element-resolved densities of states,”® in this way.

In Fig. 21, we illustrate one approach for using soft X-ray (or in
the future also hard X-ray) standing waves to carry out more precise
depth-resolved photoemission from multilayer nanostructures.3"
This approach combines a standing wave created by first-order
Bragg reflection from a multilayer mirror of period dy; with a
sample that is grown on top of the multilayer, including a base
layer of wedge profile. It is a simple matter to show that the profile
of the first-order standing wave-modulated intensity, as given by
Inv(X, Y, 2) |E'(x,y,z)|2, where E is the electric field vector, will

have a sinusoisal form with a period equal to the repeat distance
of the diffracting planes or dy;. If the standing wave is created
by a typically well-focussed synchrotron radiation beam, then its
dimensions will be much smaller than a typical sample, asindicated
in the figure. Since the standing wave only exists in the region
where the beam hits the sample surface, and its phase is locked
tightly to the multilayer mirror, scanning the sample in the photon
beam along the x direction in Fig. 21 effectively translates the
standing wave along the vertical z direction through the sample.
In the example shown, the standing wave would in particular scan
through the Fe/Cr interface of interest, at some x positions being
more sensitive to the Fe side and at some other positions being
more sensitive to the Cr side. This standing wave/wedge approach
has been termed the ‘swedge’ method'.l”7.78!

Some results obtained with this method for the Fe/Cr interface
are summarized in Figs 22-24. In Fig. 22(a), the two basic types of
measurement possible are indicated: (i) a scan of sample position
along x with the incidence angle fixed at or near the Bragg angle,
as discussed previously; and (ii) a scan of incidence angle through
the Bragg angle at fixed x, or equivalently fixed Cr thickness, which
can be referred to by the usual term ‘rocking curve’. The results
of both types of scans on the Cr3p/Fe3p ratio are presented in
Fig. 22(b) and (c). The roughly sinusoidal oscillations in this ratio in
Fig. 22(b) clearly reflect the passage of the standing wave through
the interface. Figure 22(c) shows the more complex forms that
are characteristic of rocking curves, with dramatic changes in the

Fe and Cr 2p magnetic circular dichroism--probe of y-axis magnetization
Fe and Cr 2p MCD data from Fe/Cr wedge/multilayer
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Figure 23. Experimental MCD data for Fe 2p and Cr 2p emission from the sample of Fig. 21, at two positions of the standing wave: emphasizing the
interface (position B) and deemphasizing the interface (position C). From S.-H. Yang etal., J. Phys.: Condens. Matter 2002, 14, L406. Reprinted with

permission.
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ratio in this data also. Self-consistently analyzing these data with
X-ray optical calculations of standing-wave photoemission’? and
only two variable parameters (the depth of onset of the change
in the Fe composition and the width of a linear gradient as the
interface changes from pure Fe to pure Cr) yields the excellent
fits shown to both types of data, and the parameters given at
the left of Fig. 24(a). In Fig. 23 are shown MCD data for both Fe
2p and Cr 2p emission, which have also been measured as the
sample is scanned in the beam, with the variation as x or Cr
thickness is varied being represented by the curves in Fig. 24(b).
The relative signs of the MCD in Fig. 23 can be directly compared
to those in Fig.9(b), and also immediately imply that a small
amount of Cr is oppositely magnetized compared to Fe, and that
this must be induced by the ferromagnetic Fe layer, since Cr is
normally antiferromagnetic. Further analyzing this data via X-ray
optical calculations with only two parameters for Fe 2p and 3p
MCD and two parameters for Cr 2p and 3p MCD yields the atom-
specific magnetization profiles shown at right in Fig. 24(a). Thus, in
this first published example, the swedge method permitted non-
destructively determining the concentration profile through an
interface, as well as the atom-specific magnetization contributions
through it.

In more recent work, the swedge approach has also been used
successfully to determine layer-specific densities of states that
can be linked to changes in magnetoresistance as a function of

nanolayer thicknesses.’>! Several other possible applications of
it have also been suggested,!'®3"7778] including going to harder
X-ray excitation, for which reflectivities and thus standing wave
strengths can be much higher.

Photoemission with Space and Time Resolution and at Higher
Pressures

As Fig. 1(f) indicates, other dimensions of photoemission involve
adding spatial resolution in the lateral dimensions x and y, with
one method for achieving additional resolution in the vertical z
dimension already being discussed in the last section. In other
papers in the ALCO7 Conference, e.g. by Bauer, Koshikawa,
Pavlovska, Quitmann and Schneider, the use of various techniques
to add such lateral dimensions has been discussed in detail, and
various aspects of such ‘spectromicroscopy’ methods are reviewed
in detail elsewhere.®®! Thus, we will here only specifically consider
one future direction involving focussing the radiation to a small
spot so as to do what has been termed ‘nano-ARPES’.[8%!

In Fig. 25(a), the basic idea of the experiment is presented.®% A
zone-plate lens is used to focus a soft X-ray synchrotron radiation
beam down to a spot of the order of 100 nm. A spectrometer like
that shown in Fig. 1 is then used to measure spectra from various
regions of the sample by raster-scanning the sample in front of
the beam in x and y. Both core and valence level spectra can be
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Figure 24. (a) The concentration and atom-specific magnetization profiles through the Fe/Cr interface, as derived by fitting X-ray optical calculations of
photoemission’? to the data of Figs 22 and 23. (b) The variation of Fe 2p and 3p MCD, and Cr 2p and 3p MCD, as about two cycles of the standing wave
are scanned through the interface. From S.-H. Yang et al., J. Phys.: Condens. Matter 2002, 14, L406. Reprinted with permission.
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accumulated in this way. Figure 25(b) shows a micrograph from
a cleaved sample of highly-oriented pyrolytic graphite (HOPG) in
which the intensity in VB spectra has been used as a contrast
mechanism. Looking in more detail at the ARPES spectrum from
a specific 300 nm region reveals the band structure of the HOPG
in that region. It is furthermore observed that the contrast comes
about due to a slight tilting of different polycrystalline domains,
with the brighter (yellow) regions corresponding to the so-called
7-band of graphite being oriented toward the detector. Thus,
one can look forward to taking advantage of much of what
was discussed above with lateral spatial resolutions that should
eventually reach 20 nm or better. In addition, spectromicroscopes
making use of sophisticated electron optical elements promise to
permit photoemission measurements below 10 nm, and perhaps
at a few nm,!882 although probably not with the energy and
angular resolution of the scheme in Fig. 25.

Time resolution in photoemission, e.g. in pump-probe experi-
ments, that is by now down into the sub-nanosecond regime,
and promises to go down into the femtosecond regime, is also
considered in other presentations at the ALCO7 Symposium and
elsewhere.”'83 |n some cases, these measurements have even
combined lateral resolution with time and spin resolution,®3 thus
adding another key dimension for magnetic studies. Carrying
out such spectromicroscopy measurements with standing-wave
excitation, as demonstrated for the first time in a couple of first
experiments®*85 would add the final zdimension, thus permitting
whatmight be considered a‘complete’ photoemission experiment
in the sense of all of the variables indicated in Fig. 1. These are
clearly most promising areas for future development.

As another aspect of time-resolved photoemission, but one that
often involves much longer timescales, we consider the monitoring
of surface chemical reactions in realtime. As an early example of
this type of measurement, Fig. 4(g) shows the time evolution of

Focusing optics

(a)

3-Dimensional Valence Band
detacted from ~100 nm-scale area

(b) HOPG Graphite

Imaged with Valence Band Contrast

the different types of W atoms on a W(110) surface that has
been exposed to an oxygen pressure of 3.0 x 10~ torr at room
temperature, with the spectra in Fig.4(a)-(e) being snapshots
along the way.l'? As noted earlier, the inherent narrowness of
the W 4f levels, combined with high experimental resolution,
permits resolving in these spectra six distinct types of W atoms:
those at the clean surface, those in the ‘bulk’ = layers below
the surface, two structurally inequivalent types bonded to one
adsorbed oxygen atom, and those bonded to two or three
oxygen atoms, with the different atomic geometries shown in
Fig. 4(f). Being able to measure the time evolution of each of
these features as shown in Fig. 4(g) has permitted analyzing the
chemical kinetics of the process, which here takes place on the
scale of minutes.[”!

Work in other laboratories has extended this type of re-
action kinetics study to faster timescales and more complex
chemical reactions,’®87) as well as to higher effective ambi-
ent pressures,['389 thus permitting studies of such systems as
aqueous solutions!®® and catalytic reactions®” and representing
yet another exciting area for future studies with photoemis-
sion.

As one technologically relevant example of these types of
time-resolved reaction studies, Fig. 26(a) shows a high-resolution
spectrum of an oxidized Si(001) surface, with clear resolution of
at least five distinct chemical states from the element to that of
SiO,. Such spectra have been used in the same way as those
in Fig.4 to study the kinetics of oxidation of Si at pressures of
about 107 torr, with resolution in time of all of the oxidation
states.[’%°! As a more recent development, Fig.26(b) shows a
high-pressure XPS system in which the sample is separated from
the exciting synchrotron radiation beam by a thin Al (or SiN)
window and from the analysis section of the electron spectrometer
by an electron lens with two stages of differential pumping.['3!
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Figure 25. Some first experimental results for spatially-resolved angle-resolved photoemission. (a) The basic experimental geometry, with a zone-plate
used to focus the radiation into a small spot. (b) An image obtained by scanning the sample in front of the spot in x and y, with contrast provided by the
intensity of the valence-band spectra. (c) Angle-resolved photoemission results obtained from a 300 nm region indicated in (b). With permission from E.
Rotenberg and A. Bostwick, private communication, 2005.
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This configuration permits having the sample region at up to
5-10torr in pressure during measurements. In this way, surface
reactions can be studied at pressures that in some cases are much
closer to the actual conditions of industrial processes or systems
of relevance to environmental science, thus bridging what has
been called the ‘pressure gap’ between ultrahigh vacuum surface
science research and real-world reaction conditions, and leading
to the term ‘ambient pressure XPS (APXPS).88921 As an example
of the use of such a system, Fig.26(c) shows several spectra
from a very recent Si oxidation study at 450 C and 1 torr which
is of direct relevance to the processing conditions used in the
semiconductor industry.®? Spectra here were recorded every 8 s,
compared to every 15s in Fig. 4, but they are shown here only
about every minute. The SiO, thickness range covered is 0-25 A.
More detailed analysis of this data as shown in Fig. 27 indicates
a clear division of the reaction rates into an initial rapid regime
and a much slower quasi-saturated regime, with a break point
between them that occurs when the SiO, is about 5-15 A thick.
Current models for the reaction kinetics of this process do not
describe this regime of thicknesses that is now crucially important
in devices.?

Looking ahead concerning ambient pressure XPS, we expect
that much shorter timescales in the millesecond range and
significantly better energy resolutions than those in Fig. 26(c)
should be possible with brighter radiation sources, higher
throughput spectrometers, and more efficient multichannel
detectors that are under development.[®3!

Concluding Remarks

The photoelectric effect has indeed come a long way
since Einstein, and in its present form, photoelectron spec-
troscopy/photoemission represents an incredibly diverse range
of measurements that can tell us which atoms are present and in
what numbers, in what chemical and magnetic states the atoms
exist, how the atoms are arranged in space with respect to one
another, the detailed picture of how these atoms are bound to
one another, and finally how all this varies in space and time,
and with ambient gas pressure. It is also clear that present in-
strumentation developments, for example, of new spectrometers
and detectors, as well as brighter photon sources providing also
better time resolution, will lead to other exciting new directions
and capabilities that even Einstein might not have dreamed of.
Finally, butimportantly, advances in many-electron theory that we
have not discussed in detail here should allow us to interpret these
multidimensional data sets in a much more quantitative way.

Acknowledgements

This work was supported by the Director, Office of Science, Office
of Basic Energy Sciences, Materials Sciences and Engineering
Division, of the US Department of Energy under Contract No. DE-
AC02-05CH11231, by the Alexander von Humboldt Foundation
and Helmholtz Association through a Helmholtz-Humboldt Award
for the author, and by the Jilich Research Center. The author is
very grateful to Claus Schneider of the Jilich Research Center and
Wilfried Wurth of the University of Hamburg for acting as hosts

Bridging the Pressure Gap: Chemical-State- and

Time- Resolved Oxidation of Si at Multi-Torr Pressures

(

Tos=600 %
[Po2=5.0 x 10 Torr |

Si(100)
Si 2p PS

si*

Intensity (AU) &

6 4 2

Relative Binding Energy (eV)
Pup to
~10 torr

Experimental

cell supplied by
gas lines

Si 2p Intensity (Arb. Unit)

—1.05 Si(001) Si
—10 Oxidation

—3.15 = 450°

—

104 102 100 98 96
Binding Energy (eV)
Energy |P =107 torr
X-rays incident at Analysis | or better

15" througha hy
100 nm Al Drﬂ‘ereptml Analyzer lens
window pumping pumped -
independently
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In this overview, I will briefly explore some of the basic concepts and observable effects in X-ray photo-
electron spectroscopy, including references to some key first publications, as well as other papers in this
issue that explore many of them in more detail. [ will then turn to some examples of several present and
promising future applications of this diverse technique. Some of the future areas explored will be the use
chemical shifts, multiplet splittings, and hard X-ray excitation in the study of strongly correlated mate-
rials; photoelectron diffraction and holography for atomic structure determinations; standing wave and
hard X-ray excited photoemission for probing buried interfaces and more bulk-like properties of complex
materials; valence-band mapping with soft and hard X-ray excitation; and time-resolved measurements
with the sample at high ambient pressures in the multi-torr regime.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

X-ray photoelectron spectroscopy (XPS or ESCA) of course owes
its quantification to Einstein’s explanation of the photoelectric
effect in 1905 [1], and the technique in fact has a long history that
can be traced to contemporary measurements in which either X-
rays or gamma rays were used to excite photoelectrons from solids
[2]. In the period since the late 1950s, the photoelectric effect has
been developed into one of our most powerful tools for studying the
composition and electronic structure of matter, with Kai Siegbahn
receiving the Nobel Prize in 1981 for the development of high-
resolution XPS. His group’s early pioneering work is documented
in the two well-known ESCA books [3,4], with many other reviews
and overviews appearing later [e.g. [5-8]. There has been much
progress in the intervening decades, and new modes of measure-
ment and more precise theoretical interpretation methodologies
continue to be developed, with many of these being discussed in
the other articles in this issue.

In this article, [ will make brief reference to the history of vari-
ous measurement modes and effects, but focus primarily on some
of the most recent developments, pointing to more detailed dis-
cussions elsewhere as appropriate, and attempting in some cases
to speculate on future interesting directions that have yet to be
exploited. I will also focus on measurements of condensed matter
phases (solids, surfaces, interfaces, and to some degree liquids [9]),

* Correspondence address: Department of Physics, University of California, Davis,
CA 95616, USA. Tel.: +1 530 752 8788; fax: +1 530 752 4717.
E-mail address: fadley@physics.ucdavis.edu.

0368-2048/$ - see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.elspec.2010.01.006

the most interesting domain for basic and applied scientists using
XPS. As a convenient operational definition of XPS, I will consider
excitation energies above a few hundred eV and going into the hard
X-ray regime up to 15 keV. Thus, both core levels and valence levels
are readily observable in spectra. The topics considered will reflect
to a certain degree my own personal biases, but, together with the
other articles in this issue, I believe the reader will have access to
a very thorough overview of the current status of XPS, as well as of
some of the most exciting directions for its future.

2. Some basic considerations:

Fig. 1 illustrates in a schematic way some of the most important
aspects of the XPS experiment, including some new directions of
development. These will be discussed in subsequent paragraphs.

As an additional important starting point for quantification, the
fundamental energy conservation equation in photoemission is the
following [5-8]:
hv = E";&%#? + E/kinetic + Vcharge + Vbias

= Eﬁ%g + @spectrometer + Exinetic + Vcharge + Vbias (1)
in which his Planck’s constant; v is the photon frequency; El‘)’i‘;fd“ig? is
the binding energy of a given electron relative to the vacuum level
of the sample; E}; . is the kinetic energy of the emitted electron
justasitleaves the sample; Ejineic is the kinetic energy as measured
finally in the spectrometer, which may be different from Ej; ... by a
small contact potential difference if the sample is a solid; E’b‘"fr%;g is
the binding energy relative to the Fermi level or electron chemical
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Fig. 1. lllustration of a typical experimental configuration for X-ray photoelectron spectroscopy experiments, together with the various types of measurements possible,
including (a) simple spectra or energy distribution curves, (b) core-level photoelectron diffraction, (c) valence-band mapping or binding energy vs k plots, (d) spin-resolved
spectra, (e) exciting with incident X-rays such that there is total reflection and/or a standing wave in the sample, (f) using much higher photon energies than have been typical
in the past, (g) taking advantage of space and/or time resolution, and (h) surrounding the sample with high ambient sample pressures of several torr (with acknowledgement

to Y. Takata for part of this figure).

potential; @spectrometer is the work function of the spectrometer used
to measure kinetic energy, Veparge is @ possible charging potential
on the sample that may build up if the emitted photoelectron and
secondary electron current is not fully compensated by flow from
the sample ground, and V4 is a time-dependent bias potential that
may be placed between the sample and the spectrometer, here with
sign such that a positive bias acts to slow the photoelectrons. The
effects of charging are discussed elsewhere in this issue by Cazaux.
In very precise measurements, and/or as the excitation energy is
increased into the multi-keV regime, both kinetic energies will be
reduced by a recoil energy E,.,; imparted to the sample due to
momentum conservation [4], with this often being negligible in
typical XPS applications, but affecting both core and valence-band
emission significantly as excitation energies are increased into the
multi-keV regime [10]. E ¢, can be estimated from:

h*k2 :
Erecoil = Tﬂ/; ~55x 107 [%} )

where T has the usual meaning, k; is the final photoelectron wave
vector, and M is the effective mass of the atom(s) involved.

If one measures the electron kinetic energy, and perhaps also
knows the spectrometer work function, it is thus possible to mea-
sure the binding energies of various inner (or core) electrons, as
well as those of the outer (or valence) electrons that are involved
in chemical bonding. Such measurements have been found to reveal
a broad array of phenomena that can be used to characterize
a given material, in particular the near-surface regions of solids
from which most photoelectrons are emitted. Adding a bias poten-
tial, including one with time dependence V), (t), has also been
found useful for determining the conductivity and dielectric prop-
erties of the sample, as discussed elsewhere in this issue by Siizer
etal

Many papers to date have explored the effects of charging in
XPS and in fact a dedicated issue of this journal has recently been
devoted to this [11]. Beyond this, a few papers have considered
more quantitatively the space charge and image potential effects
near surfaces on binding energies and peak widths [12-14], which

emerge as a serious consideration as to the realm of applicability
of future ultrahigh-brightness sources such as free-electron lasers
in photoemission. These papers have demonstrated the general
systematics of these effects [12,13], including detailed theoreti-
cal modelling [14]. As one example of the limitations uncovered
in this work [14], it is concluded that, if the optimum case of metal
core levels are to be studied with less than 50 meV resolution, the
number of low-energy “cloud” electrons emitted per ultrashort
excitation pulse (with the pulse assumed to be shorter than the time
for the cloud electrons to significantly disperse and/or be neutral-
ized) must be less than 10,000 e~ /mm spot diameter. Assuming that
the low-energy cloud electrons are the dominant source of current,
the number per pulse can be estimated simply by dividing the total
sample current by the number of pulses per second. The criterion
stated above thus implies that an increased number of photons per
pulse and/or a highly focussed beam will exaggerate the energy
broadening problem. Possible ways to get around this limitation
so as to carry out XPS with these high-brightness sources are to
increase the repetition rate of the pulses, from the ca. 5Hz of the
FLASH FEL source in Hamburg today [15] into the MHz regime, with
the photons per pulse then decreasing by possibly ca. 10~> for the
same time-integrated number of photons. Defocussing the beam
so as to spread the photons over a wider area would also help. By
working with higher harmonics that have significantly lower pho-
tons per pulse, such effects can be reduced, while also having the
advantage of moving up into the soft X-ray regime for a vuv-regime
FEL. And of course, making use of a spectrometer that records a
maximum energy and solid angle range for each pulse, as e.g. via
time-of-flight would assist as the final stage of the measurement.
Taking advantage of all of these possibilities will certainly leave
some region of experimental space for high-resolution XPS with FEL
excitation, and with exciting future possibilities. Sample damage
due to the radiation is a consideration beyond space charge effects,
however, with one solution to this being to raster the sample in
front of the beam. But such damage will be very sample specific,and
should be studied for each individual case, e.g. by somehow vary-
ing the effective number of photons per pulse over a large dynamic
range.
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Itis also useful to specify the binding energy more precisely from

the point of view of theoretical calculations, and we can write this
as:
Epieini(Qnej, K) = Efinai(N — 1, Qné j hole, K) = Einitiai(N), (2)
where we for simplicity consider a binding energy for the n¢j core
level from atom Q, with n the principal quantum number, £ the
orbital angular momentum quantum number, andj=¢ + 1 the addi-
tional quantum number if spin-orbit splitting is present, Ej;jneric (N)
is the total initial state energy for the assumed N-electron system,
and Egnq(N — 1, Qnéjhole, K) is the Kth final-state energy for the
(N —1)-electron system with a hole in the Qn{j orbital. As an exam-
ple, the six electrons in the Mn 2p subshell are split into Mn 2p;,
(two electrons with m;=—1/2, +1/2) and Mn 2p3, (four electrons
withm;=-3/2,-1/2,+1/2,+3/2).In general, there may be more than
one final state associated with a given Qn¢j hole, with labels K=1,
2,...,aswediscuss further below, e.g. in connection with multiplet
splitting. Note also that, in the final state with the hole, all of the
remaining electrons may relax slightly so as to try to screen the hole,
thus lowering the total final energy by some amount that is often
called the relaxation energy [5,6]. In many cases, this screening
can also take the form of a change in orbital occupation numbers,
with resulting configuration interaction in the final state. I return to
discuss these effects briefly below. This relaxation/screening phe-
nomenon has many consequences for the detailed interpretation
of spectra. In many-electron theory, these effects are included in
what is termed the “self-energy” correction, and accurate meth-
ods for calculating binding energy are discussed in the article by
Olovsson et al. in this issue.

Beyond measuring photoelectron energies, the intensity of each
peakor feature is of critical importance in most uses of XPS. A much-
used approach for calculating and using photoelectron intensities
from both core and valence levels is the so-called three-step model
[5,6] which divides the process into three steps of: (1) penetration
of the exciting photon beam into the surface, with some resulting
intensity profile I, (x, y, z) and the coordinates defined in Fig. 1,
and excitation of photoelectrons from each atom in the sample
that are located at various depths z, which will be proportional to
the differential photoelectric cross-section of the particular level
Qn{j of atom Q involved (e.g. Mn 2pqj, and Mn 2ps3p,), written
as doguj(hv, 8)/dS2 and dependent on photon energy, radiation
polarization £, and the experimental geometry; (2) transport of the
photoelectron from depth z to the surface, which involves inelastic
attenuation via an inelastic mean free path Ae, as well as elastic
scattering and diffraction; and (3) escape from the surface, which
involves refraction and reflection at the surface barrier, with these
effects being controlled by the inner potential V having typical
values of 5-15 eV, and possible surface inelastic scattering, as well
as elastic scattering and diffraction (surface umklapp processes). In
general, dogj(hv, £)/dS2 is a maximum near threshold, when the
photon energy is equal to El‘j/l%fjuig;”(Qan), and steadily decreases as
the energy increases, although it may not reach a maximum until
some distance above threshold, and it may also exhibit local min-
ima called Cooper minima for energies not too far above threshold
[5,16]. Neglecting elastic scattering and surface refraction in cross-
ing the inner potential surface barrier V for simplicity, one can
finally calculate a core-level intensity from:

oo

. doopei(hv, &)
1(Qnlj) = C/Ihv(x,y, 2)po(x, ¥, Z)%

0
ex {_L
P Aesin®

where C is a constant characteristic of the experimental geome-
try, po (X, y, z) is the density of atomic type Q at positions x, y, z,

] 2(hv, x, y)dxdydz, 3)

and $2(hv, x, y) is the solid angle of acceptance of the spectrometer
for a given photon energy (or equivalently electron kinetic energy)
and positions x, y on the sample surface. In principle, I;,,(X, ¥, z) can
be calculated from a knowledge of the source beam spot profile,
the incidence angle, and the X-ray indices of refraction of the sub-
stances in the sample [17]; dogpej(hv, £)/dS2 can be calculated from
atomic theory, and its evaluation requires knowing the polarization
of the exciting radiation [16,18-20], Ae can either be taken from
tabulations of experimental and calculated data [21] or estimated
from semi-empirical formulas, as e.g. the much-used TPP-2M for-
mula [22,23]; and £2(hv, x, y), which is equivalent once integrated
over x and y to the spectrometer intensity response function or
transmission, can be determined from reference-sample calibra-
tion measurements [24]. For excitation energies in the keV regime,
if not even below this, non-dipole or retardation corrections are
needed for a fully accurate description of dog,(hv, £)/d$2, as first
demonstrated by Krause [25], and discussed in much more detail
elsewhere [26]. Ultimately, it is in principle possible to measure
1(Qnlj) and determine the only remaining unknown pq(x, y, z),
which amounts to a quantitative chemical analysis of the sample.
These form the basic core of quantitative surface analysis by XPS,
but with many prior papers and recent reviews pointing out sig-
nificant additional considerations in achieving the most accurate
results, as e.g. including the effects of elastic scattering and electron
refraction [22,23,27-29]. These more accurate approaches are dis-
cussed elsewhere in this issue by Powell and Jablonski, and Werner.
These methods also include attempts to create expert systems for
analyzing XPS data that minimize the need for operator interven-
tion and resulting subjectivity, as discussed by Castle in this issue.

It is also worth noting here that, if the X-ray incidence angle is
such that a significant degree of reflection results, either by being
near the critical angle for one of the interfaces in the sample or
being near the Bragg angle for reflection from a set of crystal planes
or a multilayer mirror, the form of I, (x, y, z) can be significantly
altered, as indicated in Fig. 1(e), and discussed further below. The
interference of incident and reflected waves will create a standing
wave above the surface and/or inside the sample. And if one goes
well below the critical angle, the penetration depth of the radia-
tion is also drastically reduced, resulting in what has been termed
total reflection XPS (TRXPS) or grazing-incidence XPS (GIXPS), a
technique for enhancing the signal from the surface region and
reducing the inelastic background underneath spectra [30]: this is
reviewed elsewhere in this issue by Kawai. The presence of X-ray
reflectivity, even at the 1% level, will create a significant standing
wave modulation of the exciting radiation, thus providing addi-
tional depth sensitivity that has been used to determine surface
atomic positions [31]; resolve valence densities of states into their
element-specific components [32], as discussed by Zegenhagen in
this issue; or determine depth profiles in nanometer-scale layered
structures [33], as discussed in more detail later in this article.

Turning again to Fig. 1, we can describe the XPS measurement as
starting when a photon with variable polarization is incident on the
sample surface at some angle 0;,.. Photons in the XPS regime can
be generated from either laboratory sources (X-ray tubes or higher
harmonic generating laser sources), or synchrotron radiation. The
photon is absorbed, exciting a photoelectron into the vacuum with
some momentum p = hk, where k is the electron wave vector, and
s is the electron spin, and finally into some kind of spectrometer for
measuring kinetic energy. The energy of the photoelectron inside
the surface is greater by the inner potential V, such that the wave
vector k outside is somewhat smaller in magnitude, and perhaps
of slightly different direction due to refraction, if compared to the
wave vector k inside the surface.

In Fig. 1, I show the most commonly used spectrometer con-
figuration, which consists of a set of concentric hemispherical
deflection electrodes and adjustable slits to regulate both source
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size and angular acceptance [34], although several other geome-
tries are possible, including time-of-flight measurements if the
exciting source is pulsed. In this hemispherical geometry, elec-
trons of a given energy are focussed to a given radius (i.e. along
a given y coordinate in the detection plane of Fig. 1), such that
integrating intensity over a given radius yields the first type of
measurement: a photoelectron spectrum of number of electrons
vs kinetic energy or energy distribution curve (EDC), as shown
schematically in Fig. 1(a). Alternate modes of operating the retard-
ing lens in such a spectrometer permit resolving one of the electron
emission angles along a two-dimensional detector, as shown in
Fig. 1(b) [34]; this is the most common current method of record-
ing angle-resolved photoemission (ARPES) from valence electronic
states, a type of measurement that is now being extended into the
soft and hard X-ray regime, as discussed below. The commercial
instrument from Scienta based on this principal [34] has been used
for most ARPES measurements to date, but other options are now
on the market. Alternatively, by suitably choosing the voltages on
the retarding lens, this second axis in the detector can be used to
determine the y-axis position of origin of the electrons, providing
a one-dimensional type of photoelectron microscopy that is also
well established in commercial systems.

Other spectrometer configurations, including those with elec-
tron optical elements permitting direct two-dimensional angular
resolution or two-dimensional photoelectron microscopy also exist
[34-37]. These are available both as commercial products with res-
olutions down to a micron (1000 nm), and synchrotron radiation
based instruments that can achieve about 20 nm resolution, but
with the promise of 5-10 nm, if not less, in the near future. The
additional information that such microscopes provide, particularly
with synchrotron radiation as the excitation source, will certainly
lead to enhanced applications of them in the future, and I will later
show some results obtained with one such instrument. In other
articles in this issue, Escher, Artyushkova, and Margaritondo review
the current status of photoelectron microscopy with both labora-
tory sources and synchrotron radiation excitation. It has also been
demonstrated that photoelectron microscopy can be carried out
with hard X-ray excitation [38,39] and this will certainly be a future
area of exploitation. I will also discuss later the possibility of adding
the third vertical dimension to such microscope images by using
standing wave excitation.

As a final basic consideration related to measuring peak intensi-
ties, the degree of non-linearity in the final detector system needs
to be taken into account. Straightforward methods for measur-
ing and correcting for non-linearity have been discussed [40,41],
but it seems like these are not widely practiced or appreciated. In
measurements made over a large dynamic range, as e.g. in tun-
ing photon energy on and off a resonance absorption process, such
non-linearities can alter the observed intensities appreciably [42],
but even in more routine analytical XPS applications where peaks
can still range in intensity over 1-2 orders of magnitude, these
effects need to be corrected for. Probably the most linear detectors
operating to rates of several MHz are individual channeltrons, but
the more efficient multiplexing systems provided by microchan-
nel plates backed by phosphor/CCD combinations, resistive anodes
or cross-wires to achieve spatial information begin to saturate at
~1MHz. Looking to the future, detectors going well beyond this
and into the GHz regime are clearly needed to be able to handle
even the electron fluxes of certain current sources (either labora-
tory XPS or high-brightness synchrotron radiation sources), not to
mention the much brighter free-electron laser sources now begin-
ning to be used. Although some development steps have been made
in this direction, with a one-dimensional prototype detector actu-
ally having demonstrated performance into the GHz range [43],
much more is needed. This is currently a significant bottleneck to
the future development of XPS.

3. Electron inelastic scattering and surface vs bulk
sensitivity

Of key importance in any photoemission experiment is the
depth of sensitivity in a solid sample, which is controlled primar-
ily by the photoelectron inelastic mean free path (IMFP) Ae, but
also with significant modifications due to elastic electron scatter-
ing and surface escape to yield an effective attenuation length [22],
as discussed by Powell and Jablonski in this issue. If inelastic scat-
tering is assumed to be isotropic in the material, and these other
effects are neglected, the intensity from a certain emission depth z
will decay as I(z) = Ipexp[—z/ Aesin 6], where 6 is the takeoff angle
with respect to the surface and the mean escape depth below a
surface will be given simply by Agsin. Although this is an over-
simplification of the physics, as discussed by Powell and Jablonski,
and Werner elsewhere in this issue, there is in general a monotonic
decrease in emission depth with decreasing takeoff angle that can
be used both qualitatively and quantitatively to study the depth
distributions of species near surfaces. This variation of mean depth
has resulted in angle-resolved XPS (ARXPS) by now being a widely
used method in surface and interface science method for selectively
varying depth sensitivity and deriving concentration profiles of dif-
ferent species [28]. Various methods of analyzing ARXPS data now
exist, ranging from the qualitative to the quantitative, with each
having what are often conflicting advantages of simplicity vs accu-
racy [28]. These are reviewed in detail elsewhere in this issue by
Powell and Jablonski, Werner, and Brundle.

As auseful summary of the variation of IMFP with kinetic energy,
Fig. 2 shows arecent compilation of values calculated using the TPP-
2M formula for 41 elemental solids [23]. The well-known form of
these curves, with a minimum between roughly 20 and 100eV, a
general increase on going above this to higher energies, and a less
pronounced increase on going to energies below the minimum, is
a critical ingredient in the analysis of XPS data. The IMFP increases
above 1keV roughly as E%7>~110 gyer a variety of elements and
compounds, but with the majority of elements in Fig. 2 suggesting
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Fig. 2. Inelastic mean free paths (IMFPs) for 41 elements, calculated using the TPP-
2M formula: Li, Be, three forms of carbon (graphite, diamond, glassy C), Na, Mg, Al,
Si, K, Sc, Ti, V, Cr, Fe, Co, Ni, Cu, Ge, Y, Nb, Mo, Ru, Rh, Pd, Ag, In, Sn, Cs, Gd, Tb, Dy,
Hf, Ta, W, Re, Os, Ir, Pt, Au, and Bi. Five “outlier” elements are indicated to provide
some idea of what electronic structure characteristics can give rise to deviations
from the majority behavior: diamond and the alkali metals. The dashed straight line
for higher energies represents a variation as A, E,?l:zs, and is a reasonable first
approximation to the variation for all of the elements shown (from Ref. [23]).
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Fig. 3. Single scattering calculations of Ni dimer photoelectron diffractions patterns for s-level emission into a p outgoing wave at various photon energies. (a) The model
geometry, with polarization along the Ni-Ni bond direction, and only one Ni atom considered as emitter. (b)-(f) Diffraction patterns for energies from 200 to 5000 eV
are shown in red, with the direct emission in the absence of scattering also shown in black. In each panel, the number of partial wave phase shifts needed to assure full
convergence is indicated, with this leading to one limitation of using the cluster approach at energies beyond about 5000 eV (calculations using the EDAC program of Ref.
[44]). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of the article.)

EQ:78 as a convenient estimation formula. It is also noteworthy that
the only element here which shows an unusually large increase
in its IMFP at energies down to 10 eV is diamond, with a very large
bandgap of 5.5 eV. Four other outliers over the full energy range are
the alkali metals. These results thus strongly suggest that the only
way to significantly enhance the bulk sensitivity of photoemission
beyond whatis achieved routinely in XPS at ca. 1 keVis to go into the
multi-keV regime, with the only type of material expected to show
a strong increase in IMFP at very low energies being an insulator
with fairly large bandgap. This provides a major impetus for the
new developments in hard X-ray photoemission, as discussed by
Kover later in this article.

Inelastic scattering at the surface is also an important consid-
eration in XPS, as discussed elsewhere in this issue by Nagatomi
and Goto. This is expected to decrease in importance as the kinetic
energy increases, as discussed also in the later article by Koéver.

Note also that the form of the inelastic tail and background in
an XPS spectrum can provide an immediate qualitative, and with
further analysis even quantitative, idea of the depth distribution of
the emitting species. Qualitatively, a peak with a very high intensity
in its inelastic tail must have its origin in an atom well below the
surface, whereas a peak with a very low inelastic tail must have its
origin in an atom near to or on the surface. Analyzing such effects
quantitatively was pioneered by Tougaard [29(b)], who discusses
it elsewhere in this issue.

Finally, it is also worthwhile in this section to discuss some
significant advantages that accrue to using hard X-rays in the multi-
keV regime for excitation in ARXPS, a topic that is also explored
in depth here by Kover. To first illustrate the effects of elastic
scattering on ARXPS, Fig. 3 shows a set of calculations at differ-
ent photoelectron energies from 200 to 5000 eV obtained with the
photoelectron diffraction program EDAC [44]. The atomic cluster
(Fig. 3(a)) is a simple diatomic of two Ni atoms separated by the
Ni nearest-neighbor distance. The polarization is oriented along
the Ni-Ni bond, and electrons emitted from an s-level (£=0) in
one of the atoms are detected by moving the spectrometer relative
to the bond direction. The black curves represent the unscattered
intensity in the absence of the Ni scatterer; they clearly show
the influence of the s-level differential cross-section, which goes
as cos#’, with 6’ being the scattering angle. With scattering and
interference of direct and scattered waves, the red photoelectron
diffraction patterns result. They show the well-known forward

scattering peaks along the bond direction, and higher-order inter-
ference fringes that we will later see can be related to a holographic
interpretation of such data [45]. In the simplest single-scattering
picture, the maxima of these holographic fringes should appear
when the following equation is satisfied:

2rm = [i—n} dsc(1—cosO)+@sc, m=1,2,... (4)
e

where A, is the electron de Broglie wavelength, ds is the distance
between emitter and a given scatterer, and ¢y is the phase shift
associated with the scattering process, often small compared to
the first term in Eq. (4). It is important for the present discus-
sion that these forward scattering peaks become much narrower,
and the higher-order fringes decrease in magnitude, as energy
increases. This is a result of the narrowing of the forward peak in
the differential elastic scattering cross-section, and the decrease in
importance of larger scattering angles. Thus, large-angle scattering
effectively becomes negligible for angles greater than approxi-
mately by 15-20° at 5000 eV, and this trend is expected to continue
for higher energies.

Another aspect of high-energy photoelectron escape from a
solid that has recently been emphasized is that extrinsic loss pro-
cesses such as plasmons do not lead to a significant change in the
direction of electron motion [39]. Thus, the effects of both elas-
tic and inelastic scattering on ARXPS are expected to diminish as
energy increases, leaving the straight-line trajectory as a better
approximation.

The implications of the above discussions for ARXPS are illus-
trated in Fig. 4. At typical XPS energies of 500-1500eV (Fig. 4(a)),
one must allow for elastic scattering in estimating the effective
emission depth, as mentioned above. For very low angles, refrac-
tion of the electrons as they surmount the inner potential can act
to further reduce the degree of surface sensitivity in measured
spectra. Finally, surface inelastic scattering processes can further
complicate analyses. As Fig. 4(b) indicates, all three of these effects
tend to be markedly reduced as energies mount into the hard X-ray
regime. Forward elastic scattering which does not change propaga-
tion direction significantly becomes dominant (cf. Fig. 3). The inner
potential is much smaller than the photoelectron energy, such that
refraction is negligible until very low angles of exit. Thus, obtaining
more directly interpretable data down to takeoff angles of 5-10°
should be possible in hard X-ray ARXPS; by contrast, at typical
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Fig. 4. lllustration of basic effects encountered in quantitatively interpreting angle-
resolved XPS (ARXPS) data at (a) typical laboratory XPS energies and (b) hard X-ray
energies into the 5-10keV range. Several simplifications are possible with hard
X-rays: less influence of high angle-to-low angle elastic scattering, reduced or neg-
ligible surface inelastic scattering, less effect of refraction in crossing the surface
barrier, and a more constant spectrometer transmission function if the range of
energies considered is not too large compared to the mean energy.

XPS energies, the usual recommendation is to limit this angle to no
less than 20-30° [27,28]. Surface inelastic scattering is also much
reduced. Thus, ARXPS or more precisely ARHXPS with hard X-rays,
promises to be easier to analyze quantitatively, while having the
advantage of allowing a broader angular range of data acquisition
that will still allow significant surface enhancement at the low-
est angles. We later show some recent experimental results of this
kind.

4. Core-level spectra

From XPS energy distribution curves or spectra, a number of use-
ful effects have been extracted, and, although these are well known
to most XPS users, [ discuss them here briefly for completeness and
to establish vocabulary for subsequent sections:

e Core-level chemical shifts certainly represent one of the most
often-used aspects of XPS. From the first clear confirmation of
core-level chemical shifts, for the case of sodium thiosulfate-
Na,S,05 [46], a very convenient compound that has S in two
distinct chemical states that are resolved in the spectrum (actu-
ally serendipitously chosen for this experiment [47]), such
chemical shifts have by now been measured for thousands of
systems, providing unique information on the distributions of
chemical and structural sites near surfaces. Such shifts can now
be measured with resolutions in the 50 meV range using syn-
chrotron radiation, yielding extremely sensitive decompositions
of spectra into the chemical and structural components of a sam-
ple. The detailed theoretical prediction and interpretation of such
shifts must always allow for the variety of final-state effects
implicit in the discussion of Eq. (2) above. In other articles in this
issue, the measurement and theoretical interpretation of such
shifts for a variety of systems are discussed: the calculation of
such shifts from local-density theory by Takahata and Dos San-
tos Marques, and by Olovsson et al.; the use of such shifts and
the peak broadenings they produce to investigate metal alloys
by Cole and Weightman; the combination of core-level photo-
electron and Auger electron shifts into the Auger parameter by
Moretti; and the use of chemical shifts in the study of nanostruc-
tures by Baer, self-assembled monolayers by Zharnikov, polymers
and composites, adhesion by Watts, and semiconductor multi-
layer structures by Brundle.

Core-level multiplet splittings: Another core-level effect is multi-
plet splittings in core-level emission from systems with unfilled
valence shells [48,49]. The core subshell from which emission
occurs can couple its spin and orbital angular momenta in dif-
ferent ways to the net spin and orbital angular momenta of the

unfilled valence shells, resulting in more than one final state K in
the language of Eq. (2) and thus more than one binding energy.
The first measurements of this type were by Siegbahn et al. for the
05, NO, and N, molecules [48], with the O 1s and N 1s binding
energies for the paramagnetic molecules O, and N, being split
into two components due to the spin-dependent exchange inter-
action of the 1s electron remaining after photoemission with the
net valence electron spin. Soon afterwards, such splittings were
measured for the transition metal atom Mn in several compounds
[49], with the Mn 3s spectra in particular exhibiting doublets
whose splittings are roughly proportional to the net 3d spin on
Mn. These splittings and other final-state effects are now rou-
tinely used to probe the nature of the valence states and chemical
bonding in magnetic and other complex materials, and they can
be quantitatively analyzed using Anderson impurity model the-
ory, with convenient computer programs for analyzing such data
now available [50]. Some of these effects are illustrated in a case
study below.

Core-level satellites and final-state configuration interaction:
Beyond the well-known shake-up and shake-off intensity first
explored in noble gases and observed frequently in molecular
systems, the first dramatic truly many-electron effect seen in XPS
was final-state configuration mixing involving ligand-to-metal
charge transfer [51]. By now, such measurements constitute a
key tool in the study of transition metal, rare earth, and actinide
compounds, with special importance for magnetic and strongly
correlated systems. The interpretation of such data, which natu-
rally include multiplet effects, is reviewed elsewhere, along with
many experimental examples [50]. There is no doubt that the
measurement and interpretation of such effects will be a major
aspect of XPS in the future, including what one hopes will be
even more accurate theoretical modelling involving also metallic
systems. Closely related to these satellites are the so-called intrin-
sic loss processes that can create both electron-hole pair and
plasmon excitations, and which can exhibit quantum mechanical
interference with the normal extrinsic loss processes during elec-
tron transport. Theory and experiment concerning these effects
are discussed elsewhere in this issue by Fujikawa and Kover.
Core-level vibrational fine structure: It has long been realized that
vibrational broadening can play a role in XPS spectra [52], but by
now such effects have been resolved in adsorbates [53] and in
many gas-phase molecular systems [54]. It is thus clear that such
effects, and their temperature dependence, will play a role in the
future quantitative analysis of XPS spectra.

Photoelectron diffraction and holography: If the photoelectron
emission direction is varied relative to the crystal axes of a single-
crystal, epitaxial, or textured sample, for example by rotating the
sample about the 0 and ¢ axes in Fig. 1, additional effects are
seen, due to the anisotropic elastic scattering and interference of
the outgoing electron wave components from various atoms in
the sample. If the emission is from a core level that is necessarily
highly localized on one atomic site, a photoelectron diffraction
pattern is observed [45]. The first X-ray photoelectron diffrac-
tion (XPD) patterns were measured for a NaCl crystal [55] and
for a Au single crystal [56]. A more recent example of this for O
1s emission from NiO(00 1) is shown in Fig. 1(b). Such scanned-
angle patterns can be used to determine near-surface atomic
structures, and XPD has become one of the standard methods for
determining surface structures [45], as we will consider in more
detail below. Woodruffin this issue discusses the complementary
synchrotron radiation based method of using scanned-energy
photoelectron diffraction to determine adsorbate structures on
surfaces. Photoelectron holography, in which a set of scanned-
angle or scanned-energy photoelectron diffraction patterns are
treated as a volume hologram in three-dimensional K space, has
also been demonstrated in a number of experimental studies and
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Fig. 5. Magnetic circular dichroism in Fe 2p emission. (a) and (b) MCD data for Fe emission from a 16 A overlayer of Fe on a Cr wedge, excited by a soft X-ray standing wave at
825 eV that has been positioned either (a) maximally on Fe or (b) maximally on Cr near the Fe/Cr interface (from Ref. [33]). (c) MCD for Fe emission from hematite at 7.94 keV,
demonstrating for the first time that these effects can be measured with hard X-rays (from Ref. [61]).

isreviewed elsewhere [57]. Matsushita et al. in this issue also dis-
cuss a newly developed method for holographic reconstruction.
I will return later to consider both photoelectron diffraction and
photoelectron holography (PD and PH) for a couple of illustrative
examples, including the implications of taking the photoelectron
kinetic energy into the multi-keV regime, with a preliminary the-
oretical look at what is expected in this already in Fig. 3.
Circular and linear dichroism: Dichroism, in which a photoelec-
tron intensity changes if the polarization of the incident radiation
is changed, is ubiquitous in XPS due to the differential cross-
sections that control the emission intensity. But beyond this
are two significant effects that deserve attention here. First is
something that is often referred to as circular dichroism in angu-
lar distributions (CDAD) [58]. This represents a combination of
the preferential excitation of certain states of angular momen-
tum (certain combinations of total angular momentum ¢ and
z-component my) by circularly polarized (CP) radiation, com-
bined with forward-peaked elastic photoelectron scattering from
nearby atoms. It results in what are often referred to as “peak
rotations” in the PD patterns in the plane of the rotating electric
field vector [58b]. It has also been pointed out that the two XPD
patterns resulting from right and left CP (RCP and LCP) radiation
can be considered in first approximation as a stereoscopic view
of the atoms surrounding a given emitter [59], and Matsui et al.
discuss this method later in this issue.

If a given core level furthermore exhibits resolvable spin-orbit
splitting, and the system also has long-range magnetic order rela-
tive to the radiation source and spectrometer coordinate system,
magnetic circular dichroism (MCD) results. Here, the intensity of
a photoelectron peak is found to change when the polarization of
the incoming radiation is changed from right circular (RCP) to left
circular (LCP). MCD is thus defined as the difference of two inten-
sities or I(RCP) — I(LCP), usually divided by the sum or the average
of these two intensities to yield a fractional number. These effects
were first observed and qualitatively interpreted in core-level
photoemission from Fe by Baumgarten et al. [60]. As more recent

examples, Fig. 5(a) and (b) shows results obtained for Fe 2p emis-
sion from an Fe overlayer on a substrate of Cr, excited by a
soft X-ray standing wave (SW) at 825 eV whose maximum has
been located at two positions relative to the Fe/Cr interface [33].
Fig. 5(c) shows very recent results for Fe 2p emission from Fe304
at the much higher photon energy of 7.94 keV, a first demonstra-
tion that such effects persist in hard X-ray photoemission [61].
A simple one-electron explanation of these results [62] proceeds
by noting that the spin-orbit interaction splits the six 2p states
into two 2pqj, and four 2ps), states. Beyond this, one assumes
a Zeeman-like splitting of the sublevels within each spin-orbit
peak induced by an effective internal magnetic field of the fer-
romagnet and resulting from the exchange interaction. These
energy splittings are then combined with the different intensities
expected for these 2p;, and 2ps, levels through the appropriate
atomic transition probabilities. The expectation from this simple
model is an up-down character for the MCD profile across a given
peak, as well as an opposite sign of the MCD for the 2p;, and 2p;,
peaks, as seen in Fig. 5. This general form of 2p MCD spectra has
by now been observed in many 3d transition metal systems, and
it clearly also exists up to much higher excitation energies [61].
Combining SW excitation with MCD will be discussed in more
detail below. Because ferromagnetic order is necessary for MCD
to be observed, measurements of this type provide an element-
specific measurement of magnetic order, and this technique has
been used to study a variety of magnetic systems.

Resonant photoemission: A final important effect related to photo-
electron intensities is resonant photoemission (RPE), in which the
photon energy is tuned so as to lie on a strong core-level absorp-
tion resonance (e.g. Mn 2ps); or L3 ), with this providing a second
interfering channel for photoelectron excitation in another level
in the same atom (e.g. Mn 3d) [63]. The intensity of the second
level can thus be dramatically increased or decreased, depending
on the relative amplitudes and phases of the interfering channels.
This effect can be very useful in enhancing the contributions of
a given type of valence character to bonding (e.g. by enhancing
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Fig. 6. (a) A broad survey spectrum from the colossal magnetoresistive oxide
LagSro4MnO; obtained with excitation at 1253.6 eV, together with (b) an inset
obtained at 950 eV over the region of the highest lying core levels and the valence
levels. The highlighted O 1s and Mn 3s spectra have been studied as a function of
temperature, as shown in the next figure (from Ref. [84]).

the Mn 3d contributions to the valence spectra of a compound
such as the colossal magnetoresistive oxide shown in Fig. 6 [63]).
Extending this kind of resonant photoemission study into the
hard X-ray regime has also been discussed recently [64]. It has
also been pointed out that resonant photoemission can occur
between levels on different atoms, as e.g. between O 1s and Mn
3d in the compound MnO [42], with this type of multi-atom res-
onant photoemission (MARPE) effect providing the potential of
uniquely identifying near-neighbors to a given atomic species. In
the later article of Fujikawa, the theory of MARPE is discussed
in detail. As a final interesting new aspect of RPE, it has been
pointed out that XPD carried out at a resonant energy can be used
to enhance the emission from certain types of atoms in a system
[65]; thus resonant X-ray photoelectron diffraction (rXPD) has
recently emerged as a potentially useful new technique for the
future, and we discuss one example of its application below.

5. Valence-level spectra-angle-resolved photoemission
(ARPES) and the XPS limit

If the emission is from a valence level that is delocalized over
many sites due to chemical bonding and molecular orbital or elec-
tronic band formation, additional anisotropy in emission is found,
and this can be measured, for example, by taking advantage of
another property of the hemispherical electrostatic analyzer with
a two-dimensional (2D) imaging detector, as shown in Fig. 1(c) for
emission from W(110) [66]. In this case, a 2D image in the detec-
tor plane can be directly related to the binding energy vs electron
momentum or electron wave vector inside the crystal k, which
is then in many cases directly relatable to the band structure, or
more precisely the quasi-particle excitation spectrum of the mate-
rial. Such angle-resolved photoemission (ARPES) measurements
are numerous in the literature, they have typically been carried out
at energies below ~150eV, and thus they are not strictly speak-
ing XPS. We consider below some recent promising developments
involving energies in approximately the 1-6 keV range.

For most materials at room temperature, the combined effects
of phonons and angular averaging in the spectrometer yield X-ray
excited ARPES spectra that are directly related to the total density of
valence electronic states; this situation has often been referred to as
the XPS limit. The existence of this limiting behavior was realized in
very early experiments on a family of transition metals [67,68], and
there are by now many examples of its application. The effects of

phonons in reaching this limit have also been discussed previously
[69]. The use of XPS to study densities of states is thus another very
productive aspect of the technique, and the article by Knippenberg
and Deleuze in this issue discusses this for conjugated aromatic
systems.

6. Additional variations on the XPS experiment
6.1. Spin-resolved XPS

If an additional sensitivity to electron spin is somehow built into
the detector, e.g. by taking advantage of spin-orbit scattering of
high-energy electrons from a heavy-atom target in Mott scattering
[70], or low-energy electrons from a heavy atom [71], or a mag-
netic atom [72], it is possible to measure also the electron spin,
providing additional information of particular relevance to mag-
netic materials. Such measurements were pioneered by Siegmann
and co-workers [73]. As an example of such data, Fig. 1(d) shows a
more recent measurement of this kind for the valence bands of iron,
clearly indicating the difference in the electronic state distributions
of spin-up and spin-down electrons for this ferromagnet [74]. The
extent of development of this aspect has been limited by the ~103
to 104 times greater data acquisition times required, but such mea-
surements can provide unique information concerning magnetic
systems, and with brighter radiation sources and faster detectors
involving low-energy scattering mentioned above, spin-resolved
XPS should see expanded usage in the future.

6.2. XPS with hard X-ray excitation

Fig. 1(f) further indicates the option of varying photon energy
significantly above and significantly below the energy regime from
~20 to 1500eV that has been used in most prior photoemission
measurements, with the aims of increasing the degree of bulk sen-
sitivity and/or improving energy resolution. As noted in connection
with the discussion of Fig. 2, hard X-ray photoemission (HXPS or
HAXPES) represents a very promising and rapidly growing new
direction which is overviewed in several recent sources [75-77],
and discussed in detail by Kover in this issue. I also return to con-
sider a few additional aspect of HXPS later in this article.

6.3. Time-resolved photoemission

There are also newer types of measurements (again Fig. 1(g))
in which some perturbation of the sample is made, e.g. by gas
reaction with a clean surface, by short-pulse light excitation, or by
short-pulse field exposure and the spectra are measured as a func-
tion of time. Depending on the particular process involved, these
measurements can be fruitfully carried out on timescales varying
from minutes (for surface chemical reactions at higher ambient
pressures) down to femtoseconds (for laser or synchrotron radi-
ation pump-and-probe experiments) [78-80]. Some time-resolved
studies in conjunction with photoelectron microscopy are consid-
ered by Oelsner in a later article in this issue. Looking ahead in the
time domain, it seems clear that one exciting application of time-
resolved XPS will be to use PD and PH to do time-resolved atomic
imaging of small-to-medium sized molecules or of the local envi-
ronment of atoms around an emitter near a surface. It has been
obvious from the beginning of solid-state PD that it represents a
way to look at local atomic structure in an element-specific way
“from the inside out”, and this has more recently also been recog-
nized by the molecular physics community [81]. In this case, the
exciting source would be a very short X-ray pulse from a free-
electron laser or next generation X-ray source, and this could be
moved in time delay relative to some other pulse which initiates
an electronic or atomic structural change. Such “molecular movies”
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Fig. 7. Temperature dependence of the Mn 3s and O 1s spectra from a freshly fractured surface of Lag7Sro3MnOs3 (cf. Fig. 6). The two photon energies indicated have been
chosen so that the photoelectrons in both cases have very nearly the same kinetic energy and thus the same inelastic attenuation lengths and surface sensitivity (from Ref.
[84]).

would enable for the first time directly viewing atomic and elec-
tronic dynamics on their inherent timescales. It is not yet clear how
easy it will be to use such ultrabright sources on solid samples and
surfaces, but with future developments in large-scale multiplex-
ing analyzer/detector combinations, e.g. by using time-of-flight
methods, itis definitely in the realm of possibility. Gas-phase exper-
iments from which small-molecule atomic movies will result seem

certain to succeed to some degree in the not-too-distant future, as
discussed further below.

6.4. XPS at multi-torr pressures

Finally, Fig. 1(h) indicates that it is possible with special differ-
ential pumping outside the sample region to carry out studies at
up to several torr of pressure [82,83], and this is another rapidly
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growing area of activity, as discussed in more detail later in this
article.

There is thus an extremely rich and steadily growing array of
effects and methods in X-ray photoelectron spectroscopy and I will
now turn to a few recent examples, drawn both from the work of my
group and its collaborators and from other groups as appropriate,
to illustrate some promising applications and future directions.

7. Applying multiple electron spectroscopies to a complex
strongly correlated oxide—La;_,SryMnO3

As a recent example of the use of a variety of effects in XPS
spectra, including spectra obtained with hard X-ray excitation,
I consider some recent studies of the colossal magnetoresistive
oxide Laj_4SrxMnO3 with x=0.3 and 0.4 [84-86]. This is a strongly
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Fig. 8. Mn 2p photoelectron spectra from fractured Lag7Sro3MnOs surfaces at two different photon energies of (a) 1090 eV and (b) 7700 eV, and for temperatures below and
above the Curie temperature of 370 K. The arrows in (b) highlight two low-binding-energy satellite features, a very sharp one on 2ps/; and a small shoulder on the 2p), peak,

that are thought to arise from bulk-like long-range screening processes (from Ref. [86]).



C.S. Fadley / Journal of Electron Spectroscopy and Related Phenomena 178-179 (2010) 2-32 11

—o— 423K——]
—=— 150-160K

1800 4 Intensity increased by ~16%

0’
rr\a.

’l 400
b hv=7700eV  faul
- o".ff l'}. 2 =
3 1200 ]
..'E. .'.ﬁ-‘. 2 200
& w2 Intensity increased
% +ﬁ £ \ \\ by~30-40%
c - a\\:\*
w -~
€ 6004 % ; &k / e
% $ 3

'y
] W -1 : Binding energy (eVJ
04

T 1 I_'_|_
15 10

Binding energy (eV)

Fig. 9. Valence photoelectron spectra excited at a photon energy of 7700 eV from
a fractured Lag7Sro3MnOs5 surface at two different temperatures above and below
Tc. The only normalization done between the two spectra is to force the close-lying
Sr4p and La 5p intensities to be equal. The inset shows an expansion for the region
near the Fermi level (from Ref. [86]).

correlated material that is also thought to be a half-metallic ferro-
magnet and is of interest for spintronic applications. The chemical
and magnetic state of the Mn atoms is thus a key factor influenc-
ing the behavior of this material. In Fig. 6 are (a) broad and (b)
zoomed survey spectra indicating all the relevant photoelectron
and Auger peaks observed with excitation of Lag 7Srg 3MnO3 in the
typical XPS regime of ~1 keV [84]. The valence-band (VB) region in
Fig. 6(b) is expected to be dominated by Mn 3d character, as the
3d cross-section at 950 eV is about 5x larger than that of O 2p that
is admixed with it. The oxide surface was here prepared by cleav-
ing, or more precisely, fracturing, a single crystal in UHV, in order
to minimize surface contamination. In Fig. 7(b), we show the tem-
perature dependence of the O 1s spectra from the same sample.
Firstly, these O1s spectra exhibit a main peak and a weaker peak at
about 1.5 eV higher binding energy. From various measurements,
including varying the electron takeoff angle to change the degree
of surface sensitivity (see earlier discussion), it is concluded that
the peak at higher binding energy is due to O atoms near/at the
surface, with the other peak representing O atoms deeper within
the material and denoted “Bulk” in the figure. Now considering the
changes in these spectra as temperature is varied from well below
to well above the temperature at which long-range ferromagnetic
order disappears (the Curie temperature, Tc, which is 370K for this
material) and then cooled to near the starting temperature again,
a distinct shift in the bulk O 1s binding energy to higher values is
observed as T goes up to about 150 K above T¢, together with a con-
comitant shift, broadening and loss of intensity in the O 1s surface
peak. Upon cooling again to below T¢, both features return to their
previous states. The bulk peak shift has been interpreted as a trans-
fer of electron charge to Mn from the six O atoms arranged in an
octahedron around each Mn atom, via classic qualitative reasoning
for chemical shifts and charge transfer [84].

Fig. 7(a) further shows the temperature dependence of the Mn
3s splitting in Lag7Srp3MnOs, and it exhibits a marked increase
of about 1eV or 20% over the same temperature range as the O
1s chemical shifts discussed previously. This increase has been
interpreted as being caused by an increase in the Mn spin that is
equivalent to a net transfer of one electronic charge from the O
atoms to Mn, an effect not observed previously [84].

As an example of what can been seen in addition for this
system with hard X-ray photoemission, we compare in Fig. 8
temperature-dependent Mn 2p spectra from the same type of
colossal magnetoresistive oxide sample involved in Figs. 6 and 7,
excited by (a) soft X-rays and (b) hard X-rays [86]. The data in
Fig. 8(a) obtained at an excitation energy of 1090 eV, corresponding
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Fig. 10. (a) High-lying core and valence-level survey spectrum from a fractured
Lap7Sro3Mn0O3; sample, with the origins of all features labelled, including multiplet
splittings of Mn 3s and 3p, as well as many-body final-state mixing for La 4p. Peak
areas were measured for eight of the labelled peaks. (b) Peak areas from (a) are
compared to a product of stoichiometric concentration and differential photoelectric
cross-section, thus assuming a constant analyzer transmission function and that the
IMFPs for all peaks are identical (from Ref. [90]).

to kinetic energies of ~450eV and an inelastic mean free path of
~10A [23], are compared with data in Fig. 8(b) obtained at 7700 eV,
corresponding to kinetic energies of ~7050eV and an inelastic
mean free path of ~85A [23]. Thus, the latter represents a much
truer sampling of bulk properties. Although the general shape of
the doublet is the same at the two energies, there are two signifi-
cant differences. First and most obvious in the hard X-ray spectrum
is a small, but very sharp, satellite that appears below T¢ on the
low-binding-energy side of the 2p3, peak, but which is only hinted
at in the lower-energy more-surface-sensitive spectrum. There is
also an indication of the same satellite, although less well resolved,
on the 2p;j; peak, as indicated by the arrow. This type of satel-
lite has been observed in HXPS from other manganite and strongly
correlated oxide samples, and it has been interpreted as a screen-
ing satellite associated with highly delocalized electrons [87-89],
with the implication that it requires the extended volume of a more
bulk-sensitive measurement to see it. This satellite is also observed
to slowly disappear as temperature is raised, which implies a con-
nection with either magnetic order or a lattice that is free of the
kind of lattice distortion above T¢ that is thought to produce the
effects seen in Fig. 7 [84]. A second difference between the hard
X-ray and soft X-ray spectra is that a chemical shift with soft X-
ray excitation of both Mn 2p components to higher binding energy
by about 0.7 eV on lowering the temperature to about 150K, and
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Fig. 11. X-ray photoelectron diffraction at 1486.7 eV excitation from a monolayer of FeO grown on Pt(111). (a) A full-hemisphere pattern for Fe 2p emission is shown,
above the atomic geometry finally determined for this overlayer. (b) Two-dimensional projections of diffraction patterns simultaneously accumulated for emission from Pt
4f (kinetic energy 1414 eV), Fe 2p (778 eV), and O 1s (944 eV) (from Ref. [91]). (c) The O-Fe-0 bilayer geometry to which this FeO overlayer is hypothesized to convert when

it catalyzes the oxidation of CO (from Ref. [92]).

which has been linked to the O-to-Mn charge transfer discussed in
connection with Fig. 7 [84,85], is difficult to discern with hard X-ray
excitation. Beyond this, the changes in the Mn 3s multiplet splitting
with temperature are found to be less with hard X-ray excitation
[86]. Taken together, these results suggest that the effects seen in
Fig. 7 are more localized near the surface, within approximately
the first 30-40 A. Combining soft and hard X-ray photoemission
has thus been very useful in determining the effective depths of
these effects.

Fig. 9 now shows the temperature dependence of the valence
spectra from Lag7Srg3MnO3 with hard X-ray excitation [86], and

Fig.12. (a)and (b) Two views of the adsorption geometry of the endofullerene DyN3
in Cgo, as determined from a combination of STM, XPD, and resonant XPD. (c¢) and
(d) Experimental and theoretical diffraction patterns for emission from the three N
emitters in the system, respectively (from Ref. [93]).

illustrates another useful aspect of such HXPS measurements:
deriving information on valence population changes with tem-
perature or composition. These spectra have been normalized to
the combined Sr 4p, and La 5p core-level intensities nearby (see
Fig.6(b)), which are not expected to change with temperature. With
this normalization, it is clear that the valence spectra change in
relative intensity, exhibiting increased intensity at the higher tem-
perature. Considerations of the relative magnitudes of the relevant
valence atomic cross-sections at this energy for Mn 3d, Mn 4s, and
0 2p, as well as the expected relative populations of these orbitals
in the valence bands as estimated from local-density theory, leads
to the conclusion that the increases in the valence-band intensity
in this figure further confirm an increase in the Mn 3d population
at high temperature, as first concluded based on the data in Fig. 7.

As a final aspect of the hard X-ray data for this manganite,
Fig. 10(a) shows a survey spectrum including the valence levels
and a number of core levels, with all peaks labelled [90]. The core
peaks illustrate two different types of final-state effects: the Mn 3s
and Mn 3p spectra exhibit multiplet splittings, and the La 4p region
is distributed in a complex way over about 30eV due to the mix-
ing of final states with configurations 4p>4d'? and 4p>4d°Eg!, both
well-known from previous studies [5,6]. The areas of various peaks
connected with all of the atoms in the sample have been measured
by subtracting the backgrounds shown, and being careful to include
all final states associated with a given core hole. Thus all of the mul-
tiplet structure for Mn 3s and 3p, and all of the final-state mixing for
La 4p have been included in estimating their respective intensities.
In Fig. 10(b) is now shown a plot of these experimental intensities
vs the concentration-weighted differential cross-section for each
core level, assuming that, for this high-quality single crystal with a
freshly fractured surface, the stoichiometry probed by photoemis-
sionis that of Lag 7Srp 3MnOs3. The resulting plot is linear, with most
peaks falling within +/— 10% of a straight line, with no correction
for the spectrometer transmission function. This illustrates other
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advantages of HXPS: (1) to a good approximation, the spectrome-
ter transmission will be constant over the valence and high-lying
core region, as the retard ratio changes very little; in this case the
electron kinetic energies in Fig. 10(a) vary only over electron kinetic
energies of 7300-7700 eV, so for retardation to the energy of anal-
ysis of 200 eV used here, the retard ratio changed only from 0.0273
t0 0.0259. (2) The inelastic mean free path, and thus mean emission
depth, which is expected to vary roughly as Egl:f*l'm, can also be
assumed constant over this spectral range also, changing by only
about 5% over the spectrum. Thus, quantitative analysis of spectra
to determine stoichiometries in complex materials will be more
reliable with hard X-ray excitation, while keeping in mind that all
final states reached must be included in peak area determinations.

The further application of this type of combined soft and hard
X-ray photoemission to other strongly correlated materials or com-
plex multicomponent materials is thus a very promising area for the
future.

8. Photoelectron diffraction and photoelectron holography

8.1. Application to oxide overlayer growth and fullerene
adsorption

As one example of how XPD can be used, in what was a study
with complementary information from STM and LEED, we show in
Fig. 11(a) the full-hemisphere intensity distribution for Fe 2p emis-
sion at 778 eV kinetic energy from a monolayer of FeO grown on a
Pt(111) surface [91]. At this energy, the forward-peaked nature
of the electron scattering is observed to create strong peaks in
intensity along the Fe-O bond directions, as well as first-order
interference around these peaks (cf. Fig. 3(d) for 1keV). The angle
at which the forward scattering peaks are seen can furthermore
be used to estimate the distance between the Fe and O atoms in
the overlayer, and it is found to be only about half that for similar
bilayer planes in bulk FeO, as illustrated in the bottom of Fig. 11(a).
Fig. 11(b) also illustrates the element-specific structural informa-
tion available from XPD. The Pt 4f XPD pattern from the same
sample is rich in structure due to the fact that emission arises from
multiple depths into the crystal, with forward scattering produc-
ing peaks and other diffraction features along low-index directions.
The bands of intensity in the Pt pattern can be ascribed to Kikuchi
bands, as discussed further below. The Fe 2p pattern is here just
a projection onto 2D of the 3D image in Fig. 11(a). The O 1s pat-
tern shows only very weak structure, as the O atoms are on top
of the overlayer, with no forward scatterers above them, and only
weaker side and back scattering contributing to the diffraction pat-
tern. Comparing the Fe and O patterns thus immediately permits
concluding that Fe is below O in the overlayer, rather than vice
versa. It is also interesting to note that this FeO monolayer has very
recently been found to be catalytically very active, in particular for
the low-temperature oxidation of CO [92], suggesting future appli-
cations of such monolayer oxide catalysts. For the bilayer FeO case,
it is further hypothesized that a double-layer O-Fe-O sandwich
forms at the surface as it actually becomes involved in catalysis, as
illustrated in Fig. 11(c) [92]. Doing O 1s XPD on this double-layer
would immediately show by forward scattering peaks for emis-
sion from the bottom O layer due to both Fe and O in the layers
above that this hypothesis is correct, an obvious interesting future
experiment.

As another recent example of XPD as applied to a much more
complex structure, a fullerene-based system, Fig. 12(a) and (b)
shows two views of the atomic geometry expected when a Cgg
fullerene enclosing a DyN3 molecule is adsorbed in an ordered array
onCu(111)[93].Fig.12(c)and (d)shows the experimental N 1s XPD
pattern (a) and compares it to a theoretical pattern (b) that per-
mits, together with separate resonant XPD patterns of the Dy MNN

Auger intensities, concluding that the N atoms occupy very nearly
the center of the Cgg cage, while the endohedral DyN3 unit takes at
least two symmetry-inequivalent, but closely related, orientations
in the Cgg cages on the substrate surface. Even though there are
in addition three slightly symmetry-inequivalent N-atom emitters
for each DyN3 unit in this system, the complex XPD pattern could
be analyzed to derive useful structural results. It is also worth not-
ing that, in this and other cases involving XPD from adsorbates, the
simplification of using only a single-scattering cluster (SSC) type of
theoretical modelling is found to be adequate. For emission from
atoms in a bulk crystal or significantly below a surface, multiple
scattering along rows of atoms must be considered for quantitative
XPD modelling [45].

Many other examples of photoelectron diffraction in the study of
clean surfaces, adsorbates, and nanostructure growth appear else-
where [45,94,95], including discussions of an alternative method
of PD measurement in which the geometry is held fixed and the
photon energy is scanned [45,96], the principle focus of the article
by Woodruff in this issue.

8.2. Hard X-ray photoelectron diffraction

As another future direction in XPD, we consider what might
be possible by exciting with energies of several keV, as treated
in a recent theoretical study [97] and demonstrated in some first
experimental data [98,99]. Fig. 3 and Eq. (4) have already provided
an introduction to the general systematics expected, with highly
forward-peaked elastic scattering dominating the patterns, and any
higher-order diffraction features being weaker and more closely
spaced in angle. Beyond this, however, the higher inelastic mean
free paths lead to the sampling of many more atomic layers in
emission from a multilayer substrate, with effects of Bragg scat-
tering from different sets of planes becoming visible. In this limit,
the diffraction of the photoelectrons is better treated as a multiple
Bragg scattering (also referred to as dynamical scattering) process
leading to Kikuchi bands of intensity, as was in fact qualitatively
recognized in the first XPD study [55]. From a theoretical point of
view, this implies going from an atomic cluster formulation of the
problem to one involving multiple scattering from Bragg planes,
in what can be considered a time-reversed low-energy electron
diffraction (LEED) picture with the surface explicitly included [97].
In fact, above around 5 keV, it begins to be difficult to use the cluster
picture that is common in XPD algorithms [44], due among other
things to the large number of scattering phase shifts (cf. Fig. 3) and
the large atomic clusters required. For example, calculation times
in the cluster approach scale roughly as Nejysrer® (Imax + 1)3, where
Nepster 1S the number of atoms in the cluster. A family of Bragg-
based dynamical theoretical calculations over the energy range of
0.5-20keV for emission from diamond is shown in Fig. 13(b) [97],
where that for 1keV can be directly compared to experiment in
Fig. 13(a) [100]. The agreement between experiment and theory
at 1keV is excellent, including many fine-structure features. The
expectation on going to higher energies is for sharper and sharper
Kikuchi-band like features, as seen in the other panels of this figure.
Further consideration of such calculations indicates that hard X-ray
photoelectron diffraction (HXPD) should provide a very sensitive
method for the element-specific bulk-sensitive determination of
the positions of atoms in a complex lattice (for example, substitu-
tional vs interstitial sites), as well as of lattice relaxations [97].

As an example of experimental HXPD, as well as hard X-ray
ARXPS data obtained to date, Fig. 14 shows results of exciting
Si 1s photoelectrons from clean Si(001) and Si(001) with 4nm
of native oxide on top with synchrotron radiation at 7.94 keV
(panel (b)) and with monochromated Cr Ko, X-rays at 5.4keV
(panels (c¢) and (d)) [99]. These data have been obtained with a
specially adapted commercial hemispherical analyzer-lens com-
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Fig. 13. (a) An experimental full photoelectron diffraction pattern from diamond (11 1) at 964 eV kinetic energy (from Ref. [100]). (b) Calculations using a Bragg reflec-
tion/Kikuchi band approach for photoelectron diffraction and going up to 20 keV in energy (from Ref. [97]).

bination that has been fitted with a wide-angle prelens and a
bent-crystal X-ray monochromator in the Rowland circle geometry.
Energy resolutions of ca. 0.26 eV at 7.94 keV and 0.50 eV at 5.4 keV
and angular resolutions of 1° are achieved over approximately a
large +£35° in detector 6 (cf. Fig. 1). The Si® and combined Si3*4*
peaks in the presence of oxide are clearly resolvable in Fig. 14(a). In
Fig. 14(b) a single detector image over the full angle range is shown
for the oxidized sample. The relative enhancement of the oxide
single relative to the normalized Si® signal is obvious, indicating
that ARXPS can be performed quickly over a large-angle range with
such an instrument, as also practiced with some commercial XPS
spectrometers, but over a smaller angle range. Also, by rotating the
sample in azimuth ¢ (cf. Fig. 1) and combining results, a large sec-
tion of a hemispherical XPD pattern can be obtained. The Si° peak
shows strong XPD effects in emission from the clean Si(00 1) sur-
face in Fig. 14(c), with the clear presence of both forward scattering
along low-index directions and Kikuchi bands (cf. Fig. 11(b) for Pt 4f
and Fig. 13(a)). Fig. 14(d) illustrates the damping effect of the amor-
phous 4 nm layer of SiO,, although there are residual Si XPD effects
even with this relatively thick overlayer present. In other data, not
shown here, the combined Si3*#* peaks are found to show no XPD
features, consistent with the expected amorphous character of the
oxide.

HXPD and hard X-ray ARXPS experiments are thus just begin-
ning, and this aspect of the technique awaits future development,
but instruments such as that described above should make such
data much more accessible, and the result should be a new tool
for looking at local atomic structure in buried layers or in complex
bulk materials. As one interesting type of experiment that awaits
future trial, one can imagine tuning the hard X-ray incidence angle
to an atomic-plane Bragg reflection, and then observing the HXPD
patterns and the valence-band spectra as either the angle is var-
ied over a rocking curve or the photon energy is scanned over the
Bragg energy. This sort of “double-Bragg” experiment, in which
both photons and electrons are Bragg scattering, but in general from

different sets of planes, should permit even more precisely deter-
mining both local atomic structure and decomposing valence-band
densities of state in an element-specific way.

8.3. Photoelectron holography

As noted earlier, a photoelectron diffraction pattern can also
to a first approximation be considered a photoelectron hologram
[101]. This has led to several studies in which diffraction patterns
at various angles and/or various energies have been mathemati-
cally transformed so as to directly yield atomic positions in space.
More precisely, if the photoelectron diffraction intensities I(k)
are measured over several angles and/or energies, equivalent to
some volume in k-space, and then normalized by subtracting out
the smoother unscattered intensity profile Iy corresponding to
an_unscattered reference wave to yield a function x(k) = [I(k) -
Io(k)]/Io(k), then the holographic image of the atoms neighboring
the emitter U(7) can be obtained from:

/ / / x(k)expliker — ikr]d3k| (5)

where the exponential phase factor is that appropriate to the phase
difference between the reference wave and an object wave scat-
tered from point 7, and the integral is over the volume in k-space
covered by the data points.

As one example of this approach, I show in Fig. 15 a holo-
graphic image obtained using Cu 3p photoelectron intensities
above a Cu(001) surface, with the emitter (e) as the central ref-
erence point [102]. These images were actually obtained using a
differential approach in which two holograms at slightly differ-
ent energies are subtracted from one another so as to suppress
forward scattering effects, which are deleterious as far as holog-
raphy is concerned. Using this approach, it is clear that one can
image about 15 near-neighbor atoms below and to the sides of
the emitter. Other future possibilities with photoelectron hologra-
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Fig. 14. Hard X-ray angle-resolved XPS (ARXPS-(b)) and X-ray photoelectron diffraction (HXPD-(c) and (d)). (a) A Si 1s spectrum from a Si sample with 4 nm of oxide on top,
excited with monochromatized Cr Ko radiation at 5.4 keV, with different oxidation states labelled. (b) Multichannel Si 1s ARXPS data excited at 7.94 keV from a sample such
as that in (a) and simultaneously obtained over a wide-angle range with a special prelens. (c) Large solid-angle hard X-ray XPD from Si® 1s of Si(00 1) excited by Cr Ka and
thus a kinetic energy of 3569 eV, with the data obtained from single detector images at various azimuthal orientations of the sample. (d) As (c), but with 4 nm of SiO, on top

(from Ref. [99]).
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Fig. 15. Holographic image of the atoms neighboring a given reference Cu atom
below a Cu(00 1) surface, based on a differential method in which holograms at two
close-lying energies are subtracted from one another to reduce forward scattering
effects. The typical reference emitter atom is noted by “e”, and the neighboring atoms
are indicated in the inset. The data yielding this image consisted of Cu 3p spectra
at 25 kinetic energies from 77 to 330eV and over 65 directions, thus representing
about 1600 data points in k-space (from Ref. [102]).

phy, including making use of spin resolution and circular dichroism,
are discussed elsewhere [57]. It should be noted, however that PH
becomes more challenging at higher photoelectron energies due
to the increasing importance of forward scattering and the weaker
nature of the holographic fringes (cf. Fig. 3), although the differ-
ential approach mentioned above, and an alternative “near-node”
approach in which the polarization vector is oriented such that the
direct wave is near zero in the forward scattering direction [103],
both can be used to compensate somewhat the deleterious effects
on images of forward scattering [57].

It is also possible that PH could be used to directly image small
molecules or local atomic clusters in a time-resolved mode, as dis-
cussed previously.

9. Photoemission with standing wave excitation and other
X-ray optical effects

9.1. Basic methodology and the standing wave/wedge (“swedge”)
method

Carrying out measurements in an experimental geometry for
which the reflectivity is high enough that the exciting radia-
tion generates a significant standing wave represents a relatively
newly developed method for selectively exciting at certain posi-
tions within the sample. As indicated in Fig. 16, the period of the
square magnitude of the standing wave E-field will be given by
Asw(|E2|) = Ax/2sin B, where A, is the X-ray wavelength. Going
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Fig. 16. Schematic illustration of the simultaneous use of an X-ray standing wave
created by reflection from a multilayer mirror plus a wedge-profile overlayer sam-
ple to selectively study buried interfaces and layers—the “swedge” method. In the
example here, a strong standing wave (SW) is created by first-order Bragg reflection
from a multilayer made of repeated B,C/W bilayers, and a Cr wedge underneath an
Fe overlayer permits scanning the SW through the Fe/Cr interface by scanning the
sample, and thus the X-ray spot, along the x direction. The two relevant equations
for predicting the period of the standing wave along the z direction in conjunction
with Bragg reflection from the multilayer are also shown. In addition, the equation
for predicting Kiessig fringes in angular scans (rocking curves) is given. Other pre-
cise geometric parameters for the specific study in Ref [33] are also indicated (from
Ref. [33]).

into a grazing-incidence total reflection geometry is one way to
achieve high reflectivity [104]. Or, if the excitation is at a high
enough energy (a short enough electron de Broglie wavelength A.)
to permit Bragg reflection from crystal planes, then a standing wave
parallel to a given set of Bragg planes {hk ¢} can be generated; in
this case, the SW period for first-order reflection is just the pla-
nar spacing d ;¢ [104-106]. In such a Bragg geometry, scanning
the incidence angle over the Bragg angle, or scanning the photon
energy over the Bragg energy, sweeps the SW vertically by about
1/2 to 3/4 of Asw, thus also moving it through the unit cell, and
providing via core-level intensities information on atomic positions
near a surface [31], or, by using both core and valence-level intensi-
ties, element-specific densities of states [32]. The latter is discussed
by Zegenhagen in this issue. Another possibility is using reflection
from a synthetic multilayer mirror to generate the SW, with this
yielding in first-order reflection a SW period equal to the multi-
layer period dyy (cf. Fig. 16) and permitting depth-resolved studies
of nanometer-scale multilayer structures [33,104-106]. Finally,
Fig. 16 indicates an additional type of fine structure that can be seen
in scanned-angle or rocking curve measurements: Kiessig fringes.
These result from the interference of waves reflecting from the
top and bottom of the full multilayer, with thickness Dy, leading
to SW field maxima when gAx = 2Dy sinfg, g=1, 2, 3.... Addi-
tional fine structure in a rocking curve can result from reflections
at the top and bottom of the wedge, or some other thicker layer(s)
in the sample, for which one simply replaces Dy With Degrective
above.

The basic principle of the multilayer SW method, as amplified
by including one wedge-profile layer in the sample, is illustrated in
Fig. 16; this figure also includes some specific parameters for the
first case studied: the Fe/Cr interface, a prototype system exhibit-
ing giant magnetoresistance (GMR) [33]. A well-focussed soft X-ray
synchrotron radiation (SR) beam at between 500 and 6000eV
energy is incident on a synthetic multilayer mirror at its first-order
Bragg angle. This leads to a high reflectivity and a strong stand-

ing wave (SW) above the mirror. As noted above, if the bilayers
making up the mirror (in this example composed of B,C and W)
have a thickness dy, then the period of the SW, as judged by the
square of its electric field, also has a period of dy, as indicated
in the figure. Beyond this, the fact that the SW modulation is the
result of interference between the incident and reflected beams
implies that its intensity will range over maximum limits set by
142 /R(Oinc) + R(Oinc), where R is the reflectivity at a given inci-
dence angle. Thus, even a modest reflectivity at the Bragg condition
of 1% will yield an overall SW modulation of + 2,/R~ + 20% via the
middle term in this expression. The sample to be studied is then
grown on top of the mirror, with its base layer (here Cr) in a wedge
profile, and another constant-thickness layer (here Fe), plus per-
haps other layers, grown on top of the wedge. The slope of the
wedge is such that, over the full sample length along the x direction
in the figure, it changes in height z by a few times the standing wave
period dyy . Since the X-ray beam size is ~0.1 mm and much smaller
than the typical sample length of ~1 cm, scanning the sample rela-
tive to the beam along the wedge slope (the x direction) effectively
scans the standing wave through the sample. It is important in this
context to note that the SW phase is fixed relative to the multilayer
during such a scan. Thus, photoelectron or X-ray emission signals
from different atoms will exhibit oscillatory behavior that can, in a
direct-space manner, be interpreted in terms of depth distributions,
with the aid of X-ray optical calculations to accurately simulate the
standing wave [107,108].

In practice, this standing wave/wedge (swedge) method is also
combined with the more standard SW methods for determining
depth-resolved information perpendicular to a set of reflecting
planes: scanning the incidence angle over the Bragg reflection con-
dition for a given fixed photon energy, so as to generate a rocking
curve, and scanning the photon energy over the Bragg condition
for a given fixed incidence angle. In both of these types of scans the
SW modulation is negligibly small at the outset well off the Bragg
condition, then grows in to a maximum at the Bragg angle, and
then decreases to a small value again. Simultaneously, the phase
of the SW moves vertically by about 1/2-3/4 of the SW period,
thus causing significant changes in photoelectron or X-ray emission
intensities. Both of these measurements, combined with appropri-
ate X-ray optical simulations, can be used to determine the Bragg
angle at the outset of a swedge experiment, and they also pro-
vide complementary depth-resolving information that has been
used together with x-coordinate scans along the wedge to finally
determine the thickness of the wedge for a given x-coordinate set-
ting, as well as final depth profiles. A distinct advantage of the
swedge approach however, is that several full periods of the SW
can be scanned through the sample, and the resulting very nearly
sinusoidal oscillations more quantitatively analyzed to determine
depth profiles. One feature of such oscillations that is particularly
useful is the phase shift between them for different species, which
can directly be read as an approximate indicator of position with
respect to the surface of the sample. We illustrate this now for
a few examples below, including both soft X-ray and hard X-ray
excitation.

9.2. Application to a giant magnetoresistive interface

The first results obtained with the swedge method were for the
Fe/Cr interface, and they are summarized in Fig. 17. In Fig. 17(a),
the two basic types of measurement performed are indicated: (i) a
scan of sample position along x with the incidence angle fixed at
or near the Bragg angle, as discussed previously; and (ii) a rocking-
curve scan of incidence angle through the Bragg angle at fixed x, or
equivalently fixed Cr thickness. The results of both types of scans
on the Cr3p/Fe3p intensity ratio are presented in Fig. 17(b) and (c).
The roughly sinusoidal oscillations of this ratio in Fig. 17(b) clearly
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Fig. 17. (a) Two types of scans possible in the standing wave/wedge (swedge) method: (i) Scanning along x or wedge thickness with 6;,. fixed at the Bragg angle to yield
a direct scan of the standing wave through the layers above the wedge, and (ii) scanning the incidence angle over the Bragg angle with x (or Cr thickness) fixed to yield a
rocking curve. (b) and (c) Experimental (points) and calculated (curves) of the Cr3p/Fe3p ratios for these two types of scans, for the sample shown in Fig. 16 (from Ref. [33]).

reflect the passage of the standing wave through the interface.
Fig. 17(c) shows the more complex forms that are characteristic
of rocking curves, with dramatic changes in the ratio in this data
also. There are easily measured modulations of approximately +15
to +25% in these ratios. Note also in Fig. 17(c) that the wings of the
rocking curve contain Kiessig fringes that are observable in the-
ory, and to a lesser degree in experiment, due to its limited angular
range. Self-consistently analyzing the data in Fig. 17(b) and (c) with
X-ray optical calculations of standing wave photoemission [107]
and only two variable parameters (the depth of onset of the change
in the Fe composition and the width of a linear gradient as the inter-
face changes from pure Fe to pure Cr) yielded the excellent fit to
both types of data shown in the figure, and permitted determin-
ing the position and thickness of the Fe/Cr interface [33]. Adding
to this data Fe 2p, Fe 3p, Cr 2p, and Cr 3p MCD measurements
(cf. Fig. 5(a)) as a function of position also permitted determining
the depth profile of the magnetization of both atoms through the
interface. Thus, in this first published example, the swedge method
permitted non-destructively determining the concentration profile
through aninterface, as well as the variation of the element-specific
magnetization contributions through it.

9.3. Application to tunnel magnetoresistive interfaces

As another example related to spintronics, we consider a proto-
typical magnetic tunnel junction (MT]), in which two ferromagnetic
layers (e.g. CoFe) are separated by an insulating layer (e.g. Al,03
or Mg0), and spin-dependent tunneling interactions can produce a
large tunnel magnetoresistance (TMR). Fig. 18 summarizes photoe-
mission data from a sample consisting of an Al, 03 wedge varying in
thickness from 100 to 55 A, a layer of CoFe of 25 A thickness, a layer
of CoFeB of 15 A thickness, and a final protective cap of Al,03 of 10 A
thickness [109]. In Fig. 18(a) is shown the B 1s spectrum, which is
splitinto two components by a large chemical shift. These two com-
ponents A and B can be verified as two chemically and spatially
distinct species by either doing a rocking-curve scan and moni-
toring the two intensities A and B (Fig. 18(b)) or a scan along the

wedge slope (Fig. 18(c))in which the x positionis fixed and the angle
of incidence is varied, thereby sweeping the SW position through
the sample. The two components A and B have markedly different
behavior as a function of SW position. Analysis of the scans shown
in Fig. 18(b) and (c), but in particular, the phase shift between the
oscillations in Fig. 18(c), reveals that their mean depths are differ-
ent by about 7 A and that peak B originates from atoms closer to the
surface. A quantitative X-ray optical analysis of both sets of data
yields the concentration profiles responsible for these two peaks
indicated in Fig. 18(d), and the conclusion that the boron of type
B in the CoFeB layer has segregated out into the interface between
CoFeB and the Al,03 capping layer [109].

For the same MT] sample type as in Fig. 18, it has also been pos-
sible to use several valence-band spectra obtained as the standing
wave is scanned through the sample to yield layer-resolved densi-
ties of states, and in particular, to provide an understanding in terms
of electronic structure of the marked increase in tunnel magnetore-
sistance (TMR) when the CoFe layer is decreased in thickness dcope
from 25 to 15A [110].

As another type of MT] structure studied using the swedge
method, we consider a system consisting of an Al,03 wedge vary-
ing from 140 to 280 A in thickness covered by a constant-thickness
15A Co layer and a 12 A Ru cap [109]. One type of sample in this
study was produced using a synthetic procedure involving a 30-s
final plasma oxidation of the Al,03 just before deposition of the
Co, a procedure that has been thought to increase the desired TMR.
For such a sample, the Co is found via Co 2p chemical shift analysis
to be highly oxidized. Fig. 19(a) shows a reference Co 2p spectrum
from the literature, with one sharp feature from metallic Co (Co?)
and two peaks from Co oxide (Co2*)[111]. We find the same spec-
tral features, as shown in the standing wave/wedge (swedge) scan
in Fig. 19(b). In the same sense that the two boron species A and B
in Fig. 18(a) have a phase shift in Fig. 18(c), so does the single Co
metal component have a phase shift of about 16 A relative to the
two components from Co oxide in the Co* state, as shown clearly in
Fig. 19(b). This shiftis in turn in a direction indicating that the oxide
is situated on average above the metallic Co, rather than below it
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Fig. 18. (a) The boron 1s spectrum from a CoFeB layer on top of a sample with the configuration shown in (d). The photon energy was 1000 eV. (b) The intensity of the two
components A and B in (a), obtained by rocking the sample, i.e., by scanning the X-ray incidence angle through the first-order Bragg reflection of the multilayer. (c) The
variation of the intensities of peaks A and B as the standing wave is scanned through the sample by moving the sample in the x direction (a swedge scan). (d) The distribution
of the two types of boron in the sample, as derived from a fit of X-ray optical calculations to the data, with the smooth curves in (b) and (c) representing best fits. Type A has
segregated out at the top of the FeCoB layer, leaving a depleted FeCo(B) region. Type B represents boron in the FeCoB layer with original doping level (from Ref. [109]).

and adjacent to the Al;03. Beyond this, the oscillatory patterns seen
for the various core-level intensities of different atoms from this
sample, as plotted in Fig. 20, yield a family of phase shifts which
can be analyzed to determine depth distributions. For example, O
1sis splitinto what appears to be two metal-oxide components, one
that is in phase with Co oxide and nearer to the surface, and one
that is in phase with Ru that is below the surface. The metallic Co
signal also seems to come from not very far below the Ru on aver-
age. These results thus point to a very strong intermixing and/or
island formation in the Co and Ru layers, with the relative weak-
ness of the Ru oscillations also suggesting that it has distributed
itself over depths that must be approaching the wavelength of the
standing wave, which was in this case 40 A. An approximate picture
of the sample profile is shown in the inset of Fig. 19(c), and it is very
different from what might have been supposed from the synthetic
recipe.

A final example, again of an MT] structure, is of Fe/MgO and its
interfaces, some further soft X-ray excited results from which are
illustrated in Fig. 21 [112]. The sample configuration is shown in
Fig. 21(a). An Fe wedge varying from 0 to 200A in thickness was
grown on a Si/Mo multilayer mirror with 39.8 A period, a 20 A MgO
layer was grown on top of this, and a 20 A capping layer of Al 03 was
finally added to protect the MgO from radiation-induced chemical
changes. In Fig. 21(b), the results of wedge scans of several core
intensities, as well as the valence-band region are shown. Approx-

imately two full cycles of passage of the SW through the sample
layers are observed, with strong modulations of various features in
the 20-30% range. Clear phase shifts of the peaks from Al, Mg, and
Fe are seen, with these directly giving information on the relative
depths of these species from the surface. Beyond this, the valence-
band region shows clear changes as well, with the Fe-related DOS
features near the Fermi level following the Fe 3p core level in mod-
ulation, such that the overlying oxide DOSs are more emphasized at
points for which the Fe DOS is a minimum. Fig. 21(c) shows selected
valence spectra from the data in (b), which make these changes
more evident. Analyzing this data, together with MCD data for Fe
2p emission, has permitted deriving concentration and magnetiza-
tion profiles through the Fe/MgO interface, as well as extracting the
interface density of states for Fe, with the latter suggesting some
Fe oxidation at the interface [112].

9.4. Standing wave photoemission with hard X-ray excitation

Beyond the studies mentioned before using Bragg scattering
of harder X-rays from crystal planes to create a standing wave
[31,32,104], another interesting area for future development is to
use much harder X-rays for excitation of photoelectrons above a
multilayer mirror, thus going from soft X-rays in the 500-1000 eV
regime up to 5 or 10keV. This would permit penetrating multi-
layer structures more deeply. It has been pointed out that standing
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deduced from the data in this figure and in Fig. 20 (from Ref. [109]).

waves above nm-scale multilayer mirrors should be even stronger
in this higher-energy regime [113], and thus more accurate char-
acterizations of even deeper structures should be possible. Some
encouraging data of this type have in fact recently been obtained
[114,115]. Fig. 22 summarizes some of the first data of this type for
a sample with the configuration shown in panel (a), very close to
thatin Fig. 21. Photoelectrons were excited from this nanostructure
with 4.0 keV photons [114]. As the X-ray beam is scanned along the
wedge, Fig. 22(b) and (c) shows that there are strong oscillations
of about 50% in magnitude in core photoelectron intensities arising
from the oxide overlayers (Al 1s, O 1s (chemically shifted between
the two oxides), and Mg 1s), with about four standing wave cycles
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Fig. 20. (a) The oscillatory intensity variations of different core-level photoelectron
intensities as the standing wave is scanned through a sample with the configuration
shown in Fig. 19(c). The different peaks involved are indicated (from Ref. [109]).

being seen. The Fe oscillations are weaker, at only about 10% overall
due to the greater thickness of the Fe wedge, the larger photoelec-
tron IMFPs, and resultant averaging over a couple of SW cycles, but
they are still visible, together with a phase shift due to the different
effective sensing depths of Al, Mg and O, vs the Fe underneath. These
data suggest another fruitful direction of development for HXPS
in studying multilayer nanostructures, with applications already
to Fe/MgO [114,115] and TiN/Si, a system of relevance to current
semiconductor technology [116].

9.5. Photoelectron microscopy in 3D with standing wave
excitation

As another possibility for the future, carrying out soft X-ray-
excited photoelectron microscopy (PEEM) studies with standing
wave excitation should provide a type of direct depth sensitivity to
these laterally resolving synchrotron radiation based techniques,
provided that one or more standing wave cycles can somehow be
viewed in a single microscope image or series of images. Some first
encouraging measurements of this type have in fact recently been
carried out [117], as summarized in Fig. 23. As shown in Fig. 23(a),
a multilayer-mirror substrate had grown on it a very narrow Ag
wedge and then a bilayer of Co, then Au. This sample was then
imaged in a photoelectron microscope, and the standing wave-
induced variation of the intensity of a Ag wedge layer in the sample
and a C contaminant overlayer could be seen in a single snapshot
(Fig. 23(b) and (c)). The phase shift between the Ag and C images
due to their different vertical positions relative to the SW is also
seen in these figures. By further scanning the photon energy over
the Bragg condition, the SW can be seen to move along the wedge
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vertical positions of Ag and C with respect to the multilayer mirror which generates the standing wave (from Ref. [117]).

[118]. In more recent experiments, simply scanning photon energy
over the Bragg condition for a multilayer-based sample with no
wedge present has also been found to yield a similar type of depth
information [119].

Thus, the use of standing wave excitation in photoelectron
microscopy should provide information on the third vertical
dimension in images that have hitherto only been indirectly infer-
able from subtleties in core photoelectron or X-ray absorption
spectra.

9.6. Additional X-ray optical effects in XPS

As an illustration of the rich variety of X-ray optical effects that
can occur with hard X-ray excitation on a multilayer structure when
the incidence angle is varied, Fig. 24 shows purely theoretical X-ray
optical calculations for 6 keV X-rays incident on a model multilayer
structure of relevance to exchange-bias, as shown in Fig. 24(a): a
GaAs/AlAs multilayer with period 44.9 A, on which is placed 200 A
of MgF, (modelling a seed layer for epitaxial growth), followed by
100 A of FeF, (an antiferromagnet), 40 A of Co (a ferromagnet), a
10 A protective cap of Al, and finally a thin layer of oxygen con-
taminant to simulate the surface oxidation of Al [120]. In Fig. 24(b)
and the blowup from it in Fig. 24(c), photoelectron intensities aris-
ing from all layers within the sample are plotted as a function of
incidence angle, with various effects being seen: (1) rocking curves
at the Bragg angle of 1.39°, (2) small closely spaced oscillations
on either side of the Bragg rocking curve that are due to Kiessig
fringes resulting from interference between waves reflecting from
the top layer of the multilayer and from the bottom interface of it,
and associated with the distance Dy =60 x 44.9A+40A=2694 A,
and (3) longer wavelength Kiessig fringes associated with the
MgF, +FeF, + Co layers, with an effective D=340A. These fringes
are evident in recent experimental rocking curve data using both
soft X-ray (cf. Fig. 17(b)) and hard X-ray excitation, and can be used
to check the thickness of the multilayer and the wedge + overlying

layers, for example. As the onset of total reflection is approached at
low incidence angles of ca. 0.5°, the photoelectron intensities rise
due to a concentration of electric field near the surface, an effect
first observed and explained by Henke [30a]. Finally, when total
reflection is reached, they all fall to zero, but at different rates due
to different onset angles of total internal reflection at buried inter-
faces that turn off the emission below them. Of course, this is also
the regime in which total reflection XPS (TRXPS, GIXPS) is already
being exploited [30], as overviewed by Kawai in this issue. It is now
interesting to look at the precise form of the electric field squared
as a function of depth at a few special points in angle. For angle “1”
of 0.3° in the total reflection regime, as shown in (d), there is little
penetration below the Co layer, and intensities would be sensitive
to the Co/FeF; interface. For angle “2” of 0.375°, as shown in (e) the
electric field exhibits a “waveguide” effect due to multiple scatter-
ing of the radiation at the top and bottom surfaces of the relatively
low optical density MgF,, and the field strength is much greater
in this layer, with a resulting dramatic spike in the intensity from
it in panel (b). The angle 0.375° is furthermore very close to the
angle 0.298° which one gets for first-order multiple internal reflec-
tioninside the 200 A-thick MgF, layer. Combined with the observed
onset of total reflection at the top GaAs layer seen in Fig. 24(b) at
very nearly the same angle, this explains semi-quantitatively the
strong waveguide effect observed. Such waveguide effects have in
fact been observed in hard X-ray fluorescence experiments previ-
ously [121]. For the last special case of the Bragg angle, as shown in
Fig. 24(f), a strong standing wave with the period of the multilayer
is created, with this being the topic of most of the prior discussion in
this section. Although these results are based on theory only, they
are expected to be an accurate representation of experiment in the
absence of any threshold absorption resonance excitations. Thus,
interesting variations in the field form with incidence angle such
as those seen in Fig. 24 should also be very useful in future and soft
and hard X-ray experiments on multilayer structures, permitting
one to tailor the radiation profile so as to emphasize different por-
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Fig. 24. Theoretical X-ray optical calculations using a program due to Yang [107] for the angular dependence of photoelectron intensities and electric field for 5.9 keV photons
incident on a hypothetical sample involving exchange-bias between Co and FeF,, and grown on a GaAs/AlAs multilayer of 44.9 A period. (a) The sample configuration. (b)
Photoelectron intensities from core levels in every layer of the sample, normalized to unity at 3.0° incidence angle, and shifted by 0.2 with respect to one another to avoid
confusing overlap. (c) A blowup of the region around first-order Bragg reflection from the multilayer, indicating more clearly the two types of Kiessig fringes expected from
such a structure, and associated with the distances Dy, and D in (a). (d) The depth dependence of the electric field squared for an incidence angle for which total reflection
from the Co/FeF, interface has just turned on. (e) As (d), but for an incidence angle in which an X-ray waveguide effect has greatly enhanced the field inside the MgF, layer.
(f) As (d), but for incidence at the first-order Bragg angle of the multilayer. Standing waves (SW) are created in all cases in the vacuum above the sample as well (from Ref.

[120]).

tions of the sample. Carrying out such measurements does require a
very narrow angular divergence of the incident beam, however, and
thus such experiments are best done with synchrotron radiation.

10. Angle-resolved photoemission in the soft and hard
X-ray regime

10.1. The basic ARPES measurement in the UPS limit

Atlower energies of excitation, especially below roughly 100 eV,
photoemission spectra are routinely used to map the band struc-
ture of solids and surfaces, and this is one of the most powerful
applications of photoelectron spectroscopy. This ability is due to
the fact that the excitation can be considered to be dominated by
so-called “direct transitions” (DTs) in which an occupied initial one-
electron Bloch-wave state ¢(E;, k;) at energy E; and wave vector k;
can in the dipole limit only make a transition to a final state with
wave vector kf = k; + gn, where g, is some reciprocal lattice vec-
tor associated with the crystal structure under investigation, and n
represents a general set of h k £ indices. The relevant vector conser-
vation equationisillustrated for the examples of soft X-ray and hard

X-ray excitation from tungsten in Fig. 25. This figure also indicates
that, as the photon energy is increased, one can no longer neglect
the momentum of the photon kp, in conserving wave vector, one
manifestation of non-dipole effects in the excitation [25,26,122].
Determining k; inside the surface from a measurement off<f outside

the surface (which will be slightly different from sz inside due to
crossing the inner potential Vg at the surface) and then the set of g,
vectors which project k; back into the reduced Brillouin zone (BZ) in
which the band structure is usually described thus permits directly
measuring Epging(k;) = Ej(k;), the band structure, or if final-state
screening and many-electron excitations are taken into account,
more properly the spectral function as calculated from some sort of
many-electron theory [6]. A convenient expression of wave-vector
conservation is thus:

ki = ky — Ky — &n. (6)

If the final photoelectron state is high enough in energy, it
can be approximated as a free-electron, with Es(kf) ~ pf2 /2me =

hzkf /2me, where m, is the electron mass.
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Fig. 25. Illustration of k conservation in valence photoemission from W at two different photon energies: (a) 1253.6eV, a typical soft X-ray energy also available with
laboratory sources, and (b) 10,000 eV, a hard X-ray energy that is of interest for the future. Note the basic wave-vector conservation law, which must include the photon

wave vector for energies above ~100 eV (from Refs. [113,122]).

10.2. Hard X-ray angle-resolved photoemission (HARPES):
densities of states and band mapping

We have already noted that the combined effects of phonon
excitations during photoemission and angular averaging in the
spectrometer often lead in measurements at 1keV or higher exci-
tation energies spectra that represent a matrix-element weighted
density of states (DOS), the XPS limit (cf. Fig. 9). A measure of how
completely phonon effects have contributed to this DOS limit is a
temperature-dependent Debye-Waller factor (W(T)) calculated for
therelevant g,, which roughly represents the fraction of direct tran-
sitions remaining [122]. This factor can be calculated from W(T) ~
exp[—g2 < u%(T) >], with < u(T) > the one-dimensional mean-
squared vibrational displacement at temperature T. To illustrate
the XPS limit for very small W(T), Fig. 26 shows two comparisons
of experiment and theoretical densities of states for Au with exci-
tation energies of 1487 eV (Al Ka) [123] and 5.5keV in the hard
X-ray regime [124]. The relevant W(T) values are ~0.04 for 1487 eV
excitation and ~5 x 10~ for 5.5keV, so one expects to be in the
XPS limit in both cases. In both panels, the density of states as
calculated from local-density theory is compared to experiment
[125]. Although there are subtle differences between experiment
and theory, probably due to matrix-element effects, it is clear that
high-energy photoemission provides a rather direct measure of the
DOS.

It is also important to note that, since the XPS limit in its sim-
plest interpretation measures a matrix-element weighted DOS, the
two panels in Fig. 26, or indeed in any comparison of spectra
with soft X-ray and hard X-ray excitation, will represent different
weightings of the atomic orbital character of the valence bands.
More quantitatively for the case of Au, the relevant subshell pho-
toelectric cross-section ratios between the two photon energies
are: Au6s/Au5d=0.012 at 1.5keV and 0.028 at 6 keV [19], with the
relative influence of Au 6s thus expected to be about 2.3 times
higher at 6keV. This is in fact seen in Fig. 26, via the enhanced
relative intensity of the 6s-dominated region over about 0-1.5eV
binding energy, as compared to the 5d-dominated features over
2-8 eV binding energy. More generally, subshells with lower angu-
lar momentum quantum number £ are favored at higher energy,
due to the increased number of oscillations in their radial wave
functions, and thus better non-zero overlap with the strongly oscil-

latory photoelectron radial wave function in the calculation of a
matrix element.

Beyond densities of states however, it is also interesting to assess
whether more bulk-sensitive band mapping is possible by using
energies beyond the usual ARPES range up to ~150eV, and going
up into the keV, or even multi-keV regime. Several papers exploit-
ing this in the 500-1000eV range have in fact already appeared
[66,126-130]. As an example of the competing physics involved
in doing this, we consider an intermediate case for which both
band mapping and phonon smearing are involved: photoemission
from tungsten with ~1 keV excitation. Fig. 27(a)-(d) shows a set of
angle-resolved data from W(110) obtained in near-normal emis-
sion with an intermediate energy of 870eV, and at four different
temperatures, which permits assessing the influence of phonons
in a more quantitative way [66]. The four experimental panels all
clearly show band-mapping features, and in fact can be shown by
simple free-electron final-state calculations to sample along the
I'-to-N direction in the BZ, one of the directions highlighted in
Fig. 25(a). It is also clear that raising the temperature stepwise
from 300 to 780K, or from 0.75 times the tungsten Debye tem-
perature to 1.95 times that temperature involves a smearing of
those features and a significant gain of intensity in other parts of
the angle-resolved data. Also shown for comparison to experiment
in Fig. 27(e)-(h) are the results of one-step photoemission calcu-
lations that go beyond the three-step model in many respects and
include matrix-elements effects [131], a level of theory also dis-
cussed by Fujikawa in this issue. These calculations agree very well
with the positions and intensities of all features seen in experi-
ment, with some special points labelled 1, 2,...6 in experiment,
and 1/, 2’...6' in theory. However, these calculations do not at
their present level correctly predict the smearing of features at
higher temperatures due to phonons [66]. Further work is clearly
needed in the theory of X-ray excited ARPES so as to adequately
describe these phonon effects; this would permit more quantita-
tively using such data to study bulk electronic structures in a variety
of materials.

As a further example of such higher-energy ARPES, Fig. 28(a)-(b)
compares experiment and one-step theory, again for W(110),
but this time with excitation at a higher energy using non-
monochromatized Mg Ka radiation at 1253.6eV and cooling to
liquid nitrogen temperature to reduce the phonon effects [132].
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Fig. 26. Valence photoelectron spectra from the noble metal Au in the XPS or density of states (DOS) limit. In (a) and (b), Au spectra with 1.5 keV (from Ref. [123]) and 5.5 keV
(from Ref. [124]) excitation, respectively, are shown. In both cases, the experimental results are compared with theoretical densities of states based on local-density theory;

in (b) these are from Ref. [125].

In the measurements, the sample angle 6 was varied in steps that
were a little smaller than the ~20° window spanned by the detec-
tor in k (cf. Fig. 1), such that the detector images could be tiled
together in an overlapping way over a range of about 50°. The
agreement with one-step theory here is again excellent, both as
to the positions and the relative intensities of the excitation from
different bands. There is some disagreement in angular positions
for the largest positive angles relative to the [110] surface nor-
mal, but this is probably due a slight misalignment of the crystal
relative to that assumed in the calculations. Finally, in Fig. 28(c),

(a) 300K W =0.70

(b) 470K W = 0.58

the actual sz excursion in this experiment is shown, as calculated
based on simple free-electron final states. Over the angle range
of the experiment, the reduced Brillouin zone is spanned about 5
times via five different reciprocal lattice vectors g,, n=1, 2,...5,
starting out for small angles along the face of the Brillouin zone
along H-to-N-to-H and finally moving to scan more along H-to-I"-
to-H, as indicated by two additional dashed lines in the Brillouin
zone in Fig. 25(a). These results make it clear that one can do
three-dimensional band mapping in this way, and with greater
bulk sensitivity. Varying photon energy for a fixed emission-angle
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Fig. 27. Temperature-dependent angle-resolved photoemission data from W(1 10) at an excitation energy of 860eV. (a)-(d) Experimental energy-vs-angle (energy—vs—k)
plots at four temperatures, with phonon-induced smearing of features evident as T is raised. From left to right in each, the N-to-/" line in the Brillouin zone (cf. Fig. 25(a))
is approximately sampled. In (a) the results of a simple free-electron final-state estimate of the spectra with no matrix elements included are shown as the green curves.
(e)—(h) Theoretical calculations of these results based on a one-step model including matrix elements, and allowing for phonon effects via the approximation of complex

phase shifts (from Ref. [66]).
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range is another method for doing three-dimensional band map-
ping.

As a final example here, we show in Fig. 29 truly hard X-ray
ARPES from W(110) as measured at two temperatures, 300 and
30K, and excited by 5.9keV photons obtained from the SPring8
synchrotron radiation source [133]. In the detector images shown,
39-40 channels equal 1°, so each image spans about 12°. Fig. 29(a)
shows a detector image at 300K, for which W~ 0.09, a situation
expected to yield the XPS limit. Indeed, no dispersive features are
seen, and the EDC at any angle is found to closely resemble the W
DOS, with the three most prominent peaks indicated by arrows in
the figure. Fig. 29(b) shows results after cooling to 30K, for which
W~ 0.45, and approximately half the intensity is thus expected to
be involved with direct transitions. For this case, dispersive features
clearly appear, although they are superposed with DOS features.
However, in both panels (a) and (b), the DOS-like intensity exhibits
modulations with angle that can be as much as 30%. These are sim-
ply hard X-ray photoelectron diffraction effects, as has been seen
before with soft X-ray excitation of valence bands for cases in the
XPS limit [134]. Thus, both dispersing band effects and XPD effects
can be seen in the same dataset, with relative amounts depending
on temperature and photon energy.

The raw low-temperature image in Fig. 29(b) has then been cor-
rected with a two-step procedure that involves dividing by the
detector window average over energy (to approximately correct
for XPD effects) and by the window average over angle (to approx-

imately correct for DOS effects) [135], with the final result being
shown in Fig. 29(c). The dispersive features are much clearer in this
corrected image, and suggest this procedure as a general method
that should be useful for any systems for which W is less than
approximately 0.5. Fig. 29(d) now presents one-step photoemission
calculations with matrix-element effects included, and the agree-
ment is very good. Finally, Fig. 29(e) shows the region in k-space
involved in these measurements. The image is expected to span
the I'-to-N-to-I" direction, as indicated also in Fig. 29(c). Fig. 29(e)
also shows that the effect of the photon momentum for this case
is by chance to shift the image in k-space by very nearly the I"-N-
I" distance (4.35° compared to 4.21°, respectively), so the forward
scattering peak along[110]in Fig.29(a) lines up almost exactly with
the I position in the dispersing bands. In general, this would not
be true.

The results of Figs. 27-29, together with more recent results
for GaAs(100) at 3.2 keV [133], thus clearly indicate that it should
be possible to carry out more bulk-sensitive electronic structure
studies at much higher photon energies than have been typically
employed in the past. Estimates for a number of elements based on
Debye-Waller factors in fact indicate that, with cryogenic cooling
to suppress phonon effects, it should be possible to carry out more
bulk-sensitive band mapping for many materials at up to a few keV,
if not higher [66,136]. For example, Fig. 30 shows isocontour plots
for W=0.5, corresponding to an estimated 50% of direct transitions,
at a sample temperature of 20 K that can be reached by many cryo-
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Fig. 29. The first hard X-ray angle-resolved photoemission data, for the specific
case of W(110) excited with 5.94keV excitation. (a) Detector image as recorded
at 300K, very close to the XPS limit, and showing XPD modulation of the density
of states (DOS), whose three primary peaks are indicated by arrows. (b) Detector
image as recorded at 30K, exhibiting both XPD-DOS and dispersive band features.
(c) Corrected image from (b) after division by both the energy average and the angu-
lar average to enhance dispersive band features [135]. (d) One-step photoemission
theory including matrix-element effects. (e) Free-electron final-state picture of the
region sampled in k-space (from Ref. [133]).

genic sample holders, as a function of photon energy and the two
sample-related parameters Debye temperature and atomic mass.
This plot can be used for any material for which the Debye temper-
ature and the effective atomic mass are known. Also indicated by
points are the actual values for about 34 elements. From this data,
it is clear that band mapping should be possible in the 1-2 keV
range, with the results for graphite also suggesting that layered
materials may exhibit very different degrees of phonon involve-
ment in-plane and perpendicular-to-plane. In addition, for GaAs,
bands have been resolved with a lower W value of 0.35 [133], so
the estimates in this figure are if anything conservative, with higher
energies in the few keV range likely being usable for many sys-
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Fig. 30. Theoretical calculations of Debye-Waller factors W for angle-resolved pho-
toemission, showing isocontours for W=0.5 at a temperature of 20K, as a function
of Debye temperature, the atomic mass, and the photon energy. Results are shown
for 34 elements, including three entries for carbon: diamond, graphite-in plane, and
graphite-perpendicular-to-plane. The Debye temperatures used are for 300 K, with
the exception of graphite (from Ref. [136]).

tems. Itis also expected that better procedures for correcting for the
photon-associated DOS-like features will be developed, along with
better microscopic theoretical treatments of such phonon effects
[66], thus extending the energy range even further.

10.3. Nanometer-scale angle-resolved photoemission

As Fig. 1(g) indicates, other dimensions of photoemission
involve adding spatial resolution in the lateral dimensions x and y,
with one method for achieving additional resolution in the vertical
z dimension via standing waves already being discussed in a prior
section. Photoelectron microscopy or more generally “spectromi-
croscopy” is reviewed in detail by Margaritondo and by Oelsner in
this issue, and in other recent overview articles [35-37]. Thus, we
will here only specifically consider one future direction involving
focussing the radiation to a small spot so as to do what has been
termed “nano-ARPES” [135].

In Fig. 31(a), the basic idea of the experiment is presented [135].
A zone-plate lens is used to focus a soft X-ray synchrotron radia-
tion beam down to a spot of the order of 100 nm. A spectrometer
like that shown in Fig. 1 is then used to measure spectra from var-
ious regions of the sample by raster-scanning the sample in front
of the beam in x and y. Both core and valence-level spectra can
be accumulated in this way. Fig. 31(b) shows a micrograph from
a cleaved sample of highly oriented pyrolytic graphite (HOPG) in
which the intensity in valence-band spectra has been used as a
contrast mechanism. Looking in more detail at the ARPES spectrum
excited with 180 eV photons from the specific 300 nm region indi-
cated reveals in Fig. 31(c) the band structure of the HOPG in that
region. It is furthermore observed that the contrast comes about
due to a slight tilting of different polycrystalline domains, with the
brighter (yellow) regions corresponding to the so-called m-band of
graphite being oriented towards the detector. Thus, one can look
forward to taking advantage of much of what was discussed above
with lateral spatial resolutions that should eventually reach 20 nm
or better. In addition, spectromicroscopes making use of sophisti-
cated electron optical elements promise to permit photoemission
measurements below 10 nm, and perhaps at a few nm [137,138],
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Fig. 31. Some first experimental results for spatial- and angle-resolved photoemission: nano-ARPES. (a) The basic experimental geometry, with a zone-plate used to focus
the radiation into a small spot. (b) An image obtained by scanning the sample in front of the spot in x and y, with contrast provided by the intensity of the valence-band
spectra, as excited by 180 eV radiation. (c) Angle-resolved photoemission results obtained from a 300 nm region indicated in (b) (from Ref. [135]).

although perhaps not with the energy and angular resolution of the
zone-plate scheme in Fig. 31. Going to higher photon energies as
discussed in the prior section should also yield more bulk-sensitive
electronic structure, but with two-dimensional imaging.

10.4. Bonding interactions and band structures in core levels

As a final aspect of ARPES, we should note an only very recently
discovered effect, the observation of weak bonding interactions in
deep core levels of solids, and resultant “band structures” [139].
In particular, combined C 1s XPD and C 1s ARPES measurements
on graphene show that, although C 1s is nominally a core level
that is not involved in chemical bonding, there are interatomic
interactions of sufficient strength to mix adjacent orbitals in bond-
ing and anti-bonding combinations, thus forming long-range Bloch
functions that exhibit dispersion with wave vector [139]. The
magnitudes of these dispersions are small, at 60 meV overall, but
nonetheless observable via high-resolution measurements at pho-
ton energies of 350-700 eV. Such effects are in fact not surprising, as
they are the solid-state analogues of effects that have been known
in simple molecules such as acetylene (H-C-C-H) [140] and N, for
some time [141]. This phenomenon thus represents another exam-
ple of the fruitful cross-fertilization that often takes place between
atomic and molecular physics and condensed matter physics.

It is thus expected that such effects will be seen in high-
resolution measurements of core levels in many other systems,
and that they could in fact influence the overall linewidths in core
spectra at the 50-100 meV level.

11. X-ray photoemission at high ambient pressure
I have previously mentioned XPS measurements at higher pres-

sures in the multi-torr regime, but it is worthwhile here to consider
a few illustrative examples of recent results.

As one aspect of XPS at higher pressures, we first consider the
monitoring of surface chemical reactions in real time. Beginning
with some first exploratory studies by Nilsson et al. in Uppsala
[142] and by Grunze and co-workers [143], work in several lab-
oratories has by now extended such reaction kinetics studies with
synchrotron radiation excitation to faster timescales and more
complex chemical reactions [144,145], as well as to higher effec-
tive ambient pressures [82,83,146], thus permitting studies of such
systems as aqueous surfaces [146] and solutions [147] and catalytic
reactions [148]. This represents yet another exciting and rapidly
developing area for future studies with X-ray photoelectron spec-
troscopy.

As a technologically relevant example of these types of time-
resolved reaction studies, Fig. 32(a) shows a high-resolution
spectrum of an oxidized Si(0 0 1) surface, with the well-known res-
olution of at least five distinct chemical states from the element to
that of SiO, [149]. Such spectra have previously been used to study
the kinetics of oxidation of Si at pressures of about 10~ Torr, with
resolution in time of all of the oxidation states. As a more recent
development, Fig. 32(b) shows a first high-pressure XPS system in
which the sample could be separated from the exciting synchrotron
radiation beam by a thin Al (or SiN) window and from the analy-
sis section of the electron spectrometer by an electron lens with
two stages of differential pumping [82]. This configuration permits
having the sample region at up to a few torr in pressure during mea-
surements. In this way, surface reactions can be studied at pressures
thatin some cases are much closer to the actual conditions of indus-
trial processes or systems of relevance to environmental science,
thus bridging what has been called the “pressure gap” between
ultrahigh vacuum surface science research and real-world reaction
conditions, and leading to the term “ambient pressure photoemis-
sion spectroscopy (APPS) for this technique [83]. As an example of
the use of such a system, Fig. 32(c) shows several spectra from a very
recent Si oxidation study at 450 C and 1 Torr which is of relevance
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Fig.32. (a)High-resolution Si2p spectrum from a Si(0 0 1) surface that has been oxidized at 600 °C and an ambient pressure of 5 x 10~7 Torr (from Ref. [149]) (b) A spectrometer
configuration in which the sample region is isolated from the radiation source by a thin window and from the spectrometer by differential pumping so as to permit ambient
pressures up to 5-10 Torr (from Ref. [82]). (c) A series of Si 2p spectra taken at about 1 min intervals during the oxidation of Si(00 1) at 450°C and an ambient pressure of

1 Torr (from Ref. [150]).

to the processing conditions used in the semiconductor industry
[150]. Spectra here were recorded every 8s, but are finally shown
as binned in 1-min intervals for this plot. The SiO, thickness range
covered is 0-25 A. More detailed analysis of this data as shown in
Fig. 33 indicates a clear division of the reaction rates into an ini-
tial rapid regime and a much slower quasi-saturated regime, with
a break point between them that occurs when the SiO, is about
5-15A thick, depending on the ambient pressure. Current models
for the reaction kinetics of this process do not describe this regime
of thicknesses that is now crucially important in devices [150].

In anotherillustrative example of the power of ambient pressure
XPS, it has recently been used to study the distribution of ions at the
surface of an aqueous solution by measuring the intensity ratios of
alkali and halide ions as a function of pressure (by going up to the
point of deliquescence on a solid alkali halide surface) and photon
energy (by varying the degree of surface sensitivity) [147]. Some
of these results are summarized in Fig. 34. For KBr, with excitation
at a more-surface-sensitive energy of 200 eV, Fig. 34(a) shows that
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Fig. 33. Application of ambient pressure XPS to the time-dependent growth of SiO;
on Si(001) at 450 °C and various pressures, as derived from the relative intensities
of the Si** and Si® peaks in spectra such as those in Fig. 32(c) (from Ref. [150])

the Br/K intensity ratio is constant until the deliquescence point is
reached, at which it abruptly jumps by a factor of two due to an
enhancement of the Br concentration at the surface. In Fig. 34(b),
the effect of varying photon energy on this ratio at deliquescence is
shown, and these results verify that, for either KBr or KI, the halide
ion tends to segregate to a liquid surface, with the effect being more
pronounced for the larger iodide ion. These results are also con-
sistent with the expectations of molecular dynamics calculations.
Such studies of liquid surfaces, either in the static high-pressure
ambient mode described here [83], or via photoemission from a
liquid jet as reviewed elsewhere [9], open the way to many studies
of relevance to environmental and life sciences.

As one additional aspect of ambient pressure XPS studies, one
can also look forward to being able to resolve band structures and
molecular levels in the near-surface region as a function of time
and gas exposure. For example, Fig. 35 shows a detector image
like those in Fig. 1(c), and 27-30, but for an HOPG graphite sur-
face in the presence of 0.2 Torr of CO at a photon energy of 120eV
[151]. The dispersing band states of the graphite are clearly seen as
curved intensity profiles, together with the non-dispersing local-
ized molecular states in the gas near the surface, and perhaps also
adsorbed on the surface, which appear as flat lines. Thus, following
the electronic structure of both substrate and adsorbate in detail
during a surface chemical reaction should be possible. It is also
clear that, if a core-level intensity is monitored in a situation such as
thatinFig. 35, diffraction-produced modulations of intensity will be
observable in the detector image; these would provide additional
atomic structure information from XPD to the ambient pressure
photoemission experiment, and represent another obvious direc-
tion for future experiments.

Looking ahead concerning ambient pressure XPS, we can expect
that much higher pressures into the 15-20Torr regime, shorter
timescales in the millisecond range, and significantly better energy
resolutions than those in Figs. 32(c) and 34(a) should be possible
with a combination of better differential pumping, higher through-
put spectrometers, brighter radiation sources, and more efficient
multichannel detectors for photoelectrons that are under devel-
opment [43]. Reaching 18 Torr is a particularly important goal, as
this is the vapor pressure of water at room temperature. Being
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or equivalently the degree of surface sensitivity (from Ref. [147]).

able to measure at such conditions would open up numerous
applications in environmental and biological science. Subsequent
generations of differentially pumped spectrometers beyond that in
Fig. 32 are already operating and in fact beginning to be commer-
cially available; these include, e.g. up to four stages of differential
pumping. Using standing wave excitation in such ambient pres-
sure experiments would also permit more selectively looking at
the near-surface region, in particular at the depth profiles of species
just below the surface and in the gas phase just above the surface.
Finally, since one limit on pressure has to do with attenuation of
the photoelectrons by inelastic scattering, using hard X-rays for
excitation should permit operating at higher pressures, another
advantage of this other new direction in XPS that has been dis-
cussed here.
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Fig. 35. Observation of bands and molecular levels in an ambient pressure XPS
experiment. A sample of HOPG graphite was exposed to 120eV photons in the
presence of 0.2Torr of CO. The resulting detector image of binding energy vs
emission angle (cf. Fig. 1(c)) exhibits both the dispersing bands of graphite near
the surface and the non-dispersing states of adsorbed and gas-phase CO (from

Rt There is an error in ref. 151 for
this figure: The CO levels should
be in order 4sigma, 1pi, 5sigma

12. Concluding remarks

In this article, I have attempted to both overview the basic phe-
nomena in XPS, in particular as discussed in more detail in other
articles of this issue, and to consider several of its forefront areas
for future development and exploitation, from those related to sur-
face and interface analysis, which is in some sense the “bread and
butter” application of the technique, to those related to more subtle
measurements of surface and bulk electronic structure (densities
of states and bands), magnetic properties, and time-resolved pro-
cesses, including chemical kinetics. There are indeed many exciting
new directions for XPS, with the promise that one will be able in
the future to carry out experiments in which the properties of a
given nanoscale sample are measured as a function of three spa-
tial dimensions (e.g. via some combination of microscopy, variable
photon energy into the multi-keV regime, and standing wave exci-
tation), of time (via short-pulse sources and/or next generation
ambient pressure systems), and of the electron spin (via next gen-
eration detectors). One can say that the “complete photoemission
experiment” is within reach. It seems certain that Einstein would
be pleased to see what has become of the humble photoelectric
effect.
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