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Abstract
Synchrotron-based photoemission electron microscopy (XPEEM) is one of the most powerful
spectro-microscopic techniques for the investigation of surfaces, interfaces, thin films and
buried layers. By exploiting the tunability and polarizability of x-ray sources as well as progress
in electron optics design, modern XPEEM instruments can perform several x-ray spectroscopic
investigations with a lateral resolution of a few tens of nanometres. We review here the latest
developments in XPEEM, illustrating the state of the art capabilities of the technique. The
usefulness of chemical and magnetic imaging XPEEM methods is demonstrated by examples of
fundamental and applied studies in surface and material sciences, as well as other fields of
application ranging from magnetism to biology and geology.

(Some figures in this article are in colour only in the electronic version)

Contents

1. Introduction 1
2. XPEEM instrumentation and methods 2

2.1. Operating principle 2
2.2. PEEM instruments and operation modes 2
2.3. Lateral resolution 3
2.4. Comparison with the scanning photoelectron

emission microscope 4
2.5. Beamline design 4
2.6. XPEEM spectroscopies 4
2.7. Time resolved techniques 5

3. Chemical imaging 6
3.1. Thin films and interfaces 6
3.2. Nonlinear processes during surface catalytic

reactions 9
3.3. Material science and nanostructure characteri-

zation 10
3.4. Other applications: mineralogy, biology and

medicine 11
3.5. UV-FEL-PEEM 12

4. Magnetic imaging 12
4.1. Fundamental materials problems 12
4.2. Magnetic domain structure in small ferromag-

netic patterns 13
4.3. Ferromagnetic–antiferromagnetic interfaces 16
4.4. Magnetization dynamics 17

5. Outlook and perspectives 18
References 19

1. Introduction

The unique characteristics of x-ray radiation from third-
generation synchrotron radiation sources have prompted
considerable progress in spectro-microscopy. The high
flux and brilliance of synchrotron light along with its
tunability and polarizability allows implementation of laterally
resolved applications of the most important spectroscopic
methods [1]. X-ray photoemission electron microscopy
(XPEEM) fully exploits the many advantages of synchrotron
radiation: it overcomes the limited elemental sensitivity
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of PEEM with conventional UV sources and provides
unprecedented opportunities to image surfaces and thin films
with chemical [2–5] and magnetic sensitivity [6–8]. The
applications of XPEEM are not limited to surface and materials
science, but are expanding to novel fields like geology [9],
medicine [10] and biology [11].

XPEEM instruments have evolved much in the last
decade, reaching a lateral resolution of a few tens
of nanometres and full spectroscopic capability [12–15].
Furthermore, the imminent availability of a new generation of
instruments implementing aberration correction is pushing the
lateral resolution limit well into the nanometre range [16, 17],
opening up new exciting developments. XPEEM not only
excels in lateral resolution but also in time resolution,
as demonstrated by recent experiments on magnetization
dynamics with resolution less than 100 ps [18–20].

Driven by the strong interest in surface processes
occurring at submicron length scales, the use of PEEM
instruments has become widespread. Most third-generation
synchrotron radiation facilities now host microscopes served
by dedicated beamlines. Following the first applications with
synchrotron radiation [21, 22], PEEM experiments made large
use of x-ray absorption spectroscopy (XAS) and its related
techniques. In combination with linear and circular dichroism
(MLD and MCD, respectively) PEEM has become the main
tool for imaging the magnetic state of surfaces, thin films
and buried interfaces [6–8], which is one of most successful
applications of synchrotron-based microscopy. The availability
of instruments equipped with an energy filter has also opened
the possibility of performing x-ray photoelectron spectroscopy
(XPS). This adds lateral sensitivity to electron spectroscopy
for chemical analysis (ESCA) and ultra-violet photoelectron
spectroscopy (UPS) so that synchrotron radiation PEEM
instruments can probe the local chemical state and electronic
structure, respectively [23]. Finally, the combination of
PEEM with low-energy electron microscopy (LEEM) into
a single instrument adds structure sensitivity and diffraction
techniques to spectroscopy, enabling an effective multi-
technique approach to the study of surfaces [13–15].

In this review we focus on recent progress in synchrotron-
based XPEEM research. Instrumental aspects and experi-
mental methodologies including time resolved techniques are
briefly discussed in section 2. Sections 3 and 4 describe in de-
tail chemical and magnetic PEEM applications, respectively,
and are central to this work. Whenever possible we avoided
overlapping with earlier reviews, and concentrated mainly on
more recent work done at Elettra. Selected examples were cho-
sen to illustrate the current capabilities of XPEEM and its abil-
ity to solve fundamental problems in fields such as surface and
material sciences, often emphasizing the power and usefulness
of a combined LEEM–PEEM approach.

2. XPEEM instrumentation and methods

2.1. Operating principle

The photoemission electron microscope images a specimen
that is illuminated with soft x-rays or ultra-violet (UV)

Figure 1. Schematic diagrams of a PEEM in its simplest
configuration. For explanation see text (colour online).

radiation. The emitted electrons are accelerated by a strong
field in the objective lens, of which the specimen is an integral
part. Therefore the objective lens is also called a ‘cathode’ lens.
The objective produces a magnified image of the specimen,
which is further magnified by one or several additional lenses
onto a two-dimensional image detector. The detector is usually
a multi-channel plate image intensifier—phosphorus screen
combination and the image on the screen is recorded with a
CCD camera.

2.2. PEEM instruments and operation modes

PEEM instruments can have either purely electrostatic
lenses or magnetic lenses. Many of them have no
energy filter but systems with an energy filter, either band
pass or high pass, are becoming increasingly used. A
version that combines PEEM with LEEM and a band pass
energy filter, the spectroscopic photoemission and low-energy
electron microscope (‘SPELEEM’), is used today in many
synchrotron radiation sources. This instrument is particularly
powerful because of the complementary information obtained
with LEEM and LEED. PEEM instruments, in which the
chromatic and spherical aberrations of the objective lens are
corrected, are still in the commissioning phase (SMART at
BESSY2 [16, 24, 25]) or in the development state (PEEM3 at
ALS [17, 26, 27]).

Most instruments have been described in original and
review papers [12, 15, 28–32] so that we briefly discuss here
for completeness only two instruments. The instrument used in
the first synchrotron radiation PEEM experiments [21, 22, 28]
is shown in figure 1 (top). It consists only of an objective lens,
an image detector [22] and an aperture (‘contrast aperture’)
in the back focal plane of the objective lens, which limits
the angular acceptance. More recent instruments have one or
more lenses after the objective to increase the magnification;
correctors for astigmatism and a retarding grid as a high-pass
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Figure 2. Schematic diagram of the SPELEEM. For explanation
see text (colour online).

energy filter (see figure 1 bottom). Instruments combining
PEEM with LEEM, such as the SPELEEM [13, 14], have
a much more sophisticated optical layout, as illustrated in
figure 2.

The SPELEEM allows three basic operation modes:

(i) Energy filtered imaging. The sample is illuminated with
x-rays to excite photoemission. The lenses labelled FL,
IL and P1 magnify the specimen image produced by the
objective. A slit is inserted in the dispersive plane of the
analyser in order to select the desired energy of the emitted
electrons. The specimen image is finally projected onto
the detector with the projective lenses P2 and P3. The
contrast aperture in the diffraction plane limits the angular
acceptance for optimum resolution.

(ii) Energy filtered micro-diffraction. IL and P1 image the
diffraction pattern produced by the objective rather than
the specimen. Insertion of the analyser exit slit allows
angle resolved photoemission and x-ray photoelectron
diffraction measurements. The probed area is selected by
positioning the field-limiting aperture in the image plane
after the objective lens.

(iii) Micro-XPS, or dispersive plane operation. IL and P1 are
as in (i), but the energy slit is not inserted. The two
projectors, P2 and P3, are used to image the dispersive
plane of the analyser onto the detector. The dispersive
plane appears as a line, whose intensity profile represents
the photoemission spectrum. In this operation mode the
microscope reaches its best energy resolution. The field-
limiting and contrast apertures determine the probed area
and angular acceptance, respectively.

2.3. Lateral resolution

The lateral resolution of PEEM and LEEM instruments is
determined by the chromatic and spherical aberrations of the
objective lens. It increases with the angular aperture of the
imaging beam linearly and with its third power, respectively.
The angular aperture is limited by the contrast aperture, which
causes diffraction. The resolution limit can be estimated

Figure 3. Calculated resolution limit and transmission as a function
of the acceptance angle for the SMART microscope. Curves
corresponding to corrector on and off are compared and show the
significant gain in transmission as well as resolution. The dominant
contributions of diffraction (dd), chromatic (dc) and spherical (ds)
aberrations are indicated by the labels. Reproduced from [25] with
copyright permission from World Scientific.

by minimizing the square root of the sum of the diameters
of the confusion disks produced by spherical aberration,
chromatic aberration and diffraction at the contrast aperture.
Numerous calculations have been made for a wide variety of
lens configurations (see for example [33–35]) yielding a limit
of about 6 nm for 10 eV electrons and an energy width of
0.5 eV when the optimum aperture is used. While this is, in
principle, achievable in LEEM, the usually lower intensity in
XPEEM requires a larger contrast aperture which deteriorates
the resolution. As a consequence, the best well-documented
XPEEM resolutions are in the low 10 nm range, although
occasionally resolution values in the nanometre range have
been claimed.

In order to achieve a resolution in the nanometre
range in XPEEM the optimum aperture has to be increased
by correcting spherical and chromatic aberration. In the
aberration-corrected instruments SMART and PEEM3 this
is done by an electron mirror, combined with a highly
symmetric beam separator [16, 17, 24–27]. The elimination
of the chromatic and spherical aberration leaves only higher-
order aberrations and leads to a much larger optimum
angular aperture, resulting in a significant improvement of the
transmission and of the resolution. The improvement that can
be achieved in this manner depends on the specific design of
the electron optics. Crucial factors are the start energy of
the electrons and their energy spread. The calculations made
for the PEEM3 indicate an optimum resolution of 4 nm at
about 1% transmission for secondary electron imaging without
an energy filter [17]. Less than 2 nm is expected for the
SMART, which uses an energy filter [25]. The resolution and
transmission of the uncorrected and corrected microscope are
compared in figure 3. The calculations were made for a start
energy of 10 eV and an energy spread of 2 eV.
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Another ingenious method of aberration correction, which
combines a pulsed radiation source, time-dependent lens
excitation and delay line detection, has been shown to improve
resolution and contrast, though only at low magnifications
so far [36, 37]. Aberration correction methods involving
numerical steps, such as the moving focus [38] or phase
retrieval method, have also been proposed but no success has
yet been achieved.

2.4. Comparison with the scanning photoelectron emission
microscope

It is useful to compare the PEEM to another widely
used experimental method, scanning photoelectron emission
microscopy (SPEM). In SPEM the lateral resolution is
determined by the lateral dimensions (i.e. the full width
half maximum) of the illuminating photon beam, which is
usually focused by special diffractive elements obtained by
lithographic techniques (‘Fresnel lenses’ or ‘zone plates’). The
lateral resolution is limited by the diffraction limit of the
zone plate as well as by constraints in the geometry of the
collection system and the available photoelectron flux. We
underline that the resolution limit for SPEM is at least an
order of magnitude larger than for zone plate imaging in full
field transmission mode, which has recently demonstrated a
record 13 nm [39]. The most advanced instruments, such as
the SPEM operating at Elettra, reach a lateral resolution of
∼200 nm [40]. In PEEM the photon illumination does not
limit the attainable lateral resolution. The limit is instead set
by the aberrations introduced by the electron optics. This gives
PEEM a significant advantage over SPEM in terms of lateral
resolution (in principle less than 10 nm), which will be further
enhanced in aberration correction PEEM instruments.

The spectroscopic ability of SPEM is superior to that of
PEEM, because SPEM can exploit the full potential of multi-
channel hemispherical energy analysers developed for laterally
averaged x-ray photoelectron spectroscopy. The energy
resolution performance of SPEM at Elettra is 0.2 eV [41], but
can be improved in principle by at least a factor of ten. A
similar energy resolution was demonstrated in the SPELEEM
at Elettra in dispersive plane operation [15]. In the imaging
mode, the energy resolution of the same instrument increases
to about 0.3 eV.

It is important to note that the PEEM detection mode is
‘parallel’. Photoelectrons emitted from different areas within
the microscope field of view are collected simultaneously. On
the contrary, SPEM data acquisition is ‘sequential’. Each pixel
in the SPEM image is obtained after moving the sample with
respect to the photon beam, which is thus scanned across the
specimen surface. This procedure is less efficient and can cause
artefacts when following dynamical processes [42].

2.5. Beamline design

High lateral resolution requires high flux density in the
specimen area imaged by the microscope. Owing to the low
photoelectron yield in core level photoemission, high flux
density is thus demanded from the beamline. This requirement
is best met by employing undulator sources together with

efficient micro-focusing of the photon beam and medium
energy resolution of the monochromator. Such criteria inspired
the design of the ‘Nanospectroscopy’ beamline at Elettra [43]
and the SILS beamline at SLS [44], which anticipated similar
beamlines at other synchrotron radiation facilities.

Typically, XPEEM beamlines are served by undulators
based on the Sasaki design [45], which provides high brilliance
and selectable polarization. The availability of two rather
than one undulator is particularly useful for magnetic imaging.
Switching of the photon helicity is obtained by setting the two
undulators to opposite phases, alternatively ‘tuning’ only one
undulator to the monochromator energy while ‘detuning’ the
other one [46]. This method allows inversion of helicity within
a few seconds, while minimizing the disturbance to the storage
ring orbit.

A crucial aspect in beamline design is the focusing of the
photon beam at the microscope. Special adaptable bendable
mirrors have been developed for this purpose. Such mirrors
are bent by applying unequal moments to their ends, which
allow fine control of the focusing of the beam. Profiles
approximating ellipses up to the fourth polynomial order can
be produced, which allow spot size down to a few micrometres
to be obtained [47]. Unfortunately, the mirrors cannot be
used to defocus the beam in order to illuminate a wider
area on the sample. Under such conditions, the spot is
affected by residual aberrations and slope errors, resulting in
a strongly inhomogeneous illumination. Variable spot size
refocusing optics suitable for XPEEM have been demonstrated
recently [48].

The beam spot is typically wider along the horizontal
direction, owing to the larger size of the source along the plane
of the orbit. In microscopes where the specimen is vertical
the grazing incidence of the photons imposed by the objective
lens geometry produces an elongated shape of the beam spot.
This type of illumination is suitable only when operating the
microscope at fields of view less than the vertical size of the
beam, typically less than a few microns. Imaging becomes
impossible at smaller magnifications, because the beam spot
cannot be magnified by the refocusing optics. In order to
avoid this severe limitation, the PEEM instrument can be
rotated, so that the specimen is slightly tilted with respect to the
horizontal plane and a circularly shaped beam spot is produced.
This simple solution, now available in commercial PEEM
instruments, allows homogeneous and efficient illumination
both at small and intermediate fields of view.

2.6. XPEEM spectroscopies

The illumination of the specimen with x-rays excites a
broad electron spectrum consisting of the primary unscattered
or elastically scattered photoelectrons, inelastically scattered
electrons, Auger electrons and secondary electrons. By
imaging with these electrons with or without selecting their
kinetic energy, the PEEM can perform laterally resolved
versions of most widely used x-ray spectroscopy techniques.
The available techniques may be divided in two groups. The
first group uses electrons whose energy is characteristic for the
material studied. This requires an energy filter, preferably a
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band pass. The second group makes use of the absorption of
photons at energies characteristic of the materials studied. The
absorption is measured via the secondary electron emission
intensity, which requires no energy filter, although this is useful
for enhancing the spatial resolution.

2.6.1. X-ray electron emission spectroscopies.

• X-ray photoelectron spectroscopy (XPS). The PEEM
detects electrons emitted from atomic core levels with
kinetic energy Ekin = hν − Ebin − ϕ, where Ebin is the
core level binding energy, hν is the photon energy and ϕ

the work function. Typically hν is fixed and Ekin is varied,
which allows probing of the chemical state of the emitting
atoms by measuring their binding energies. The intensity
of the photoemission signal is proportional to the number
of emitters in the topmost layers within their energy-
dependent escape depth, and thus provides straightforward
and quantitative information about the surface chemical
composition. Optimal surface sensitivity is achieved by
an appropriate choice of the photon energy, so that Ekin

is at the minimum of the inelastic mean free path of
the electrons in the matter, generally between 50 and
150 eV. Probing valence band states in this manner makes
PEEM particularly sensitive to the surface band structure,
including surface states and resonances. Several methods
are possible with state-of-the-art instruments: spectral
imaging (or XPS imaging), spectroscopy mode (micro-
XPS) or diffraction mode (micro-XPD), which allows
probing the local order and structure around the emitter.

• Auger electron spectroscopy. The energy, intensity and
shape of Auger electron spectra contain information on
core states and valence band states, although this is
difficult to disentangle. With strong and sharp core level
spectra available for imaging, Auger electrons have been
little used up to now for imaging

2.6.2. X-ray absorption spectroscopy (XAS). The PEEM
images the secondary electron emission at fixed kinetic energy
as a function of the photon energy hν. When hν matches a
core level energy, a peak in the secondary emission intensity
is observed. Such resonances arise from transitions from core
levels into unoccupied valence states via excitation processes
occurring during the filling of the core holes. They are
characteristic fingerprints of the emitter chemical state, so that
PEEM allows chemical maps to be obtained. Furthermore,
x-ray absorption near-edge spectroscopy (XANES) provides
a wealth of information about the emitter: site location and
valence state. Due to the very low energy of the secondary
electrons (less than 10 eV), their mean free path is relatively
large. XAS and XANES can thus probe buried interfaces or
films up to a depth of ∼10 nm. The resolving power of the
monochromator determines the attainable energy resolution so
that, in principle, no energy filter is required.

X-ray absorption is frequently dichroic, i.e. it depends
upon the orientation of the E vector of the wave with respect
to the sample. Examples are oriented molecules when the
absorption for E parallel and E perpendicular to the molecular

axis is different or, more important, in magnetic materials. This
makes two special modes of XAS imaging very important.

• Magnetic circular dichroism. X-ray magnetic circular
dichroism (XMCD) is a well-established technique to
probe the magnetic state of ferromagnetic 3d transition
metals and their compounds. Excitation of 2p
electrons with circularly polarized radiation transfers the
photon angular momentum to the spin of the excited
photoelectron, which is used to probe the unfilled 3d
states in the spin-split valence band. Quantitative sum
rules allow spin and orbital magnetic moments to be
obtained from XMCD spectra [49–51]. At resonance, the
secondary electron yield is proportional to the dot product
between the magnetization direction and the photon
helicity vector, which is parallel or antiparallel to the
beam propagation direction according to the handedness
of the circular polarization. Thus, local differences in
the orientation of the magnetization produce differences
in the XAS intensity, and these allow imaging domains
and domain walls in thin magnetic films and surfaces. The
XMCD image is obtained by subtraction of two PEEM
images obtained with opposite helicity, i.e. IXMCD =
(Iminus − Iplus)/(Iminus + Iplus). Domains with opposite
orientation along the photon beam direction appear as
bright and dark regions; domains aligned normal to the
beam appear in neutral greyscale.

• Magnetic linear dichroism. X-ray magnetic linear
dichroism (XMLD) PEEM is used in the characterization
of antiferromagnetic materials, and is sensitive to the
alignment of the magnetic axis A. In XMLD the
secondary electron intensity depends upon the charge
distribution and magnetism. The magnetic contrast is
proportional to 3 cos2(θ)−1, where θ is the angle between
A and the electric field vector E [6–8, 52]. XMLD-
PEEM can thus image the AFM order, e.g. the alignment
of the axis A and the domains. Data are acquired using
horizontal and vertical linear polarization of the photons.
The XMLD images are usually obtained by subtraction
of PEEM images obtained at two energies around the
resonances, in order to maximize MLD contrast.

2.7. Time resolved techniques

Time resolved (TR) PEEM brings the time resolution of
standard PEEM (a few tens of milliseconds at most) down
to the picosecond regime. It is often used in combination
with XMCD to investigate the dynamics of surface magnetism.
Details of the technique and examples of applications are
described extensively in [20, 53, 54], so here we will
limit ourselves to a brief description of the method. A
TR experiment is performed using a conventional PEEM
microscope, with or without an energy filter, and stroboscopic
illumination. The pulsed nature and well-defined time structure
of the x-rays produced in storage rings have been exploited
to obtain snapshots of the time evolution of the system under
study.

The so-called ‘pump and probe’ experiments are
performed as illustrated in the diagram of figure 4. Firstly the
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Figure 4. Schematic diagram of a pump–probe experiment. Only the
signal starting the pump pulse, which is usually much wider
(typically 1–5 ns) than the probe pulse (2–100 ps) is shown. See text
for explanation (colour online).

‘pump’ pulse (e.g. a magnetic or electric field pulse) drives
the system into an excited state. Then the ‘probe’ photons
are used to obtain a PEEM image of the system. ‘Pump’
and ‘probe’ are synchronized, the latter following the first at
a given adjustable delay time �. During a single ‘probe’ pulse
only a small number of electrons are emitted. Therefore TR
imaging is limited to imaging with secondary electrons and
the experiment has to be repeated many times keeping the
time delay � fixed, until satisfactory statistics is obtained.
Typically, hundreds of millions of ‘pump’–‘probe’ cycles are
needed. By varying the time interval between ‘pump’ and
‘probe’, one can investigate the dynamics of the various
stages of the excitation/de-excitation processes. Whenever the
repetition rate of the ‘pump’ pulse is limited, gating of the
detector might be required to suppress unwanted x-ray ‘probe’
pulses.

In magnetization dynamics experiments, a fast rise current
pulse flowing into a conductive coplanar waveguide or micro-
coil produces the magnetic field pulse excitation. Such
structures are lithographically patterned on an insulating
substrate. The current pulse is typically generated by a
photoconductive switch located in the proximity of the sample.
Alternatively, the current pulse can be directly provided by
a pulse generator. Details of related methods can be found
in [53–55].

The time resolution of the stroboscopic PEEM experiment
is primarily determined by the ‘probe’ pulse width and the
jitter in the synchronization, generation and manipulation of
the ‘pump’ and ‘probe’ signals. Typically, third-generation
synchrotron light sources offer dedicated operation modes for
TR experiments, with pulse widths ranging from ∼100 ps to
the record of 1.6 ps obtained at BESSY2, operating in the so-
called ‘low-α’ mode. The best reported time resolution in TR-
XPEEM is in the range 10–70 ps, depending on the operating
conditions of the ring [20]. In the future, the availability of free
electron laser (FEL) sources will produce tunable x-rays with
pulse duration down to the femtosecond range. It has to be
kept in mind, however, that femtosecond pulses require much
higher flux densities for acceptable image acquisition times.

These cause space-charge, local heating and damage problems,
which may limit their applicability.

The use a (x, y, t) delayline detector permits a slightly
different version of the stroboscopic experiment described
above [56]. In this case the PEEM is used as a time-of-
flight detector that can reveal single photoemission events
with lateral resolution. Depending on the delay from the
time-zero (defined by the ‘pump’ event), each detected
‘count’ is accumulated into an image corresponding to a
certain time interval (or slice). Besides being a means for
optimizing collection efficiency, the use of the time-of-flight
(TOF) detection method allows obtaining simultaneously the
complete dynamic evolution of the system.

3. Chemical imaging

Most of the early applications of energy filtered PEEM were
limited to metal and semiconductor interfaces. These have
already been reviewed [1–4], so that we concentrate here only
on the most recent developments. PEEM applications are
also extending to fields such as nano-biology, medicine and
geology, but their detailed description goes beyond the scope
of this paper. The main focus of the section is to illustrate
the potential of energy filtered PEEM, combined with low-
energy electron microscopy (LEEM) and related methods such
as darkfield imaging and micro-LEED. We will emphasize
the great strength of LEEM–PEEM instruments, where the
availability of chemical and structure sensitive techniques in
a single instrument enables a real multi-technique approach to
the study of processes occurring at surfaces and interfaces. The
following sections will present a variety of XPEEM–LEEM
examples. The reported work is heterogeneous in nature and
has been classified according to the different application fields.

3.1. Thin films and interfaces

3.1.1. Electronic structure and reactivity of thin Mg films.
The observed size-dependent chemical activity of metal
clusters and thin films has been a long-standing topic in
surface science and catalysis, stimulating vast research on the
reactivity of low-dimensional systems. An XPEEM study of
the oxidation of Mg thin films on W(110) [23] addressed the
relationship between dimensionality and reactivity, focusing
on the role of quantum electron confinement and its effect on
the electronic structure of thin films with different thickness.

As a preliminary, Mg/W(110), a model system for
quantum electron confinement [57], was studied with LEEM
and XPEEM. The morphology and structure of the film were
elucidated in detail, and several phase transitions below and
around 1 ML coverage were identified [58]. Using LEEM it
was possible to optimize growth conditions to obtain regions
of different thicknesses. After exposure to molecular oxygen,
the dependence of the oxidation rate on film thickness was
quantitatively determined by measuring the intensity of the
oxide and metallic Mg 2p components. Figure 5 shows LEEM
and XPEEM images of the film after oxidation. The LEEM
image shows the thickness-dependent quantum size contrast
in electron reflectivity. The XPEEM image represents the
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Figure 5. (a) LEEM image of a Mg film in an advanced growth stage. The numbers indicate the film thickness, determined following the
reflectivity changes during the film growth. (b) Mg 2p oxide component XPEEM image of the same Mg film, after exposure to 9 Langmuirs
of molecular oxygen. The intensity is proportional to the extent of local Mg oxidation. Adapted from [23] with permission. Copyright 2004
by the American Physical Society.

intensity of the Mg 2p oxide component in the same area.
The detailed analysis of the two images reveals a complex
dependence of the oxidation rate on thickness, with maxima
in the range 6–8 and 13–15 layers. Complementary UV-PEEM
measurements indicate that the dependence of reactivity upon
film thickness is directly correlated to periodic variations in
the density of states at the Fermi level, DOS (EF), induced by
quantum well states crossing the Fermi surface. The result of
several oxidation experiments is shown in figure 6. As can be
seen clearly, there is an almost linear correlation between the
measured DOS(EF) and the reactivity.

These experiments stimulated vivid theoretical interest.
Different models were proposed to explain the experimental
results, but no consensus has been found yet. According
to one model, the observed reactivity modulations originate
from a non-adiabatic charge transfer taking place during O2

dissociation, and result from the linear dependence of the
charge transfer rate upon the local DOS (EF) [59]. A
different interpretation attributes the reactivity modulations to
the decay length λ above the surface of the electronic local
density of states around the Fermi energy [60]. The ab initio
calculations on the unrelaxed Mg system reveal that λ exhibits
an oscillatory behaviour as a function of film thickness, with
local maxima corresponding to the highest occupied quantum
well state being closest to the Fermi energy, in accord with
results from earlier calculations [61].

3.1.2. Growth processes on semiconductor substrates: Ge
on Si. The strong interest in optoelectronics applications
based on nanodevices has motivated numerous microscopy
studies of the growth of Ge on Si, concentrating on quantum
dots (QD) and their properties. Central issues concern the
ability to control positioning and alignment of QDs through
self-assembly and understanding of Si–Ge intermixing during
island formation.

Experiments on Si(111) demonstrated the usefulness
of a combined LEEM–XPEEM approach [62, 63]. In
these experiments, LEEM was employed to follow the
growth dynamics, and thus to determine QD morphology
and structure, and XPEEM to characterize the surface
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Figure 6. Top: photoemission intensity at the Fermi level measured
for areas with different thickness before exposing the film to oxygen.
Bottom: plots of the relative weight of the Mg 2p oxide component
in different experiments corresponding to different O2 exposure.
Reprinted from [23] with permission. Copyright 2004 by the
American Physical Society.

stoichiometry post-growth. Surface composition maps of the
islands were obtained from Si 2p and Ge 3d spectra. They show
an apparent correlation between the island basal area and the Si
concentration in the topmost layers [64]. It turned out that the
larger islands have a higher Si concentration, which increases
from less than 10% for pyramids up to 25–40% in atoll-like
islands. The Si concentration increases with increasing growth
temperature, suggesting that Ge–Si alloying is regulated by
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kinetic factors. The Si incorporation in the islands might be
explained by invoking surface mobility or exchange with the
bulk. Yet on the basis of present data it is not possible to
identify the dominating diffusion channel.

The influence of a surfactant, Ga, on the growth of Ge
on Si(111) was also studied [65]. As shown by combined
LEEM and XPEEM measurements, sub-ML adsorption of Ga
at 670 K affects the subsequent growth of Ge and induces
alignment of the Ge islands. Ge islands nucleate preferentially
on the Ga (

√
3 × √

3)-R30◦ phase and at domain boundaries
with the (7 × 7) substrate. XPEEM images also indicate a
strong correlation between Ga and Ge 3d signals, suggesting
segregation of Ga on the island surface during Ge growth.

Another interesting application example was provided
by Ge island self-organization occurring on a Si(001)
surface decorated with a square pattern of Au dots [66].
Recent XPEEM experiments elucidated the origin of this
phenomenon [67]. Upon exposure to air, gold catalyses
the oxidation of Si in a circular corona around the pattern,
which blocks the diffusion of Au during the following sample
preparation (annealing to 550 ◦C). Subsequent Ge deposition
at 450 ◦C results in the formation of Ge-denuded zones in
the oxide regions. The accumulation of Ge outside the
Si oxide leads to islanding below the wetting layer critical
thickness observed in the metal-free regions of the sample.
As shown by XPEEM concentration maps, the deposition
of Ge also produces a dramatic transformation in the local
concentration of Au. Gold diffuses away from the sites where
it was deposited, where only small traces remain, which was
attributed to the formation of a Au–Ge eutectic.

3.1.3. Oxide surfaces and interfaces. Oxide surfaces
frequently impose severe problems on spectroscopic and
microscopic investigations with x-rays, which often produce
artefacts in the images or in the spectra. The effect of surface
charging and radiation-induced damage was first observed in
scanning photoemission microscopy [42]. A similar behaviour
is also expected for XPEEM, although the photon flux density
illuminating the microscope field of view is lower than in
SPEM. Surface charging can be eliminated or at least reduced
by simply increasing the sample temperature. Oxygen loss is
determined by the radiation dose which is necessary for image
acquisition, but can be reduced by minimizing the desorption
cross section by appropriate choice of the photon energy. In
addition, flux density can have a major influence on the damage
created by radiation. The authors observed more or less
strong surface reduction under irradiation with a micro-focused
soft x-ray beam on SrTiO2, ZrO2, CeO2, and TiO2 [68, 69].
Experiments on oxide nanostructures obtained by local anodic
oxidation (LAO) on GaAs and GaAs/AlAs/GaAs demonstrated
that prolonged irradiation with soft x-rays (130 eV) can remove
several layers of material, and eventually lead to the desorption
of the whole LAO oxide [70–74].

Metal nanoparticles on oxide substrates are a challenging
research subject for XPEEM. Metal-on-oxide systems show
unique characteristics, which determine their chemical activity
and selectivity. The typical size of such structures is less
than 10 nm, so that only PEEM instruments with aberration

Figure 7. Intensity of the Au 4f emission on the TiO2 surface as a
function of the vacancy concentration for experiments with different
Au coverage. The dotted line marks the best (1 × 2) structure; the
continuous lines are a fit modelling the transition from cluster to
one-dimensional growth (colour online). Reproduced from [69] with
copyright permission by the American Physical Society.

correction reach the lateral resolution that is necessary for
performing experiments. One-dimensional (1D) metals grown
on oxides provide another excellent scientific case for XPEEM.
Besides the fundamental interest, the ability to grow in 1D
might also open new pathways to the creation of devices based
on purely quantum behaviour. The study of their growth and
electronic structure is within reach of LEEM–XPEEM, and
provides an attractive alternative to the perspective given by
STM measurements.

In a recent study we proposed a novel pathway to create
one-dimensional Au on rutile TiO2 surfaces, by exploiting
surface reduction resulting from irradiation damage [68, 69].
Such Au ‘wires’ grow during deposition of Au on the oxygen
vacancy rows of the (1 × 2) reduced phase formed by electron
or photon stimulated desorption of oxygen at intermediate
temperatures, ∼ 750 K. Under these conditions, the surface-to-
bulk mass transport of O is still inefficient, so that vacancies
cannot be filled but reorganize to minimize the repulsive
interactions. The observed (1 × 2) LEED was attributed
to a metastable (1 × 2) missing-row structure, distinctly
different from the (1 × 2) added row which is formed at high
temperatures and generally accepted as the stable form of the
(1 × 2) reconstruction. This low-temperature (1 × 2) structure
has 0.5 ML vacancies. The large interchain distance makes it
ideal for studies of one-dimensional phenomena.

Whereas the interaction of Au with the stoichiometric
surface is weak, the ordered vacancy template of the
(1 × 2) structure provides an abundance of energetically
favourable adsorption sites, favouring one-dimensional or
two-dimensional growth modes over formation of clusters.
The evidence for this change in Au growth mode comes
from micro-LEED and XPEEM measurements. Results of
experiments of irradiation with 60 eV electrons [69] are
illustrated in figure 7, which shows the evolution of the Au
4f intensity as a function of oxygen vacancy density for Au
coverage of 0.5, 1.0 and 1.5 ML. Opposed to the small Au
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signal observed in the unirradiated areas, there is a strong
increase in Au 4f intensity following the development of the
(1 × 2) structure. Owing to the short inelastic mean free
path of Au 4f photoelectrons with 90 eV kinetic energy,
surface and bulk sensitivity are at maximum and minimum,
respectively. Therefore, the Au 4f data indicate a transition
from cluster growth on the stoichiometric surface to one- or
two-dimensional growth on the irradiated surface, resulting
from Au adatoms occupying oxygen vacancies. The slower
increase of the Au signal after 0.5 ML vacancies was attributed
to an electrochemical potential gradient from the surrounding
unirradiated regions. We note that Au deposition does not
cause an intensity decrease of the superstructure spots in
LEED, but rather an increase, which indicates that Au adsorbs
on the vacancies with the periodicity of the (1 × 2) template
and supports one-dimensional growth. These measurements
were complemented by detailed ab initio calculations, which
indicate strong bonding of Au on TiO2 bridging vacancies and
formation of various types of Au chains (monomers, dimers
and trimers) with chain distance dictated by the substrate
periodicity.

3.2. Nonlinear processes during surface catalytic reactions

By imaging spatial variations of the surface work function
with low-energy photons from deuterium or mercury lamps,
conventional UV threshold PEEM has found extensive use
in studying spatio-temporal oscillations that develop during
simple catalytic surface reactions [75]. The applicability
of this method is, however, limited to the observation of
space and time characteristics of reaction wavefronts in a
restricted number of simple reaction systems, where the
chemical composition of the different surface phases is
straightforward or can be determined using complementary
techniques. There are, however, non-trivial reaction systems
were true chemical sensitivity is mandatory. Examples can
be found in complex multi-component reaction systems, such
as the NO + H2 and O2 + H2 reactions on Rh(110), which
have been successfully studied using SPEM [76]. The SPEM
study of sub-ML K/Rh(110) and others systems [77] revealed
for the first time reactive phase separation of metal adatoms
used as promoters, and stimulated subsequent SPELEEM
investigations on reaction-induced reorganization of sub-ML
noble metals on Rh(110) [78–82].

The water formation reaction on Rh(110) modified
with sub-ML Au has been chosen as a model system for
reorganization within adlayers of spectator adspecies. These
adsorbates do not actively participate in the reaction but
block surface active sites with the macroscopic effect of
decreasing the reaction rate. Similarly, Au does not alter the
water formation reaction mechanism, so that the Au modified
surface still exhibits bistability upon oxidation/reduction [78].
Transitions between O-covered and reduced surface are
induced by propagation of elliptical reaction wavefronts.

One of the main results of SPELEEM experiments is that
the wavefronts lead to a profound compositional and structural
lateral reorganization of the interface [78, 79]. LEEM and
micro-LEED were used to monitor the dynamics of front

Figure 8. Top: LEEM image (7.7 eV) illustrating the propagation of
reduction/oxidation wavefronts on O-covered Rh(110) modified with
0.5 ML Au. The propagation direction is indicated by the arrows; the
dotted circle indicates the area probed by XPEEM and shown below.
Bottom: Au 4f7/2 image and spectra taken during front propagation.
The spectra are measured on the initial (‘ini’), reduced (‘red’), and
re-oxidized (‘ox’) surface. Adapted from [78]. Copyright 2004 with
permission from Elsevier.

propagation. Figure 8 (top) shows a LEEM image of a
reduction front (bright), followed by a concentric oxidation
front (dark) moving in the same direction, as indicated by
the arrows. Au compositional maps and spectra of the fronts
were obtained using XPEEM, by measuring Au 4f core level
emission. The spectra in figure 8 (bottom) show clearly that the
oxidation front compresses Au into the reduced area, where a
saturation layer is formed. On the other hand, the re-oxidized
areas are depleted of Au. The simultaneous propagation of
the reduction/oxidation fronts thus determines an efficient mass
transport of Au across the surface. In the stationary state this
leads to the formation of large Au islands and phase separation
between Au and O.

The Au–O phase separation is preserved under oxidation
conditions. Re-establishing reduction conditions above 550 K
readily reacts off the adsorbed oxygen, which in turn allows a
quick homogenization of the Au adlayer. This is illustrated by
the Au 4f images in figure 9, with a time resolution of 10 s.
The Au pattern is preserved under oxidation, but dissolves
quickly after reduction conditions are imposed, as evidenced
by the equalization of the Au 4f intensity in regions (a) and
(b). As demonstrated by LEEM movies, the reduction starts
from the O-covered Rh areas, which have higher reactivity
than the Au saturated regions. We underline the ability of both
XPEEM and LEEM to monitor dynamical processes. Whereas
the time resolution of PEEM using core level photoelectrons is
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Figure 9. Top: Au 4f images illustrating how Au–O, preserved in
oxygen ambient, is dissolved under reduction conditions. Bottom:
Au 4f7/2 average intensity in the areas labelled (a) and (b) (see top),
as a function of time. As can be seen, the Au 4f7/2 intensity measured
in (a) and (b) equalizes quickly after imposing reduction. Adapted
from [78]. Copyright 2004 with permission from Elsevier.

limited to few seconds per frame, LEEM can image at video
rates. LEEM is therefore crucial in following directly dynamic
phenomena, such as adatom diffusion and propagation of
chemical waves.

The Au–O phase separation described previously is driven
by pure energetic principles [79]. As demonstrated by ab
initio calculations, the mixed Au–O state has a higher total
energy than the separated Au and O adsorption states, due
to mutual destabilization of Rh–Au and Rh–O bonds in the
coadsorbed phase. In static conditions the reduced mobility
of adsorbates inhibits phase separation. By creating empty
sites on the surface, the reaction enables conditions for
the lateral reorganization of the adsorbates, so that phase
separation can take place on larger length scales. In practice,
pattern formation results from the combined effect of the
reaction, adspecies diffusion and interplay of attractive and
repulsive interactions between the adsorbates or between
the adsorbates and substrate. This is a strongly nonlinear
process, which can be modelled by introducing appropriate
kinetic equations. Such simple theoretical models predict
that adsorbates on catalytic surfaces can form stationary or
travelling periodic non-equilibrium nanostructures with well-
defined morphology [77, 83, 84].

Theory also predicts that the reaction rate can be used
to control the adlayer microstructure wavelength, and through
this the catalyst activity [85]. This has prompted new pathways
to the creation of surface-supported functional materials with

Figure 10. Top: XPEEM images illustrating the formation of
Au + Pd stationary patterns, with phase separation of Au and Pd
from O. Bottom: LEEM and MEM images for comparison. Adapted
with permission from [80]. Copyright 2006 American Chemical
Society.

adaptable morphology and reactivity. For the case of Au and
Au + Pd adlayers on Rh(110) the water formation reaction
has provided a neat experimental demonstration of these
predictions [80, 81]. In a narrow temperature range around
800 K, and metal adlayer coverage of 0.45–0.75 ML, regular
lamellar structures spontaneously develop at transition from
the ‘reduced’ state (here metal adsorbates are homogeneously
distributed on the surface) to the ‘oxidized’ state. The Au
4f7/2, Pd 3d3/2 and O 2p XPEEM images in figure 10 illustrate
the phase separation induced by the reaction. The lamellae
consist of alternating Au + Pd and O islands. Missing-row
reconstruction of the substrate in the O-phase striped areas
was nicely demonstrated by darkfield LEEM. In fair agreement
with theory [85], the wavelength of periodic structures is found
to obey an inverse power-law dependence on the reaction rate,
as demonstrated by LEEM experiments in a range of more than
two decades variation of pressure of the reactants.

3.3. Material science and nanostructure characterization

Besides the natural application field of XPEEM with chemical
sensitivity in surface science, this technique is finding its way
in other fields such as materials science and nanostructure
characterization. XPEEM is typically employed to get
concentration maps at the highest lateral resolution. When
sensitivity to the topmost surface layers is crucial, local XPS
methods are preferred. This approach has been used to
characterize the chemical state of Fe nanoparticles synthesized
from Fe2O3 through a bonding partner reduction reaction
involving the substrate atoms [86]. The study of surface
composition gradients in InAs/GaAs QDs (with an average
base length of ∼85 nm) is representative of the present
capabilities of laterally resolved XPS using PEEM [87]. The
concentration of In outside and across the quantum dots was
quantitatively obtained by means of high lateral resolution core
level spectra. The experimental results point towards strong In
surface segregation.
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When knowledge of the thin film chemistry is required,
XANES is the most appropriate technique. The phase segrega-
tion of immiscible mixtures of polystyrene/polymethylmethacr-
ylate (PS/PMMA) was thoroughly studied by XPEEM based
on a NEXAFS contrast method and STXM (scanning transmis-
sion x-ray microscopy) [88]. More recently, the investigations
were extended to the adsorption of fibrinogens (blood proteins)
on the same surface [89]. Details of the experimental and in-
strumental aspects of such investigations have been recently
reported in [90].

XANES–XPEEM was also used for the chemical
characterization of molecular patterns produced by electron
irradiation of aliphatic and aromatic thiol self-assembled
monolayers, providing specific information on pristine and
irradiated areas at lateral resolution better than 150 nm [91].
More recently, it has been demonstrated that the same approach
can be fruitfully employed to obtain spectra from individual
oxide nanowires (NW) used as chemiresistors in prototype
nanodevices [92]. In this experiment, the NWs are suspended
on an insulating support, a non-conducting micro-machined
glass metallized on top by deposition of Ti and Au. The special
support design allowed minimization of charging artefacts
and background emission from the area below the NW. An
earlier study of single-walled carbon nanotubes demonstrates
the ability of XPEEM to extract quantitative information about
their work function distribution [93]. Spectral imaging with C
1s photoelectrons has also been successfully performed [94].
Due to the very low signal levels, minimization of background
emission from the Si substrate was mandatory. Growing the
nanotubes between ‘tall’ patterned rods of Si and aligning them
perpendicular to the direction of the light obtained efficient
illumination shadowing.

3.4. Other applications: mineralogy, biology and medicine

XANES-PEEM with secondary electrons provides a powerful
analytical tool for biological samples. The use of UV-
PEEM in biology dates back to the 1970s and early
applications are reviewed in [95]. In recent years,
specific methodologies to look at biological samples have
been developed, demonstrating that XANES-PEEM can be
employed in the study of complex inorganic structures in bio-
systems at a high lateral resolution [9, 31]. The usefulness
of these approach is illustrated by an increasing number of
applications [10, 11, 96, 97], and is representative of the ability
of XANES-PEEM to obtain spectroscopic information from
small areas.

A remarkable example of the application of XANES-
PEEM in the study of biominerals (reviewed in [98]) is
provided in [11]. Here, XANES-PEEM unveils the peculiar
elemental structure of mineralized and non-mineralized fibrils
and filaments produced by microbial cells. Features in
local XANES spectra were used to identify the composition
and crystalline order of the fibrils (see figure 11). The
spectra indicate that only fibrils containing polymer strands
(polysaccharides) can template akaganeite pseudo-single
crystals with aspect ratios of 1000:1. It has been hypothesized
that the cell expels polysaccharide strands to induce FeOOH

Figure 11. Top: XPEEM images of (A) non-mineralized fibrils from
the cloudy water above the biofilm (scale bar, 5 μm) and
(B) mineralized filaments and a sheath from the biofilm (scale bar,
1 μm). Bottom: XPEEM Fe L-edge XANES spectra of the FeOOH
mineralized looped filament shown in (B), compared with iron
oxyhydroxide standards, arranged (bottom to top) in order of
decreasing crystallinity, as measured by x-ray diffraction peak
broadening. Adapted from [11] with permission from AAAS.

precipitation in proximity to the cell membrane, which reacts
with water and lowers the pH favouring metabolic energy
generation.

Recently, XPEEM and XANES were used to study the
microscopic structure of another important biomineral, red
abalone nacre, commonly known as mother of pearl. The
exploitation of linear dichroism on the C and O K-edges
allowed identification of the orientation of the building blocks
of bulk nacre, consisting of alternating layers of an organic
matrix and aragonite (with thickness 30 nm and 400–500 nm,
respectively). The XANES-PEEM images reveal disorder in
the c-axis crystallographic orientation of different aragonite
tablets, which are not aligned parallel to the growth direction.
Adjacent tablets often show a similar orientation, forming
columns of irregularly stacked aragonite bricks. By comparing
the experimental results with model simulations, it was
possible to elucidate the origin of nacre. The organic matrix
layer is formed first, with randomly distributed nucleation
sites that have no associated crystallographic orientation, while
nucleation and growth of aragonite comes in the second
stage [97]. The stacked structure of nacre also reveals the
origin of its great strength, which is 3000 times stronger than
brittle aragonite of which it is composed.

A remarkable application in medical sciences is the study
of Gd delivery to glioblastoma cells, aimed at optimizing
synchrotron stereotactic radiotherapy. As unambiguously
demonstrated by XANES-PEEM, Gd accumulates only at
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Figure 12. XMCD-PEEM images of MnAs layers on GaAs(100) at room temperature: (a) 120 nm, (b) 215 nm, (c) 300 nm thick. Field of
view 5 μm. Reproduced from [111]. Copyright 2006 with permission from Elsevier.

the cancer cell nuclei [99]. Irradiation with 51 kV x-rays
stimulates Auger electron emission from Gd, which cleaves
DNA double-strands in the cancer cell, inducing their death
while preserving healthy cells [10].

All applications described above present numerous and
non-trivial experimental difficulties. Radiation damage in
organic materials as well as limited UHV compatibility might
impede the measurements. Furthermore, the lateral resolution
of PEEM can be degraded by field-induced distortions in
the proximity of very sharp features on the samples. Local
charging on insulating materials can negatively influence both
spectroscopy and imaging [100]. Differential thickness coating
methods can be effectively employed to minimize such effects
(see reference 11 in [31]).

XPEEM has also been employed in geology and
mineralogy [9, 101]. For instance, the area selectivity offered
by PEEM allows understanding of proportions and space
distribution of the different crystal chemistries in the material.
Implementing XAS, this technique allows accessing ligand
type and bonding character, as well as the oxidation state.
Imaging of inclusions and intergrowths in various minerals was
recently demonstrated [31, 101].

3.5. UV-FEL-PEEM

The availability of new light sources such as tunable FELs is
opening new possibilities using variable wavelength threshold
PEEM [102]. Instrumentation, methods and applications in
photobiology and material sciences are reviewed in [103].

Owing to the large flux provided by UV-FEL sources, it
has been possible to study in real time dynamical processes
such as coarsening of TiSi2 islands on Si(111) [104] and
formation and migration dynamics of Pt–Si liquid micro-
droplets on Si(001) [105]. In these experiments, however, the
pulsed nature of the source was not exploited. We remark
that UV-FEL-PEEM does not provide true chemical sensitivity,
because it is based on work function contrast at threshold
emission.

Using tunable UV-FEL in combination with PEEM,
threshold potentials for photoionization of various types of
melanins were obtained [106]. As indicated by the specific
behaviour under UV irradiation, pheomelanin has a lower
ionization potential that eumelanin. Thus, pheomelanin
decomposes more rapidly in the presence of oxygen, which
may explain the greater incidence of skin cancer in red-haired
individuals where this pigment is more abundant [107].

4. Magnetic imaging

As already mentioned in section 2, one of the most important
applications of XPEEM is magnetic imaging, which makes
use of x-ray magnetic circular dichroism for ferromagnetic
materials and magnetic linear dichroism for antiferromagnetic
materials. The physical foundations of these techniques are
described in detail in a recent excellent book on magnetism [8]
and their applications up to about 2004 in a review [7].
Therefore, only work done in more recent years or not
mentioned in [7, 8] will be discussed here. Most of the work
was driven by the desire for higher speed and bit density
in the computer and data storage industry. However, some
fundamental materials problems were also addressed. The field
may be divided in magnetostatic and magnetodynamic studies
and we will begin with the first group.

4.1. Fundamental materials problems

MnAs, which long has been known to be ferromagnetic at room
temperature and to transform abruptly into a paramagnetic
state at 318 K, has attracted much attention in the last 10
years because it can be grown epitaxially on GaAs and has
interesting magnetic properties. During cooling from the
high-temperature orthorhombic paramagnetic β-phase to the
hexagonal ferromagnetic α-phase the crystal lattice expands
considerably in the orthorhombic a–b plane/hexagonal basal
plane without significant change in the c-direction. In epitaxial
layers on GaAs(100), in which the a–b plane/hexagonal plane
is perpendicular to the surface, the expansion of this plane
during cooling causes a large strain in the layer. This leads
to coexistence of the two phases over a temperature range
of about 40 K, in which they form stripes along the c-
direction whose relative width varies with temperature. This
transition was studied extensively as a function of thickness
with many methods, in particular with XMCD-PEEM, LEEM
and LEED [108–112].

The XMCD-PEEM images in figure 12 give an impression
of the ferromagnetic/paramagnetic stripe pattern at room
temperature. The black and white regions identify magnetic
domains in the α-phase, the vertical grey stripes correspond
to the β-phase. The stripe periodicity decreases linearly with
increasing thickness. Simultaneously the complexity of the
domain structure in the ferromagnetic stripes increases. The
magnetization is perpendicular to the stripe direction, pointing
in opposite directions in black and white regions. Only at
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´S´ state diamond state double diamond state

Figure 13. Ferromagnetic domain structures of the films shown in figure 12 according to micromagnetic simulations with schematic
magnetization distributions. The images are cross sections through the ferromagnetic stripes, perpendicular to the stripe direction.
Reproduced from [111]. Copyright 2006 with permission from Elsevier.

very low MnAs layer thickness, e.g. 40 nm, are the stripes
monodomains. The thickness dependence of the domain
structure can be explained by the competition between stray
field energy Es and exchange energy Eex: with increasing
thickness Es increases so that the total magnetic energy
decreases if domain walls are introduced. This reduces Es,
while increasing Eex, as indicated in the cross sections of the
stripes shown in figure 13 [111]. Because of the small escape
depth of the secondary electrons used in XMCD-PEEM only
the magnetization in the near-surface region of the film is seen
in the images.

When a layer is heated from the ferromagnetic single
domain state at low temperatures then strongly elongated
islands of the β-phase form initially, which grow in length
to form continuous stripes. They grow in width with
further temperature increase. When these stripes reach
a critical, thickness-dependent width, magnetic domains
with the opposite magnetization direction form in the
ferromagnetic monodomain stripes between the β-stripes,
rearrange continuously with increasing temperature to form
the configurations seen in figure 12 at room temperature and
convert with decreasing width to simpler domain patterns.
Details of these complex changes can be found in [108–112]
and earlier references cited therein.

Another class of materials, multiferroics, which are both
ferroelectric and antiferromagnetic, has attracted consider-
able attention recently because of their potential applications
in multifunctional devices. BiFeO3 is particularly attractive
because of its high ferroelectric polarization, its high ferroelec-
tric Curie temperature and high antiferromagnetic Néel tem-
perature and has, therefore, been studied recently by XMLD-
PEEM, combined with piezoelectric force microscopy [113].
The study revealed a clear correlation between the ferroelec-
tric and the antiferromagnetic domains and antiferromagnetic
domain switching induced by ferroelectric domain switching
could be observed. Other fundamental studies of antiferro-
magnetic materials were concerned with the spin structure of
antiferromagnetic surfaces (NiO) and thin layers. These will
be discussed in section 4.3 in connection with ferromagnetic–
antiferromagnetic interfaces.

XMCD-PEEM studies of ferromagnetic layers also
brought some new fundamental insight. One of them concerns
the spin reorientation transition from perpendicular to in-plane
magnetization and back to perpendicular magnetization with
increasing thickness in a 1–3 ML thick Fe wedge on a Ni layer
on Cu(100) [114]. The study found a reduction of the Curie

temperature within a narrow region of the spin reorientation
transition. Another study was concerned with a quite different
fundamental problem, ‘superferromagnetism’, a phenomenon
occurring in discontinuous films consisting of single domain
ferromagnetic nanoparticles. In another study, multilayer films
of Co80Fe20 nanoparticles separated by 3 nm thick Al2O3

layers showed an extreme magnetic softness and extremely
rough domain walls [115].

4.2. Magnetic domain structure in small ferromagnetic
patterns

Small ferromagnetic patterns play an important role in
magnetic data storage. While in practical applications only the
remanent (0, 1) states and the switching behaviour between
0 and 1 states are of interest, the ability of micromagnetic
calculations to predict domain configurations of fabricated
patterns needs to be tested. This was the motivation for
XMCD-PEEM studies of a large variety of small ferromagnetic
Co and Permalloy elements, either produced by electron
beam lithography from continuous films [116–118] or growth
of three-dimensional crystals [119]. Figure 14 illustrates
some of the domain configurations observed in 20 nm-thick
rectangular Co patterns with different aspect ratios. For
comparison, figure 15 shows micromagnetic simulations for
the same thickness and aspect ratios of 1:1 and 1:3 [116]. All
configurations correspond to local energy minima of the total
energy consisting of stray field energy and exchange energy,
which should be reflected in their relative frequency seen in
the virgin state of the patterns.

The comparison between experiment and simulation
shown in figure 16 confirms that, with some exceptions, this
is indeed the case for aspect ratios 1:2 and 1:3. In square
patterns the energy of the vortex state is much lower than that
of all other states so that it is observed nearly exclusively. Only
rarely is the double Landau state seen. The S state is observed
only in 10 nm thick films [118]. At the other aspect ratios there
is good agreement with a few notable exceptions: the 200 nm
wide patterns at aspect ratio 1:2, the svav (cross-tie) and avov
(diamond) patterns, occur much more frequently than expected
from their energies and at aspect ratio 1:3 the frequency of
several patterns does not agree well with the corresponding
energies. The first discrepancy may be ascribed to roughness of
the edges of the patterns, which is most critical in the narrowest
patterns and not taken into account in the simulations, the
second one is probably due to the smaller statistics in the larger
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Figure 14. XMCD-PEEM images of rectangular Co patterns with aspect ratios of: (a) 1:1, (b) 1:2 and (c) 1:3. The photon beam is from the
left. Field of view 5 μm. Reproduced from [116]. Copyright 2005 with permission from the American Institute of Physics.

Figure 15. Micromagnetic simulations of the magnetization distribution with minimum local total energy for 20 nm thick Co elements. Width
200–600 nm. The grey levels correspond to the XMCD contrast for horizontal and vertical illumination in the figure. The symbols refer to the
kind of domains formed. Symbols on first place a, s: for asymmetric, symmetric. Subsequent symbols a, e, o, v: for antivortex, edge,
no vortex, vortex (colour online). Reproduced from [116]. Copyright 2005 with permission from the American Institute of Physics.

patterns. Another factor that limits the comparability between
simulation and experiment is the thickness accuracy. This is
limited by measurement accuracy during growth and possibly
by thickness change during sputtering which has been used to
reduce the thickness of the protective layer in order to enhance
the magnetic contrast.

Some of these limitations are eliminated in the study of
epitaxial three-dimensional crystals grown on single crystal
surfaces at elevated temperatures. In this case the dimensions
and shape of the crystals can be measured with a high degree of
accuracy by a variety of methods such as STM or LEEM and
can be reproduced in the simulations. Figure 17 [119] shows
an example of a Co crystal on a Mo(110) surface. As in the
case of the MnAs domains discussed before, the magnetization
distribution in the near-surface region agrees very well (within
the resolution limit of the image) with the micromagnetic
simulations, which also give the magnetization distribution

within the crystal. Figure 17 is a good example of the
power of SPELEEM: it allows accurate in situ measurements
of the crystals with LEEM and LEED, the latter allowing
determination of the facet orientation.

Another group of patterns that has been studied
considerably in recent years are rings [117, 118, 120–125] and
slotted rings [118], the latter because of their low switching
field range [126]. Figure 18 gives an overview of the domain
structures of these patterns in the remanent state. Complete
rings can have no domain walls in the so-called vortex state (a),
or two domain walls in the so-called onion state, either
vortex walls (b) or transverse walls as shown here for slotted
rings ((c), (d)). Whether the vortex state or vortex walls or
transverse walls form depends upon thickness and width of the
rings. At large ring widths and thickness vortex walls form, at
small widths and thickness transverse walls form [117, 122]. In
10 nm thick films, the thinnest studied, complex magnetization
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Figure 16. Comparison between simulation and experiment. (a), (b) Energy differences between the various configurations and the
configuration with minimum energy; (c), (d) frequency with which the various configurations have been observed. (a), (c) Aspect ratio 1:2;
(b), (d) aspect ratio 1:3. Reproduced from [116]. Copyright 2005 with permission from the American Institute of Physics.

Figure 17. Domain structure of a 180 nm thick three-dimensional Co crystal on a Mo(110) surface. Left side from top to bottom: LEEM
image, XMXD-PEEM image, micromagnetic simulation of magnetization in the top region of the crystal. Right side: simulation of
(a)–(c) y-component, (d)–(f) z-component of the magnetization, (a), (d) top, (b), (e) centre, (c), (f) bottom of crystal (colour online).
Reproduced from [123] with copyright permission.

patterns appear at large widths [117], some of which have
been explained by micromagnetic simulations [125]. The
complexity of the domain structure is attributed to the lower
stray field energy and to the stronger influence of defects in the
thinnest films.

The magnetization distribution in the slotted rings in the
virgin state is frequently more complicated than shown in
figure 18; in the remanent state it depends strongly upon the
width and size of the rings, the slot angle and obviously upon
the orientation of the slot with respect to the applied field.
Figure 19 shows some examples for a slot angle of 90◦. In

(a) the walls have moved to the open ends and appear to be
vortex walls, in (b) the vortex state appears with comparable
frequency as the state with the transverse wall. When the slot
is oriented in the same direction as the applied field (b), only
the vortex state remains with equal probability of clockwise
and counter-clockwise magnetization with decreasing size and
width. In (c) and (d) a comparison of virgin and remanent
states is shown for rings with slot orientation perpendicular
to the applied field. In orientation (a) several configurations
are present in the virgin state (c), while in the remanent
state (d) many patterns have switched in the direction of the
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Figure 18. Magnetization distribution in the remanent state of complete and slotted Co rings: (a), (b) with 2400 nm outer diameter and
350 nm width and (b), (c) with 1600 nm outer diameter and 400 nm width. (a) Vortex configuration; (b) onion state with two vortex walls;
(c), (d) one and two transverse walls, respectively. The applied field and plane of incidence of the light in the XMCD-PEEM images are in the
horizontal direction. Reproduced from [118] with permission. Copyright 2006 John Wiley & Sons Limited.

Figure 19. XMCD-PEEM images of slotted Co rings.
(a), (b) Comparison of two slot orientations with respect to the
applied field (remanent state, outer diameter 800 nm, width 150 nm).
(c), (d) Comparison of virgin and remanent state (outer diameter
400 nm, width 175 nm). Field and light direction (horizontal) as in
figure 18.

applied field. Figures 19(c) and (d) illustrate the present limits
of XMCD-PEEM in identifying complex domain structures.
Another study close to the limits of the magnetic resolution of
this method was concerned with 500 nm wide La0.7Sr0.3MnO3

patterns which show domain structures similar to those shown
above [127].

In ferromagnetic/nonmagnetic/ferromagnetic trilayers the
domain structure can be more complicated because top
and bottom layers have their own domain structure, which
are, however, magnetically coupled. The remanent states
of Permalloy/Cu/Permalloy trilayer discs with 1.2–2.5 μm
diameter have been studied and compared with micromagnetic
simulations [128, 129].

Finally it should be mentioned that self-organized
ferromagnetic stripes on vicinal refractory surfaces have
also been studied and correlated with their structure [130].
Concluding this section, XMCD-PEEM studies have not only

given considerable insight in the magnetization distribution in
small patterns but also shown that micromagnetic simulations
allow a reliable prediction of the magnetization distribution
in small well-defined ferromagnetic patterns. This is true for
the single-crystalline example discussed. In polycrystalline
patterns prepared by lithographic methods defects and edge
roughness can cause differences between simulation and
experiment, but with this limitation in mind, the agreement
is good as shown by the first example. XMCD-PEEM,
however, sees only the near-surface region so that thicker
samples require micromagnetic simulations for complete
characterization of the magnetization distribution.

4.3. Ferromagnetic–antiferromagnetic interfaces

Ferromagnetic–antiferromagnetic interfaces play a fundamen-
tal role in computer and data storage technology where they
are used to pin the magnetization of the hard layer in a fixed
direction during the switching of the soft layer in spin valves
and magnetic tunnel junctions. The mechanism of this pin-
ning, which causes a shift of the hysteresis curve, the so-
called exchange bias, has been the subject of XMCD-PEEM
and XMLD-PEEM studies for nearly 10 years using several
model systems: Co/NiO, Co/LaFeO3, Co/FeMn and Ni/FeMn.
Work prior to 2004 has been well reviewed [7, 8] so that here
only the more recent work will be discussed briefly.

Early work, discussed in these previous reviews, had
focused on interface reactions that form at the annealing
temperatures used during cooling in an applied field, for
example at Co/NiO interfaces. In the reaction, the
uncompensated spins are formed, which are believed to be
responsible for the exchange bias. The interface wall energy
and the interface exchange stiffness of the Co/NiO(100)
interface were determined more recently by XMLD/XMCD-
PEEM measurements [131]. Other work has concentrated on
interface roughness, grain size [132] and orientation [133].
Also strain plays a mayor role in XMLD effects and can
dominate the XMLD signal as demonstrated by polarization-
dependent x-ray absorption spectroscopy [134, 135]. Another
interesting observation is the anisotropy axis rotation transition
of epitaxial NiO films on Fe(100), in which the axis rotates
from perpendicular to in-plane orientation between 1.5 and
2.5 nm thickness [136].

Figure 20 shows an example of studies of LaFeO3

epitaxial layers with Co as a ferromagnetic overlayer [132].
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Figure 20. Switching of Co domains exchange-coupled to an
epitaxial LaFeO3 layer. Magnetic field and light direction
along [100]. The upper four Co XMCD-PEEM images show the
magnetization distribution at various field strengths during a field
sweep. The hysteresis curve is obtained form the grey levels of black
and white domains. The magnetization of grey domains is
perpendicular to the applied field. The Fe XMLD image at the
bottom shows the size of the antiferromagnetic domains in the
FeLaO3 layer. Reproduced from [132]. Copyright 2004 with
permission from the American Institute of Physics.

The (001)-oriented film consists of many small domains
with four different orientations of the out-of-plane 〈110〉
antiferromagnetic axes whose projections onto the surface
plane are parallel to the [100] and [010] directions. The
interface coupling magnetizes the Co in the corresponding
directions. Application of a field in the [100] direction switches
the Co domains magnetized in the ±[100] direction (black and
white regions) but not those with magnetization perpendicular
to the field (grey regions). Measurements of the grey level in
individual domains after applying field pulses with increasing
magnitude gave the hysteresis curves 1 and 2 with opposite
exchange bias field corresponding to the two antiferromagnetic
axes in this projection. In a statistical analysis the bias field was
found to increase linearly with decreasing domain diameter as
expected for a random distribution of pinned, uncompensated
spins. In another study [137] it was noted that annealing in
oxygen increases the domain size and order of LaFeO3 films.

Other ferromagnetic/antiferromagnetic layer systems stud-
ied extensively in connection with exchange pinning are Co
and Ni on FeMn [138–142]. The aim was the understanding
of the spin structure of FeMn using the interlayer coupling-

determined magnetization direction in the ferromagnetic layer
as an indicator. In part their aim was also at a deeper under-
standing of the exchange coupling. By using crossed wedges
of the individual layers and nonmagnetic interlayers between
them a wealth of information was obtained, too extensive to do
justice to in this brief review. Reference [141] gives a good ac-
count of some of this work. In the bilayer system Fe/MnPd on
MgO(100) the influence of the exchange bias direction on the
domain structure of the Fe layer after magnetization in different
directions was clearly demonstrated by XMCD-PEEM [143].
Finally one study was concerned with the influence of ion bom-
bardment on the magnetization patterns of MnIr/CoFe nanos-
tructures [144].

4.4. Magnetization dynamics

The understanding of the switching process of magnetic
elements in computers is of fundamental importance for
improving their speed, which has stimulated efforts to
understand the dynamics of switching. Studies in this
direction may be grouped in two classes: stroboscopic pump–
probe experiments and ‘before–after’ experiments. The
former require complete reversibility, the latter complete
irreversibility after each probe pulse. The experimental
techniques used in pump–probe experiments have been
described in section 2.7, those used in before–after studies will
be briefly mentioned in connection with their results.

Several pump–probe studies have been devoted to the
understanding of the response of different parts (vortex,
domains with magnetization antiparallel and perpendicular
to the applied field) of small patterns to magnetic field
pulses [18–20, 145–147]. Depending upon pulse length and
repetition frequency the vortex may rotate [18] or move
linearly [19] or reverse direction when short bursts of an AC
field are applied [148]. Figure 21 shows an example of how
domains with magnetization antiparallel to the field respond
to the pulse [20, 145]. During the fast rise of the field
a ripple develops in these regions of rectangular Permalloy
patterns due to local incoherent rotation of the magnetization
perpendicular to the field. During the decay of the field, it
acts effectively in the opposite direction, causing the ripple
to spread into the domain with magnetization parallel to the
applied field and to split the vortex. The edge roughness seen
is an effect of the stray field of the ripple structure, which
deflects the slow secondary electrons used for imaging. In
the domains with magnetization perpendicular to the field, the
field exerts a torque on the magnetization, which tilts it away
from its equilibrium state. This causes a precession of the
magnetization, which relaxes back into its equilibrium state via
damped precessions as illustrated in figure 22 [19]. From these
data the frequencies and decay time of two oscillators were
extracted. Whilst the precession eigenmodes have frequency
in the GHz mode, the domain walls move at lower speed
(270 MHz). The vortex moves perpendicular to the excitation
field and relaxes without showing the rotating motion observed
in the earlier experiments mentioned above [18]. More recently
these studies were extended to the more complex svav domain
structure of figure 15 which led to the understanding of the
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Figure 21. Stroboscopic pump–probe XMCD-PEEM images of the
change of the magnetization distribution in 40 nm thick,
20 × 80 μm2 Permalloy patterns during application of the magnetic
field pulse shown. The numbers are in ps after the onset (a) of the
pulse. The directions of the applied field and of the photon beam are
shown in the upper left. The magnetization distribution is
schematically indicated in the lower part. Each image is accumulated
from about 107 pulses. Reproduced from [145]. Copyright 2004 with
permission from the American Institute of Physics.

dynamics of vortex–antivortex interactions [149]. AC field
pump–probe experiments of the av domain structure of
figure 15 showed that the initial symmetric domain structure
could not only be driven into an asymmetric state but even into
a single domain state magnetized perpendicular to the applied
AC field [150].

Stroboscopic measurements have also been used to study
the switching of the soft layer in spin valves [151] and tunnel
junctions [152, 153] by field pulses, using Permalloy/Cu/Co
and Permalloy/Al2O3/Co trilayers. Domain wall length and
domain wall stray field were found to have a significant effect
on the speed and mode of propagation of the domain walls.
The same types of spin valves and tunnel junctions were also
the subject of before–after experiments, again with the goal
of understanding the influence of the domain walls and of the
coupling on the switching process [154, 155]. Both unipolar
and bipolar pulses with increasing field strength were used
and the parameters that determine the domain wall propagation
were obtained. At high sweep rates the magnetization reversal
was found not to occur by domain wall propagation but by
nucleation, independent of the interface roughness-induced
coupling [154].

Figure 22. Top: Stroboscopic pump–probe XMCD-PEEM images of
the change in the magnetization distribution in 30 nm thick,
6 × 6 μm2 Permalloy patterns upon applying a 450 ps field pulse Hp

of 60 Oe along the y direction. The lower images are difference
images between the corresponding upper images and the image taken
at �t = 0. Bottom: the upper curve shows the My component in the
domains with M ⊥ Hp , the lower curve the displacement of the
vortex. No significant change is seen in the domains in which
M ‖ Hp . Each image is accumulated from 3 × 10−8 pulses (colour
online). Reprinted with permission from [19]. Copyright 2005 by the
American Physical Society.

While all these experiments studied magnetization
processes induced by an applied field, a recent experiment
looked at current-induced processes [156]. In this experiment
the propagation and spin structure of vortex walls was studied
as a function of current density of 11 μs pulses. Figure 23
shows on top the geometry of the experiment and below some
of the results. The 28 nm thick and 100 nm wide Permalloy
stripes form a zigzag structure. Shape anisotropy and an
applied field produce the opposite magnetization indicated by
white arrows in neighbouring segments. At the intersection
a vortex wall forms. The current induces not only a domain
wall motion in the current direction but also multiplication and
annihilation of domain walls as illustrated in the lower part of
the figure. The propagation speed of the walls was found to
depend strongly upon the type of wall. Single vortices have
a much higher speed than walls that transform, while multiple
vortices were essentially immobile. The results were found to
be in good agreement with theory of the spin torque effect that
predicts a force on the vortex core.

5. Outlook and perspectives

The combination of PEEM with the newly developed
free electron laser sources might relatively soon open up
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Figure 23. XMCD-PEEM images taken before and after applying a
current pulse to 28 nm thick and 100–2000 nm wide Permalloy
zigzag structures. For explanation see text. Reproduced from [156]
with copyright permission.

unexplored possibilities. In principle, FELs will allow the
study of electronic excitations in nanostructures and the
photon–surface interaction. These experiments will be based
on the pump–probe methods already developed for time
resolved UV-PEEM, a technique which has been used to study
the dynamics of collective charge oscillations (e.g. surface
plasmons) and their unique dissipative properties [157–163].
It is still too early to predict whether the currently developed
soft x-ray free electron laser (XFEL) sources can be
successfully employed to perform photoelectron spectro-
microscopy. The limited repetition rate and tunability of
XFELs could make experiments time-consuming and even
impractical. Furthermore, their high peak power (in the range
of GW) points to severe space-charge problems, which might
affect both lateral and energy resolution in PEEM instruments.
Such effects have already been observed in UV-PEEM imaging
excited by frequency-doubled Ti laser light [164]. On the other
hand, space-charge did not hamper recent near-threshold UV-
FEL-PEEM experiments at high lateral resolution [104, 105]
at average power of few tens of mW using photon energies in
the range 3–6.3 eV [103].

We believe, however, that the most significant benefits
will come from aberration-corrected (AC) instruments, once
the mirror correctors are available and the microscope
mechanical and electronic stabilities improved. The better
lateral resolution combined with high transmission will allow
imaging of structures with lateral size well below 30 nm,
approaching problems that are currently not accessible. In this
regard, the study of nanoparticles with properties determined
by quantum effects could become an important application
field. The novel generation of instruments will be able to
study clusters of only few nanometres diameter. For example,

the aberration-corrected SMART instrument is expected to
reach a limiting lateral resolution of less than 1 nm for a
photoelectron kinetic energy higher than 20 eV and energy
spread of 1 eV [25, 165]. This is sufficient to image the small
Au particles on the TiO2(110) surface discussed in section 3.2
using Au 4f electrons, following the evolution of their cluster
morphology and reactivity with varying reaction conditions.
Another application where gain in transmission and resolution
is of particular importance may be the characterization of
nanotubes functionalized by catalyst adatoms or clusters.

The much higher transmission in the corrected instruments
mentioned above, compared to the currently best uncorrected
instruments, allows a correspondingly smaller photon dose for
equivalent image acquisition, which is essential for samples
particularly sensitive to beam damage such as oxides, organics
and biological materials. We remark the photon-induced
damage is the main issue for the above systems, so that an
increase in the collection efficiency will allow minimization
of the irradiation dose, and thus its effects. Due to the very
low duty cycle of stroboscopic experiments, dynamic magnetic
imaging will also benefit both from the gain in transmission
and resolution offered by AC instruments. Magnetic switching
processes in thin film elements discussed in section 4 give an
obvious application example.

In conclusion, there is little doubt that aberration-corrected
instruments will broaden the application fields of synchrotron-
based PEEM tremendously and will lead to much deeper and
more detailed understanding of many surface and thin film
phenomena. Indeed, with such developments on the horizon,
the future of XPEEM looks very exciting.
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