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Samples are delivered to the beam in a liquid 
jet
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Optical emission is observed for dose rates 
above about 20 MGy/fs



First experiments were carried out on 
Photosystem I

a = b = 288 Å
c = 167 Å

Petra Fromme,     ASU



Each pattern is indexed

b*

a*

c*

Tom White (CFEL)
Rick Kirian (ASU)



We have merged indexed patterns into a 3D 
diffraction pattern

Tom White et al. J. Appl. Cryst. 45 335 (2012)



Molecular replacement reconstructs the 
photosystem I structure

Axel Brunger (Stanford) 
using DEN

50 MGy / pulse



DEN-refined (LCLS) (orange) vs. 1JB0 (green)The difference between the synchrotron and 
FEL structures might be due to temperature

Axel Brunger (Stanford) 
using DEN

  R = 22.2%
  Rfree = 25.7%
  <B> = 10.3Å2

LCLS: orange
Synchrotron: green

3PCQ

Work of James Fraser 
shows cryofreezing 
reduces range of 
conformations, reduces 
volume by excluding 
solvent

Bias in PDB in about 35% 
of structures



Trypanosoma brucei Cathepsin B (TbCatB) is a 
potential target to treat sleeping sickness

The protozoan parasite Trypanosoma brucei is 
the cause of Human African Trypanosomiasis
(HAT, sleeping sickness).

60 million people are at risk and ~50,000 
infected yearly.  New drugs are required to 
control the spread of disease and associated 
mortality. 

Bloodstream T. brucei parasites express two 
proteases: a cathepsin L-like enzyme and a 
cathepsin B-like enzyme.

Cysteine proteases play central roles during 
the lifecycle of many parasitic organisms and 
have been established as effective drug targets 
in treating many parasitic diseases.



Needle-shaped crystals can be grown in vivo by 
infection of cells by a modified baculovirus

Rudolph Koopman, Karolina Cupelli, Michael Duszenko,  U Tübingen
Lars Redecke, Dirk Rhedes,    U Lübeck & Hamburg
Christian Betzel,      U Hamburg



We have collected 3Å resolution diffraction 
from an unsolved glyco-protein, Cathepsin B
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We record over 30,000 reflections at 1.7 Å 
resolution



We have indexed 1.8 Å resolution diffraction 
from an unsolved glyco-protein, Cathepsin B
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• 3,953,201 frames collected 
with 40 fs pulses

• 8 hours of data collection

• 357,555 “crystal hits” 
detected (9%)

• 156,565 indexed (44%)



We solved the TbCatB structure to 1.8 Å 
resolution

• 3,953,201 frames collected 

with 40 fs pulses

• 8 hours of data collection

• 357,555 “crystal hits” 

detected

• 156,565 indexed

Trypanosoma Cathepsin-B

1 !m

Future Application of X-ray FELs
using in vivo grown nano crystals

1 µm



Structure determination of TbCatB by molecular 
replacement reveals a complex with a pro-peptide

R_factor = 18.6%
R_free = 21.0%

<B> = 42 Å2

R_split = 3.5%

Water

Pro-peptide

sugar moiety in
pro-peptide

sugar moiety in
in-vivo TbCatB

in-vivo TbCatB
Karol Nass (CFEL) & 
Lars Redecke (U. Hamburg)
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Structure determination of TbCatB by molecular 
replacement reveals a complex with a pro-peptide

Karol Nass (CFEL) & 
Lars Redecke (U. Hamburg)
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Data collection efficiency is increased by 
increasing the bandwidth

Francesco Stellato
Thomas White



We have a new DESY system for processing 
and storage 

SGI Altix
72 physical cores
360GB RAM
Shared memory
Direct connected storage

Data Direct 
Networks 
SFA10000
60-bay HDD / 4U unit
~1 PB/rack (formatted)
(600 x 2 TB HDDs)

Anton Barty, Tom White, and DESY IT 

LCLS Data

A typical run at 
120!Hz generates 
>200 TB of data

~ 1 Petabyte 
collected from our 
experiments

Can process 30 patterns / second

Tom White et al. J. Appl. Cryst. 45 335 (2012)



Lower pnCCD

Upper pnCCD

LCLS beam
2 keV X-ray energy 
40 fs pulse duration
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Irreversible reactions can be studied



Irreversible reactions can be studied

integration across each rocking curve [30], which would have enabled the calculation of 
electron density maps. Instead, we evaluated the data by assembling “virtual powder 
diffraction patterns”. In this method, the total scattered intensity from all crystals with 3 or 
more peaks is plotted as a function of scattering angle (momentum transfer) |K| = 1/d = 2 sin ! 
/ ", where 2! is the scattering angle, " the X-ray wavelength and d is the crystallographic “d-
spacing” spatial frequency. The partial reflection intensity was determined for each Bragg 
peak. This was performed on a frame-by-frame basis using individually measured value of " 
for each frame, in order to account for the shot-to-shot wavelength variation inherent to the 
self-amplified stimulated emission (SASE) process of the LCLS. Summing intensities at each 
momentum transfer produced “virtual” powder diffraction patterns at each time delay (as 
opposed to conventional powder diffraction where data are collected in parallel, each crystal 
is exposed to X-rays one by one). We note that summation of individual crystal diffraction 
patterns enables better removal of systematic background than conventional powder 
diffraction methods. 

 

Fig. 3. (a) The 1D virtual powder patterns for the ground state and two positive time delays for 
PSI-fd co-crystals. The intensities were linearly scaled to minimize the signal difference 
between for the different excited delays to the ground state. The powder patterns show the 
average number of photons scattered per crystal hit with in a histogram bin size of q = 0.005 
nm!1. The area under the curve corresponds to 393.3, 406.6, and 378.1 average diffracted 
photons per crystal detected for the dark, 5 #s, and 10 #s data sets respectively. (b) Counting 
statistics of the number of peaks used in the virtual powder pattern recorded as a function of 
1/d. The area under the curve corresponds to the average number of peaks per crystal 
diffraction pattern of 10.8, 11.5, and 9.9 peaks/pattern for the dark, 5 #s, and 10 #s data sets 
respectively. (c) Relative difference signal between the ground state and the excited states as a 
function of resolution. Error bars on the data points are 3$ errors. (d) Difference signal 
expressed as a percentage change. 

Figure 3a shows the virtual powder plots for the different time delays. The data sets varied 
in crystal orientation, crystal size and number of collected frames, so scaling between data 
sets was required. The powder plots were linearly scaled to minimize the root mean square 
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We will develop mixing and time-resolved 
methods for XFEL-based diffraction

optical
pump

x-ray
probe

!t

facilitated by the relatively large observation region, typically

having dimensions of 200 3 400 lm (see Figure 2). With a

well-focused X-ray beam, signal-to-noise ratios comparable

to those from static equilibrium experiments can be achieved

with a total acquisition time of !10 s/point. Sample concen-

trations down to 1 mg/ml have yielded good signal-to-noise

ratios (see Figure 3).30,31 Another advantage of turbulent

mixers is that the linear flow velocity is typically !4 m/s (or

!250 ls/mm), resulting in a small dead-time (!150–200

ls). The beam exposure times are also over an order of mag-

nitude below the onset of effects from radiation damage and/

or heating artifacts (!1–3 ms of beam exposure), essentially

eliminating this artifact. The trade-off is that large amounts

of sample are required for a successful experiment. Typically,

50–100 mg has been required for the acquisition of a single

time point with !15 3 1-s exposures. Significant increases

in duty cycle are likely to reduce this amount by well over an

order of magnitude (see Future Directions, below). Because

the flow-rate requirements are dictated by mixing times and

mixing efficiency rather than by the radiation damage

threshold, sample usage is far from optimal in current imple-

mentations.

Laminar mixing approaches, by contrast, can achieve

nearly perfect sample optimization, consuming significantly

less sample. However, laminar mixing is technically challeng-

ing because of the thinness of the sample containing sheath

(!1 lm) and the much larger beam dimensions at biological

SAXS beamlines (!50–100 lm). Consideration also needs to

be given to the parabolic flow in laminar mixers.27 Addition-

ally, the flow rate in laminar mixing systems is typically over

an order of magnitude slower than in turbulent mixers

(!100 mm/s vs. !4 m/s) making the size of the X-ray beam

a more significant factor in ultimate time resolution of the

experiment compared to turbulent mixers.29,32 For example,

for a 100 mm/s flow rate and 100 lm beam, the beam focus

limits time resolution to !1 ms, which has thus far also been

the time resolution in laminar continuous-flow mixing SAXS

experiments.29 This hurdle is likely to be overcome in the

near future, however, with improved focusing of X-ray

beams using microfocus setups or newer synchrotrons such

as NSLSII (http://www.bnl.gov/nsls2/sciOps/LifeSci/struct

Dynamics.asp). The excellent time resolution of laminar

mixers achieved using optical techniques33 is a goal for SAXS

measurements.

FIGURE 2 Schematics of turbulent and laminar flow mixers. In turbulent mixing, two solu-
tions are brought together at either a T-junction (shown in A) or at 458 angles at high flow rates.
The unfolded protein typically flowing at 1–2 ml/min is mixed at the intersection of the two
input channels with dilution buffer flowing at 10–20 ml/min. Mixing typically takes place within
the first 1 mm of the !20-mm long central observation channel. Distance along the channel cor-
responds to folding time at a conversion rate of !250–300 ls/mm. In laminar mixing (B), a
four-way junction is used, and the two side channels containing buffer focus the unfolded pro-
tein in the central input channel down to a sheath of !0.1–1 lm in width. The solvent molecules
diffuse nearly two orders of magnitude faster than the protein. The flow velocity along the chan-
nel is typically !0.1 mm/ms (!10 ms/mm).

Structural Insights Using Continuous-flow Time-resolved SAXS 553

Biopolymers

from Kathuria et al. Biopolymers 95 (2011)



Opportunities could be tremendous
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Number of structures per 
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Heavy elements ionize a lot during the pulse

Robin Santra and Sang-Kil Son
CFEL DESY

pulse envelope



Ionized states have higher binding energies
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1

{f0
H
(Q)}2

� ∞

−∞
dt g(t)

�����
�

IH

PIH
(t)fIH (Q,ω)

�����

2

b(Q,ω) =
2

f0
H
(Q)

�

IH

P̄IH

�
f0
IH

(Q) + f �
IH

(ω)
�
, c(Q,ω) =

2

f0
H
(Q)

�

IH

P̄IH
f ��
IH

(ω),

  0.2

  0.3

  0.4

  0.5

  0.6

  0.7

  0.8

  0.9

  1.0

  1.1
(a) ã(0, )

Photon energy (keV)

  0.8

  1.0

  1.2

  1.4

  1.6

  1.8

  2.0

  2.2
(b) b(0, )

Photon energy (keV)

0

0.35

0.30

0.25

0.20

0.15

0.10

0.05

7 8 9 10

(c) c(0, )

Undamaged
A=12 !m2

A=4 !m2

A=1 !m2

A=0.4 !m2

7 8 9 10
0

 0.01

 0.02

 0.03
(d) a(0, )−ã(0, )

Sang-Kil Son,1,! Henry N. Chapman,1,2 and Robin Santra1,2

1 Center for Free-Electron Laser Science (CFEL), DESY, Germany
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Abstract

Conclusions

Introduction

Theory
We implement an integrated toolkit, XATOM, to treat x-ray-induced 
processes based on nonrelativistic quantum electrodynamics and 
perturbation theory within the Hartree–Fock–Slater model.

Physical processes

 > Photoionization

 > Auger (Coster–Kronig) decay

 > Fluorescence

 > Shake-off

 > Elastic x-ray scattering

 > Resonant elastic x-ray scattering (dispersion correction)

The toolkit can compute photoionization cross sections, Auger / 
fluorescence rates, shake-off branching ratios, and atomic form 
factors for a given electronic configuration of any atomic species.

Damage dynamics
To simulate electronic damage dynamics in intense x-ray pulses, 
we use the rate equation approach with photoionization cross 
sections, Auger rates, and fluorescence rates, for all possible n-hole 
electronic configurations for all possible +n charge states.

Applications

 > Ionization, relaxation, and scattering dynamics at high intensity 

 > Nonlinear x-ray absorption processes

 > Charge distribution analysis of noble gases in XFELs

 > Photoelectron / Auger / fluorescence spectra

 > Multi-wavelength anomalous diffraction at high intensity

Electronic damage 
to heavy atoms

XATOM toolkit

Multiwavelength anomalous diffraction 
at high x-ray intensity

Generalized Karle-Hendrickson equation

MAD coefficients at high x-ray intensity Femtosecond x-ray 
nanocrystallography

The multiwavelength anomalous diffraction (MAD) method is 
widely used in x-ray crystallography with synchrotron radiation to 
determine phase information by employing dispersion corrections 
from heavy atoms on coherent x-ray scattering. X-ray free-electron 
lasers (XFELs) show promise for revealing the structure of single 
molecules or nanocrystals within femtoseconds, but the phase 
problem remains largely unsolved. Because of the extremely high 
fluence of XFELs, samples experience severe and unavoidable 
electronic radiation damage, especially to heavy atoms, which 
hinders direct implementation of the MAD method with XFELs. We 
propose a generalized version of the MAD phasing method at high x-
ray intensity. We demonstrate the existence of a Karle–
Hendrickson-type equation for the MAD method in the high-
intensity regime and calculate relevant coefficients with electronic 
damage dynamics and accompanying changes of the dispersion 
correction. Here we present the XATOM toolkit to simulate detailed 
electronic damage dynamics and discuss how the proposed method 
is applicable to the phase problem in femtosecond x-ray 
nanocrystallography.

 > We propose the MAD phasing method in extreme conditions of 
ionizing radiations.

 > Our analysis combines electronic response at the atomic level 
and molecular imaging during intense x-ray pulses.

 > We demonstrate the existence of a generalized Karle-
Hendrickson equation for the MAD method at high x-ray intensity.

 > Our results show that the generalized version of the MAD 
method is still applicable to the phase problem even in the 
presence of severe radiation damage.

 > The beaching effect on the scattering strength of heavy atoms, 
which unexpectedly enhances the coefficient contrast in the MAD 
method, can be beneficial to phasing.

> Our study opens up a new opportunity of solving the phase 
problem in femtosecond nanocrystallography with XFELs.

References
 > Present work: Son, Chapman & Santra, Phys. Rev. Lett. 107, 
218102 (2011).

 > Electronic response to XFEL: Young et al., Nature 466, 56 (2010).

 > Review of ultrafast x-ray scattering: Gaffney & Chapman, Science 
316, 1444 (2007).

 > Review of phase problem: Taylor, Acta Cryst. D59, 1881 (2003).

 > Review of MAD at synchrotron: Hendrickson, Science 254, 51 
(1991).

 > Karle-Hendrickson equation: Karle, Int. J. Quantum Chem. 18, 
Suppl. S7, 357 (1980); Hendrickson, Trans. Am. Crystallogr. Assoc. 
21, 11 (1985).

 > XATOM: Son, Young & Santra, Phys. Rev. A 83, 033402 (2011).

bismuth crystal confirmed the ability of the EOS
measurement to accurately determine the shot-to-
shot time delay (30).

In this study, fs laser pulse excitation of
bismuth changes the equilibrium structure of the
unit cell and leads to coherent vibrational motion
(31–33) (Fig. 1, C and D). This coherent motion
generates large-amplitude oscillations, in partic-
ular Bragg peaks such as the (111) reflection (34).
This experimental observation of strong ~300-fs
period oscillations in the (111) Bragg diffraction
intensity rigorously demonstrated the utility of EOS
as a timing diagnostic (29, 30). These measure-
ments also provided a detailed characterization of
the excited state potential, further demonstrating
the utility of ultrafast x-ray scattering for the

study of structural dynamics. Coherent vibration-
al motion in a ferroelectric crystal has also been
observed with ultrafast x-ray diffraction by using
laser-sliced x-ray pulses from a synchrotron (35).
X-ray slicing sources represent an important
development in ultrafast x-ray science with per-
formance attributes distinct fromXFEL sources. A
complementary discussion of nonthermal melting
and displacive excitations, as well as a discussion
of data analysis, can be found in the Supporting
Online Material (SOM) text.

Coherent X-ray Imaging with
Atomic Resolution
Electromagnetic radiation can be used to im-
age objects with a spatial resolution ultimately

limited by the wavelength, l, of the radiation. Im-
age formation can be simply described as inter-
ferometry; the light scattered by an object must
be recombined so that it interferes at the image
plane. Performing this reinterference directly
with an aberration-free lens makes diffraction-
limited imaging possible with visible radiation.
In the simple case of illumination with a coherent
plane wave, the achievable resolution equals d =
l /sin q, where q represents the highest scattering
angle collected by a lens or detector. At x-ray wave-
lengths, however, manufacturing lenses that ac-
cept and redirect light scattered at high angles
becomes increasingly difficult. Focal sizes of tens
of nanometers can be achieved (36), but atomic-
resolution lenses do not appear feasible.

Imaging at near-atomic res-
olution can be achieved without
lenses by conducting the rein-
terference of the scattered light
computationally. The numeri-
cal determination of the image
from the measured x-ray scat-
tering pattern requires that the
phase of the diffracted light be
determined in order to apply
the correct phase shift to each
reinterfering spatial frequency.
Because the detection of the
scattering pattern only mea-
sures the intensity of the scat-
tering radiation rather than the
amplitude, no phase informa-
tion can be directly measured.
Avariety of methods have been
developed for alleviating the
information deficit in crystal-
lography, such as examining
the wavelength dependence of
the diffraction pattern near an
atomic absorption edge or by
knowing part of the structure
or a similar structure. With co-
herent diffractive imaging, an
alternative route to reconstruct-
ing the scattered x-rays into an
image can be used.

Sayre has noted that the
continuous diffraction pattern
of a coherently illuminated unit
cell contains twice the informa-
tion obtained from the diffrac-
tion pattern of a crystalline
arrangement of identical copies
of that unit cell (2, 37). If ade-
quately sampled, this pattern
provides the exact amount of
information needed to solve the
phase problem and determinis-
tically invert the x-ray scatter
pattern into an image of the scat-
tering object. The past several
decades have seen substantial
advances in the experimental
and numerical techniques re-

Fig. 2. Schematic depiction of single-particle coherent diffractive imaging with an XFEL pulse. (A) The intensity pattern
formed from the intense x-ray pulse (incident from left) scattering off the object is recorded on a pixellated detector. The pulse
also photo-ionizes the sample. This leads to plasma formation and Coulomb explosion of the highly ionized particle, so only
one diffraction pattern [a single two-dimensional (2D) view] can be recorded from the particle. Many individual diffraction
patterns are recorded from single particles in a jet (traveling from top to bottom). The particles travel fast enough to clear the
beam by the time the next pulse (and particle) arrives. The data must be read out from the detector just as quickly. (B) The full
3D diffraction data set is assembled from noisy diffraction patterns of identical particles in random and unknown orientations.
Patterns are classified to group patterns of like orientation, averaged within the groups to increase signal to noise, oriented
with respect to one another, and combined into a 3D reciprocal space. The image is then obtained by phase retrieval.
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Figure from Gaffney 
& Chapman, Science 
316, 1444 (2007).
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The scattering intensity (per unit solid angle) is given by

We made the following assumptions:

 > Only heavy atoms scatter anomalously and undergo damage dynamics during an x-ray pulse.

 > Heavy atoms are ionized independently.

 > Only one species of heavy atoms is considered.

We demonstrate the existence of a Karle-Hendrickson-type equation in the high-intensity regime.

 > MAD coefficients:                                                                              ! calculated with detailed electronic damage dynamics by XATOM. 

 > 3 unknowns at a given Q:                                                                                  ! solvable with measurements at 3 different wavelengths.
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��F 0

P
(Q)

��,
��F 0

H
(Q)
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Population dynamics of Fe charge states during an XFEL pulse 
of 8 keV, 5!1012 photons/"m2, 10 fs FWHM

Dispersion corrections of atomic form factors of Fe and its ions

The ground-state configuration for neutral Fe: 1s22s22p63s23p63d64s2

For electronic damage dynamics of a Fe atom, 27,783 coupled rate 
equations are solved.

MAD coefficients at Q=0 for Fe as a 
function of the photon energy. The 
fluence is given by 2!1012 photons/A 
and 10 fs FWHM is used.

 > With three or more different wavelengths, the unknowns can be solved by the least-squares method.

 > L-shell ionization dynamics dominates below the edge, whereas K-shell ionization dynamics dominates after the edge.

 > Bleaching effect: MAD coefficients ã and b are dramatically bleached out and their minimum is deepened and broadened.

 > The contrast in ã and b becomes enhanced; the contrast in c is reduced but not completely eliminated.

 > Broadening of the edge at high intensity makes precision of the photon energy less important in experiments.

 > It provides an alternative phasing method similar to single isomorphic replacement (SIR) or radiation-damage induced phasing (RIP).

 > In our model, resonant absorption processes and shakeup or shakeoff processes are not included.

Experimental implementation
 > The pulse shape and the fluence at a given position x in the x-
ray beam may differ from shot to shot.

 > Ensemble average: we numerically confirmed the following 
relation to within 3%.

 > The total signal can be obtained by integrating over the 
interaction volume:

 > The basic structure of the equation remains unchanged.

MAD phasing for nanocrystals
 > Bragg peaks (proportional to NH2): the second term implies that 
all heavy atoms are described by the same dynamical form factor.

 > Diffuse background (proportional to NH): the last term represents 
fluctuations form all different configurations induced by electronic 
damage dynamics.

 > (a–ã) is an order of magnitude smaller than ã and not confined 
to the Bragg peaks, implying that the high x-ray intensity does not 
fully destroy the coherent signals.

�
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��2 {a(Q,ω)− ã(Q,ω)}

Multiwavelength anomalous diffraction (MAD)
 > The phase problem is a fundamental obstacle in constructing an 
electronic density map from x-ray diffraction.  Since we can 
measure only scattering intensity, we may lose phases that contain 
more important information for the structural determination.

 > The anomalous scattering at different wavelengths provides a 
simple way (MAD phasing with the Karle-Hendrickson equation) to 
solve the phase problem.

 > Advantages of MAD: (a) algebraically solvable, (b) different 
datasets obtained by physical changes (wavelength), (c) no atomic 
replacement in sample preparation, (d) no chemical rearrangement 
during x-ray pulses, (e) no need for iterative phase retrieval 
algorithm, and (f) no need for previously known crystal structures.

 > The MAD method has been a well-established phasing method 
with synchrotron radiation sources since late 80’s.

Ultrafast x-ray scattering
 > Another bottleneck of x-ray crystallography is the need for large-
scale high-quality crystals, which are very difficult to be grown or 
are simply not available in many cases of interest.

 > The unprecedented high x-ray fluence from XFELs provides a 
sufficiently large number of photons to enable structure 
determination from diffraction measurements of streams of single 
molecules and nanocrystals.

 > Due to an extremely high fluence that is ~100 times larger than 
the conventional damage limit, samples are subject to severe 
radiation damage.

 > The ultrashort x-ray pulses generated by XFELs enable us to 
carry out “diffraction-before-destruction” within femtosecond 
timescales to suppress nuclear motion.

 > Electronic radiation damage is unavoidable, which is 
characterized by multiphoton multiple ionization via a sequence of 
one-photon inner-shell ionizations and relaxations.

 > The phase problem remains largely unsolved.

Speculations regarding MAD at XFEL
 > Heavy atoms as anomalous scatters will be more ionized than 
other atoms during intense x-ray pulses, because the 
photoabsorption cross section of the heavy atom is much higher 
than that of the light atom and for heavy atoms a vacancy in deep 
inner shells causes several relaxation steps in the cascade through 
the subshells, resulting in further electron ejections.

 > Anomalous scattering will be dramatically changed when heavy 
atoms are highly ionized.

 > Stochastic electronic damage to heavy atoms would destroy 
coherent scattering signals in nanocrystals...

 > MAD would not be an applicable route for phasing in the 
presence of severe radiation damage...

 > We demonstrate the existence of a Karle-Hendrickson-type 
equation in the high-intensity regime.

 > We show that MAD not only works, but also the extensive 
electronic rearrangements at high x-ray intensity provide a new 
path to phasing.

 > Our proposed method can overcome both major bottlenecks 
in x-ray crystallography: 

phase problem ! MAD,

growing high-quality crystals ! XFEL.

F 0(Q) =

�
d3r ρ(r) eiQ·r = |F 0(Q)| eiφ

0(Q)

f(Q,ω) = f0(Q) + f �(ω) + if ��(ω)

Figures from Hendrickson, Science 254, 51 (1991).

similarity in folding and Cu coordination to other members of the
plastocyanin family. Other metalloprotein candidates for MAD
phasing include heme proteins, iron-sulfur proteins, and an ever
increasing group of zinc proteins.

Light metal centers can often be replaced by heavier ones.
Notably, the replacement of the group II ions Ca2' and Mg2+ by
lanthanides yields very strong anomalous scattering at the L,,, edges.
Our recent structural analysis of the calcium-dependent carbohy-
drate recognition domain from an animal lectin, mannose-binding
protein, illustrates this well. A recombinant fragment of this protein
was crystallized as a dimer with Ho3' ions replacing the two Ca2+
sites in each protomer. Data were collected at three wavelengths on
the spherical drift chamber detector at LURE (31). As expected
from the lanthanide white line features shown in Fig. 1B, the
measured signals were extraordinarily strong (Table 2). As a result,
phases were determined with sufficient accuracy that the model fitted
to the MAD-phased map gave an initial R value of 0.359 for all
observations to 2.5 A spacings (22). Because of an imperfection in
wavelength control in this experiment, the ability to refine scattering
factors was crucial. MAD experiments with lanthanide replacements
or replacements of transition metals by heavier L,,,-edge scatterers,
such as replacement of zinc by mercury, can prove very powerful.
Another category ofreplacement that can be very effective is in the

replacement of a natural ligand or cofactor by an analogous deriva-
tized ligand. This strategy has often been effective in MIR experi-
ments; for MAD the range of labeling elements can be extended to
the lighter K-edge scatterers. The structure analysis of streptavidin
as its selenobiotinyl complex is an example (Fig. 5A). In this case,
the data were measured on a single counter diffractometer on a
tunable beam line (32) at the Photon Factory in Japan. Streptavidin
is a tetramer and the asymmetric unit of the crystal contained
one-half of the molecule. The polypeptide chain was traced inde-
pendently for the two protomers in a MAD-phased map at 3.3 A
resolution (25), but the fitting was done after molecular averaging
with probabilistic phase combination (23). Brominated organic
ligands could be quite generally useful for this class of MAD
experiments.

Perhaps the greatest opportunity for future MAD experiments lies
in the use of conventional heavy-atom derivatives. All of the
commonly used substituting elements have L,,, edges in a readily
accessible region near 1 A wavelengths. The one MAD experiment
that has been done with conventional heavy atoms was not per-
formed on a synchrotron. MAD data from a Pt derivative of the

Fig. 5. Illustrations of novel structures deter-
mined directly and exclusively by the MAD meth-
od. (A) Tetramer of core streptavidin, with pro-
tein bonds drawn in blue. The selenobiotin
groups used for MAD phasing are shown in red.
(B) Ribonuclease H from Escherichia coli, which
was solved by use of selenomethionine labels. The
molecular surface and most atomic bonds are
drawn in yellow, those for catalytic site residues
are drawn in red, and a sulfate ion is in green.
[Reprinted from (21) with permission © AAAS]

D1D2 fragment ofCD4 were measured on a multiwire area detector
with characteristic lines from a Au anode that bracket the LI,, edge
of Pt. These data were combined with MIR phases to yield an
interpretable map. Had it been possible to conduct this experiment
on a suitable synchrotron beam line, more definitive initial phasing
could have been expected. Since isomorphism is not required, MAD
phasing of heavy-atom derivatives both increases the accuracy of
phases and extends the range ofuseful derivatives. Potential disorder
at heavy-atom sites remains a problem.
The final category of MAD applications is an exciting one by

virtue of its potential for generality. Brominated nucleic acid bases
can usefully label nucleic acids without appreciably perturbing their
structures. Our analysis of the complex of the antitumor drug
chromomycin with a duplex of octanucleotides in which one
thymine was replaced by 5-bromouracil illustrates this. The struc-
ture of this complex was solved from imaging phosphor data
measured at the Photon Factory in Japan (32, 33). The DNA
structure was directly interpretable (20), and phase combination
between the MAD probability distributions (23) and those from a
partially refined model were used to complete the drug structure.

In the case of proteins, the incorporation of selenomethionine in
place of methionine residues provides a general vehicle for incorpo-
rating MAD labels into proteins (34). The analysis of ribonuclease
H (Fig. 5B) is a successful example of this approach. The recombi-
nant protein was grown in bacteria with complete incorporation of
selenomethionine, and the structure was solved from imaging-
phosphor data measured at the Photon Factory in Japan (32, 33). In
this case the phases were accurate enough to permit an initial
interpretation into maps at 2.2 A resolution (21). Higher energy
resolution would have given even stronger signals (Fig. 1C and
Table 2). The extension to larger proteins with many Se sites poses
an exciting challenge for future applications.

Prospects
The MAD method can fairly be said to have emerged with vitality

from its long gestation. A lack of readily available, satisfactory
instrumentation has certainly impeded practical realization of the
promise of MAD phasing in macromolecular structure determina-
non. Even now, these experiments remain rather complex relative to
the routine measurements of conventional crystallography. Never-
theless, impressive results have already been obtained in a number of
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Fig. 1. Anomalous scattering factor spectra for selected elements. (A)
Calculated spectra (37) for certain isolated atoms. For each element, the
imaginary component (f") is drawn in the upper curve and the real
component (f') is in the lower curve. Origins for the five elements are
displaced vertically as indicated. The figure is adapted from (14). (B)
Experimental values derived from an x-ray absorption spectrum of Eu-

Anomalous scattering is intimately associated with the resonant
absorption of x-rays that occurs when the frequency of the incident
radiation approaches the frequency of oscillations in a bound
electronic orbital (see Box 1). This anomalous dispersion (frequency
dependence) of scattering is, as the resonance phenomenon sug-
gests, most pronounced in the immediate vicinity of the absorption
edge. The resonances associated with K and L,,, absorptions are of
greatest interest for MAD experiments, and these must ofcourse be
within the accessible x-ray spectrum to be useful. The anomalous
scattering profiles for isolated atoms of a few elements are shown in
Fig. 1A. These examples illustrate a number of points: (i) Edge
positions for a given orbital occur at systematically increasing energy
(shorter wavelength) as the atomic number increases. (ii) Apart
from the energy of transition, all K edges are essentially alike and all
L edges are alike. (iii) L,,, edges, which are associated with the six
2p electrons, have anomalous scattering factor magnitudes on the
order of three times greater than those for K edges, which are
associated with the two is electrons. As shown in Fig. 1, B and C,
the anomalous scattering profiles that are actually observed from
molecules are typically more strongly featured than the calculated
ones for isolated atoms. These resonant "white-line" features, which
correspond to transitions to unoccupied molecular orbitals, can be
threefold greater than those expected from isolated atoms (8, 9).
An accessible spectral range for MAD experiments can be consid-

ered to be the window from -0.3 to ~3.0 A in wavelength (4 to 40
keV in energy). This range includes the K edges from atomic
number Z = 20 (Ca) to Z = 58 (Ce) and L,,, edges from Z = 51
(Sb) to Z = 92 (U). Thus, all elements at least as heavy as calcium
are possible candidates for MAD experiments. Diffraction experi-
ments have also been conducted at the S K edge (X = 5.02 A), but
these require vacuum chambers and very thin samples (10). Even
experiments at the Ca K edge would be compromised by absorp-
tion. Experience at the high-energy extreme is very limited, but such
experiments should be readily feasible. All elements normally used as
heavy atoms in MIR plus many that are too light for use as MIR
derivatives are all well suited for MAD experiments. Such elements
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0)
c
w

0.960.99 0.98 0.97
Wavelength (A)

(PhAcAc)3 (Ph, phenyl, and Ac, acetyl). The resonances from left to right are
associated with the L,,,, L11, and L, transitions. The L,,, maximum in f"
occurs at 6982.2 eV, which corresponds to 1.7757 A in wavelength. The
figure is adapted from (8). (C) Experimental values derived from an x-ray
absorption spectrum of selenomethionyl thioredoxin from Escherichia coli.
Reproduced from (34).

either occur naturally in macromolecules or can be introduced in a
variety of ways (Table 1).

X-ray Sources
MAD experiments require sources capable of producing x-rays at

various suitable wavelengths. With conventional x-ray tubes the
options are limited primarily to the characteristic lines from usable
target materials. Nevertheless, a pioneering demonstration of feasi-
bility was performed on Chironomus hemoglobin by using two x-ray
tubes (11), and instruments have been developed to use multiple
lines from mixed targets or L emissions (12). Indeed, MAD data
measured from a Pt derivative with Au L-line x-rays were used
together with MIR data to determine the structure of a CD4
fragment (13).
The bremsstrahlung continuum from x-ray tubes is another

possible source for MAD experiments, and wavelengths selected
from the continuum emitted by a Mo anode were used to solve the
structure of selenolanthionine (14), a small molecule. The
bremsstrahlung intensity is much weaker than that in characteristic
lines, but it can be optimized by using a high-Z anode material such
as Au.
Although MAD experiments are possible at conventional "home"

sources, the sporadic availability of characteristic emissions and the
relative weakness of the bremsstrahlung (Fig. 2) are limitations. On
the other hand, the spectral brightness of synchrotron radiation
(Fig. 2) is well suited for MAD work. The bending-magnet
radiation from several existing sources (CHESS at Cornell, NSLS at
Brookhaven, SSRL at Stanford, the Photon Factory in Tsukuba,
LURE in Orsay, DESY in Hamburg, and SRS at Daresbury) can
provide adequate flux for many experiments. Wigglers give en-
hanced flux and extend the spectrum to higher energy and can make
third-generation, low-energy sources suitable (such as ALS at
Berkeley, MAX-II in Lund, SRRC in Hsinchu). Undulators on the
high-energy, low-emittance sources that are under construction
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Calculations show that anomalous signals are 
enhanced by high X-ray intensity

Undamaged
12 µm2

4 µm2

1 µm2

Effective scattering factors for Fe with 2 mJ pulse
Average ionization by end of pulse is +14 for highest fluence

photon energy (keV)photon energy (keV)

c(!) " f’’b(!) " f 0+f’

1.6 ⨉ 1017 W/cm2

5 ⨉ 1017 W/cm2

2 ⨉ 1018 W/cm2

2 ⨉ 1019 W/cm2

S.-K. Son, H.N.C., R. Santra, 
PRL 107, 218102 (2011).

200 MGy/fs
20 MGy/fs
5 MGy/fs
1.6 MGy/fs



Femtosecond-pulse nanocrystal data appears 
better than diffraction from large crystals
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Petra Fromme, 
Mark Hunter, ASU



The crystal shape can be used to obtain additional 
information about the molecular transform
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Diffraction pattern of a rectangular aperture

I(u, v) = |F (u, v)|2 = (ab)2 sinc2 (au) sinc2 (bv)

F (u, v) = ab sinc (au) sinc (bv)

f(x, y) = rect(x/a) rect(y/b)

a

b

1
b

1
a



F (u) = M(x) · {L(u)⊗ S(u)}

The truncated lattice

L(u) = 1/a
�

h

δ(u− h/a)l(x) =
∞�
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δ(x− na)

s(x) = rect (
x

Na
)

xa
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S(u) = Na sinc Nau

S(u)⊗ L(u) = Na sinc Nau⊗ 1
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a
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= N
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h

sinc Nau⊗ δ(u− h

a
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h

sinc N(au− h)

=
sin(πNau)
sin(πau)

Exercise to reader
Cowley p 44

1/a
1

Na

N wiggles including the two 
Bragg peaks

f(x) = m(x)⊗ {l(x) · s(x)}



The finite crystal shape gives access to finer 
sampling of the molecular transform

0 2 4 6 8 10

L(u)⊗ S(u)

0 2 4 6 8 100 2 4 6 8 10

M(u)

John Spence et al. Opt. Express 19 2866 (2011)
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The finite crystal shape gives access to finer 
sampling of the molecular transform
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L(u)⊗ S(u)
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M(u)

John Spence et al. Opt. Express 19 2866 (2011)
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SNi(u)

The finite crystal shape gives access to finer 
sampling of the molecular transform

M(u)

0 2 4 6 8 100 2 4 6 8 10

Method 1: Compute average shape transform by 
summing over all peaks, then divide this out to 
give M(u) at all samples 

Method 2: Determine asymmetry of each 
summed peak, and use this (plus intensities at 
peaks) to solve the 3D structure

There are no zeroes except where the 

molecular transform itself is zero

John Spence et al. Opt. Express 19 2866 (2011)



Atomic-resolution diffraction from single 
particles should be possible with 1014 ph/μm2

Laser polarisation (E)

28 nm

1014 ph/µm2  

60 GGy

6000 MGy/fs ⨉ 10 fs

RMS displacement: 0.5Å

half electrons ionized
3 Å resolution



2010_Jun21_r0178_140404_90345

2010_Jun21_r0178_140647_18093

2010_Jun21_r0178_141615_91587

2010_Jun21_r0176_135059_69759

2010_Jun20_r0149_155821_22485

2010_Jun20_r0141_141251_102723

2010_Jun20_r0131_114557_74673

2010_Jun20_r0131_114240_3915

2010_Jun20_r0129_110528_117531

2010_Jun20_r0129_105205_90423

2010_Jun20_r0146_151320_98523

2010_Jun20_r0135_124658_82137

2010_Jun20_r0146_151744_62637

500 nm

100 nm

Aerosol beams are diffuse and samples are not 
completely dry

x-ray beam

100 nm

Aerosol jet

Liquid microjet



We can reconstruct images of soot and 
nanoparticles particles

Mimivirus Tobacco mosaic virusMimivirus

Andrew Martin, CFEL

40
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Latex spheres

250 nm

Soot particle

240 nm

Nanorice cluster



We can reconstruct images of virus particles

Mimivirus Tobacco mosaic virusMimivirus

500 nm 470 nm

300 nm

Andrew Martin, CFEL



LCLS pulses:  
 10 to 300 fs, <3 mJ
 1.8 keV (0.68 nm)
Focused to 7 µm: 
 >1016 W/cm2

 900 J/cm2 

Expect single-shot resolution of 
2!nm with 1019!W/cm2.

Clear diffraction is measured from individual 
mimivirus

Samples Janos Hajdu, Uppsala University, 
CNRS Marseille

Single particles at 20 nm resolution

1/d (nm
)

0

1/(19 nm)

1/(19 nm)



Mimivirus diffraction from LCLS successfully 
reconstructs in 2D

Janos Hajdu, Filipe Maia, Tomas Ekberg - Uppsala



The randomly oriented diffraction patterns will be 
assembled to recover a 3D image



Orientation of diffraction data can be found from 
the intersection of common lines

Experimental X-ray diffraction data of a 
3D test object, measured at 1.6 nm 
wavelength

Difference of patterns at two 
object orientations 

Gösta Huldt, U. Uppsala
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Angle

Manifold embedding in a nutshell
(GTM = Generative Tomographic Mapping)

X-rays
1

2

3

Pixels

3

1

2

Angle

2. Each diffraction pattern is a unique
point in n-space

3. Points move in n-space as the 
sample rotates 

4. Euclidean metric links adjacent
points into a smooth manifold
encoding sample rotation

1. Pixels form an n-dimensional 
hyperspace

Ourmazd et.al. (Wisconsin)
Nature Physics, 5, 64 (2009)

Beyesian optimisation

45



EMC (Expansion, Maximisation, Compression)

3D volume

Compute log-likelihood probabilities
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Most likely model
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Sparse expanded form

Compress

46
Loh & Elser (Cornell)

Loh & Elser, PRE 80, 026705 (2009)



The EMC algorithm has been applied to FEL 
data

RjkðW;!;!Þ / exp
!
#
PMpix

i ðKik=!k #WijÞ2
2"2

"
: (1)

The global noise parameter " in Eq. (1) is the only uncon-
strained parameter in our algorithm. We seek an ideal "
that quantifies the true noise in the diffraction data.

Determining the most likely model parameters (W, !,
!) given all hits is unattainable in a single step; hence, we
adopt an iterative procedure that we call expansion max-
imization compression (EMC) to implement the model
updates [5].

In the EMC prescription we first expand (E step) WðqÞ
into the set of Mrot tomograms Wij. Although this expan-
sion allows efficient comparisons between hits and model
tomograms, it creates redundancy since each intensity
sample of the 3D model WðqÞ is represented in multiple
tomograms Wij. Such redundancy ameliorates the effects
of pixel excisions when populating WðqÞ with data
measurements.

After expanding our modelW into tomograms, we maxi-
mize (M step) the data likelihood of each model tomogram
Wij ! W 0

ij independently. Specifically, we determine the

new model (W 0
ij,!

0
k, !

0
k) which maximizes Eq. (2), condi-

tional on probabilities of the current model (Wij, !k, !k):

argmaxW0;!0;!0
XMdata

k

XMrot

j

RjkðW;!;!Þwj logðRjkðW0;!0;!0ÞÞ:

(2)

The numbers wj are weights applied to our rotation group
samples that approximate a uniform prior distribution [5].
Despite this uniform prior distribution over the rotation
group, we can still detect orientational biases by evaluating
Eq. (1) for all hits over the converged W reconstructions.

The requirement thatW 0
ij from different orientations are

consistent with a single intensity model W 0ðqÞ is enforced
in the final compression (C step) by averaging interpolated
intensity samples in all tomograms (details in [5]), which
represent a particular intensity sample in W 0ðqÞ. We also
impose Friedel symmetry on W 0ðqÞ since we are operating
in the limit of weak elastic scattering. This compressed and
symmetrized model W 0ðqÞ is now ready for another round
of EMC.

We exploited a side effect of EMC’s redundant intensity
representation to find the ideal noise parameter"min. If" is
too small, even though the data likelihood of each updated
tomogram is provisionally increased, such tomograms are
mutually incompatible, thus diminishing the data likeli-
hood of the compressed updated intensities. We deter-
mined "min knowingly: if "< "min, the log-likelihood of
reconstructions, Eq. (2), decline and reconstructions vary
dramatically.

EMC updates of the fluence and intensity model have a
regrettable degeneracy: if scalingW 0ðqÞ by a multiplicative
constant increases the model’s log-likelihood in (2) so will

a commensurate scaling in !0. As a consequence, simul-
taneous EMC updates for !k andWij cannot be decoupled
easily. However, if we updated only !k or Wij, while
keeping the other fixed, the net log-likelihood still in-
creases:

W 0
ij ¼

P
k RjkwjKik=!kP

k Rjkwj
; (3)

!0
k ¼

P
j Rjkwj

P
i K

2
ikP

j Rjkwj
P

i KikWij
: (4)

The likelihood Rjk in the last two equations is evaluated at
the current model parameters (W, !, !). We imposedP

jRjkwj ¼ 1 during each EMC iteration to assert that

every hit (index k) must be found at some orientation
(index j).
We reconstructed 3D Fourier intensities from random

starts using EMCwith only diffraction data while imposing
Friedel symmetry since these are the minimal constraints
expected in future cryptotomography experiments. We
later evaluated each converged reconstruction (Figs. 2)
by fitting them to intensity distributions of ideal ellipsoidal
particles Iellip.

FIG. 2 (color online). Comparing reconstructed intensities to
those of an ideal ellipsoidal particle Iellip. (a) Cutaway view of

choice 3D isointensity surfaces of a reconstruction which show
an oblate intensity distribution and (b) those of Iellip with the best
R-factor fit to this reconstruction; (middle row) mutually per-
pendicular cross sections of this reconstruction; (bottom row)
same cross sections of Iellip in (b). Logarithm of intensities are

shown as hues (color bar in Fig. 1). Intensities in reconstructions
span 3 orders of magnitude.

PRL 104, 225501 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
4 JUNE 2010

225501-347
Loh et al Phys Rev Lett 104 225501 (2010)



We will assemble the randomly oriented 
diffraction patterns to recover a 3D image
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We can assemble individual snapshots in 3D

Anton Barty, CFEL



We are developing 2D and 3D imaging of non-
periodic objects

Anton Barty, CFEL 

Tomas Ekeberg, Uppsala, Sweden
Chantal Abergel, CNRS, France
Janos Hajdu, Uppsala

!

Electron micrograph LCLS reconstruction

LCLS reconstruction
Resolution ~50 nm



The steps to carry out serial snapshot 3D diffractive imaging and 

nanocrystallography have been demonstrated

Phase retrieval of non-periodic objects is much easier than for the case of 

crystallography.  Nevertheless, there are an abundance of crystallographic tools 

and methods that could be applied to single particle imaging

Theoretical tools and experimental methods still need to be improved and 

refined to work at extremely low noise levels, to give us the highest resolution

3D reconstruction may be possible even if 

there is some sample inhomogeneity -- but 

methods must be developed to account for 

that

There is a world of structures to be 

explored...both in time and space

Outlook
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