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Semi-classical gravity ➤ (Q)FT in curved spaces 

2

Gravitational field is classical and back-reaction of the quantum 
processes onto the classical gravitational field are negligible.

Simple example:

(i) waves propagating on flat spacetime (massless minimally coupled Klein-Gordon scalar field):

1

c2
@2

@t2
 = r2 equivalently to @a

�p
�⌘ ⌘ab@b  

�
= 0 where ⌘ab =

2

664

�c2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

3

775⌘ab
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(ii) “minimal substitution” curved spacetime :

gab =

2

664

g00(x, t) g01(x, t) g02(x, t) g03(x, t)
g01(x, t) g11(x, t) g12(x, t) g13(x, t)
g02(x, t) g12(x, t) g22(x, t) g23(x, t)
g03(x, t) g13(x, t) g23(x, t) g33(x, t)

3
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(iii) quantized Klein-Gordon scalar on generally curved-spacetime:
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QFT in CS ➤ Analogue/Effective Gravity

Broad class of systems with various 
dynamical equations, e.g. 
electromagnetic waveguide, fluids, ulatra-
cold gas of Bosons and Fermions.

Analogue gravity systems:
The equations of motion for linear perturbations 
in an analogue/effective/emergent gravity system 
can be simplified to

1p
�g

@a
�p

�ggab@b 
�
= 0

defining an effective/acoustic/emergent metric 
tensor:

Where do we expect such a behavior?

gab /


�
�
c2(x, t)� v2(x, t)

�
�~v T (x, t)

�~v(x, t) Id⇥d

�

Simple example:

@⇢

@t
+r · (⇢v) = 0

⇢
Dv

Dt
= �rp

Continuity equation

Euler equation

Small fluctuations in 
inviscid, 
irrotational, 
incompressible 
fluid flow

In example below: Fluid dynamics 
derived from conservation laws:

fluid velocity

time

supersonic flowsubsonic flowzero flow

Effective horizons as seen by small fluctuations
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4

Analogue Gravity ➤ Applications
Possibility for experimental verification of the 
generality (UV-independence) of effects 
predicted within quantum field theory in 
curved spacetimes!

1981: Experimental 
black hole 

evaporation? 
W.G. Unruh

Analogy Gravity: Strong 
model dependent 

deviations and eventual 
break-down at ‘small’ 

scales expected!?

These three alternatives are

loss: information is lost when the hole evaporates away
store: information is stored in Wnal nugget
return: information all returned in Wnal explosion.

The reader might wonder why people feel the need to go the lengths
required for store or return, when the most obvious alternative would
appear to be loss. The reason is that loss seems to imply a violation of
unitarity, i.e. of the operation of U. If one’s philosophy of quantum
mechanics demands that unitarity is immutable, then one is in diYculty
with loss. Hence we have the popularity, among many (and apparently
most) particle physicists of the possibilities of store or return, despite the
seemingly contrived appearance of these alternatives.
My own view is that information loss is certainly the most probable. An

examination of Fig. 30.14 conveys the clear picture that the collapsing
physical material simply falls across the horizon, taking all its ‘informa-
tion’ with it, to be Wnally destroyed at the singularity. Nothing particular,
of local physical importance, should happen at the horizon. The matter
does not even ‘know’ when it crosses the horizon. We should bear in mind

(a) (b)

I +

I −

Fig. 30.14 Hawking black-
hole evaporation. (a) A black
hole forms through classical
gravitational collapse. Then
over an extremely long period it
loses mass–energy at a very slow
rate, through Hawking radi-
ation, very gradually heating up
as it loses mass. Finally, it
appears to have an explosive
disappearance (in an explosion
that is small by astrophysical
standards, and independent of
the hole’s original mass). (b) A
strict conformal diagram of this
process (spherically symmet-
rical case). This would seem to
convey a clear picture in ac-
cordance with loss where col-
lapsing material simply
falls across the horizon,
taking all its ‘information’
with it, to be destroyed at the
singularity.
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Example 1: 
Experimental Black 
Hole Evaporation

2.4 Rotating black holes 37

black hole cannot exhibit an ergoregion.)
While from an astrophysical point of view the Kerr black hole is of immense interest as the rem-

nant of a collapsed star, the acoustic analogue focuses on the classical and quantum effects in the
vicinity of the ergoregion.

2.4.2 | The ergosphere
The ergosphere represents a spacetime region where the angular velocity of the rotating black hole
is high enough to “drag the surrounding space along with the velocity of light”. Any observer or parti-
cle entering this region can no longer remain in a non-rotating orbit — regardless of how much force
is applied. It will be dragged along with the rotating spacetime. However, as the observer / object is
still outside the event horizon r ≥ r+, it is in principle possible to escape to infinity.

In 1969 Roger Penrose [148] discovered that it is possible to extract energy from rotating black
holes. This mechanism is referred to as the Penrose effect (its field theory analogue is referred to
as superradiant scattering) and can be understood as follows [196].

E2

E0

E1

Figure 2.4: Illustration of the superradiance scattering in the ergoregion of a rotating black hole. (The
figure shows a projection of the black hole onto some θ = constant plane, for θ = π/2.)

Consider a particle — starting far away from the rotating black hole — that is freely falling into the
ergoregion. The Kerr geometry is time-independent, and therefore posesses a time like Killing vector
field ξa. It is possible to establish a relationship between time translation in the Kerr geometry, and a
conserved and well-defined energy far away (due to asymptotic flatness) from the black hole, such
that E0 = −paξa; see Noether’s theorem for example in [150] . Here pa is the 4-momentum of the
test particle. As pointed out in the introduction, there are no forces acting on a freely falling particle,
so that the energy remains constant when the particle is approaching the black hole. The particle
has been prepared such that it will be broken up into two fragments (e.g., employing explosives and
a timing device), once it enters the ergoregion. Conservation of energy-momentum pa

0 = pa
1 + pa

2 ,

Example 2: 
Superradiant scattering 
from rotating black holes

Example 3: 
Cosmological particle 
production

Let us first put aside the issue of 
classical versus quantum field 
theory in curved spacetimes...
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These three alternatives are

loss: information is lost when the hole evaporates away
store: information is stored in Wnal nugget
return: information all returned in Wnal explosion.

The reader might wonder why people feel the need to go the lengths
required for store or return, when the most obvious alternative would
appear to be loss. The reason is that loss seems to imply a violation of
unitarity, i.e. of the operation of U. If one’s philosophy of quantum
mechanics demands that unitarity is immutable, then one is in diYculty
with loss. Hence we have the popularity, among many (and apparently
most) particle physicists of the possibilities of store or return, despite the
seemingly contrived appearance of these alternatives.
My own view is that information loss is certainly the most probable. An

examination of Fig. 30.14 conveys the clear picture that the collapsing
physical material simply falls across the horizon, taking all its ‘informa-
tion’ with it, to be Wnally destroyed at the singularity. Nothing particular,
of local physical importance, should happen at the horizon. The matter
does not even ‘know’ when it crosses the horizon. We should bear in mind

(a) (b)

I +

I −

Fig. 30.14 Hawking black-
hole evaporation. (a) A black
hole forms through classical
gravitational collapse. Then
over an extremely long period it
loses mass–energy at a very slow
rate, through Hawking radi-
ation, very gradually heating up
as it loses mass. Finally, it
appears to have an explosive
disappearance (in an explosion
that is small by astrophysical
standards, and independent of
the hole’s original mass). (b) A
strict conformal diagram of this
process (spherically symmet-
rical case). This would seem to
convey a clear picture in ac-
cordance with loss where col-
lapsing material simply
falls across the horizon,
taking all its ‘information’
with it, to be destroyed at the
singularity.
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Example 1: 
Experimental Black 
Hole Evaporation

Experimental Black Hole Evaporation [Example 1]
How do black holes lose their mass..?

(1) What is Hawking radiation?

(2)  Is there a reason why we should at all 
doubt that black holes evaporate..?

(3) How can we set up a table-top 
experiment that “conclusively” tests 
Hawking/Unruh’s prediction?
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BHE process ➤ What is Hawking radiation?

proposals. It may be that I am taking too ‘generous’ a line on this, and
more theoreticians than I imagine are actually thinking that such a ‘warp
drive’ is to be taken seriously!)

30.7 Energy outflow from negative-energy orbits

I have digressed much too far from the task at hand, which was to consider
the implications of the Hawking temperature of a black hole. Can we see
from more physical reasons why, in the context of quantum mechanics, a
black hole ought to emit radiation in accordance with it having a non-zero
temperature? In fact, Hawking also provided an ‘intuitive’ derivation of
the presence of this Hawking radiation. This is illustrated in Fig. 30.11. In
the vicinity of the hole’s horizon, virtual particle–antiparticle pairs are
continually being produced out of the vacuum, only to annihilate each
other in a very short period of time. (This is the process considered in
§26.9, and illustrated in Figs. 26.9 and 26.10). However, the presence of a
black hole modiWes this activity because, from time to time, one of the
particles of the pair falls into the hole, the other one escaping. This can
only happen when the escaping particle becomes a real particle (i.e. ‘on
shell’, as opposed to the virtual ‘oV shell’ particle it started out as, see §26.8
and Fig. 26.6), and therefore the escaping particle must have positive
energy, so that (from energy conservation) the particle falling into the
hole has to become a real particle with negative energy (these energies
being assessed from inWnity). In fact, negative energies can occur for real

Fig. 30.11 Hawking’s ‘intuitive’
derivation of Hawking radiation. (a)
Far from the hole, virtual particle-
anti-particle pairs are continually
produced out of vacuum, but then
annihilated in a very short time (see
Fig. 26.9a). (b) Very close to the hole’s
horizon, we can envisage one of the
pair falling into the hole, the other
escaping to external inWnity. For this,
the virtual particles both become real,
and energy conservation demands that
the ingoing particles have negative
energy. This it can do, because the
Killing vector k becomes spacelike
inside the horizon. (If ka is spacelike,
the conserved energy paka can be
negative, where pa is the particle’s
4-momentum.)

836

§30.7 CHAPTER 30

Pair-creation: 
Separation of particle-anti-particle 
pairs from the quantum vacuum;
Negative norm modes absorbed by 
black hole;
[ Particle Creation by Black Holes, by Stephen Hawking, in 1974 ]

�in

! = ↵out

+ + �out

�
Let’s try to understand Hawking radiation 
as a simple scattering process...
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BHE process ➤ What is Hawking radiation?
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and Fig. 26.6), and therefore the escaping particle must have positive
energy, so that (from energy conservation) the particle falling into the
hole has to become a real particle with negative energy (these energies
being assessed from inWnity). In fact, negative energies can occur for real

Fig. 30.11 Hawking’s ‘intuitive’
derivation of Hawking radiation. (a)
Far from the hole, virtual particle-
anti-particle pairs are continually
produced out of vacuum, but then
annihilated in a very short time (see
Fig. 26.9a). (b) Very close to the hole’s
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pair falling into the hole, the other
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inside the horizon. (If ka is spacelike,
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negative, where pa is the particle’s
4-momentum.)
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being assessed from inWnity). In fact, negative energies can occur for real

Fig. 30.11 Hawking’s ‘intuitive’
derivation of Hawking radiation. (a)
Far from the hole, virtual particle-
anti-particle pairs are continually
produced out of vacuum, but then
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inside the horizon. (If ka is spacelike,
the conserved energy paka can be
negative, where pa is the particle’s
4-momentum.)

836

§30.7 CHAPTER 30

�in

! = ↵out

+ + �out

�

Particle current: Jn := |An|2 ⌦|±1
d!

dk

����
kn

JB / �|�!|2Jb / |↵!|2

|�!|2

|↵!|2
= e�

2⇡!
gH= e�

~!
kBT

Ja / 1

1 + +

=

0 |↵!|2
�|�!|2

Black holes: Linear Classical and Quantum Field Amplifier!

1|↵!|2

�|�!|2=

Wednesday, November 21, 12



117

proposals. It may be that I am taking too ‘generous’ a line on this, and
more theoreticians than I imagine are actually thinking that such a ‘warp
drive’ is to be taken seriously!)

30.7 Energy outflow from negative-energy orbits

I have digressed much too far from the task at hand, which was to consider
the implications of the Hawking temperature of a black hole. Can we see
from more physical reasons why, in the context of quantum mechanics, a
black hole ought to emit radiation in accordance with it having a non-zero
temperature? In fact, Hawking also provided an ‘intuitive’ derivation of
the presence of this Hawking radiation. This is illustrated in Fig. 30.11. In
the vicinity of the hole’s horizon, virtual particle–antiparticle pairs are
continually being produced out of the vacuum, only to annihilate each
other in a very short period of time. (This is the process considered in
§26.9, and illustrated in Figs. 26.9 and 26.10). However, the presence of a
black hole modiWes this activity because, from time to time, one of the
particles of the pair falls into the hole, the other one escaping. This can
only happen when the escaping particle becomes a real particle (i.e. ‘on
shell’, as opposed to the virtual ‘oV shell’ particle it started out as, see §26.8
and Fig. 26.6), and therefore the escaping particle must have positive
energy, so that (from energy conservation) the particle falling into the
hole has to become a real particle with negative energy (these energies
being assessed from inWnity). In fact, negative energies can occur for real

Fig. 30.11 Hawking’s ‘intuitive’
derivation of Hawking radiation. (a)
Far from the hole, virtual particle-
anti-particle pairs are continually
produced out of vacuum, but then
annihilated in a very short time (see
Fig. 26.9a). (b) Very close to the hole’s
horizon, we can envisage one of the
pair falling into the hole, the other
escaping to external inWnity. For this,
the virtual particles both become real,
and energy conservation demands that
the ingoing particles have negative
energy. This it can do, because the
Killing vector k becomes spacelike
inside the horizon. (If ka is spacelike,
the conserved energy paka can be
negative, where pa is the particle’s
4-momentum.)
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?

These three alternatives are

loss: information is lost when the hole evaporates away
store: information is stored in Wnal nugget
return: information all returned in Wnal explosion.

The reader might wonder why people feel the need to go the lengths
required for store or return, when the most obvious alternative would
appear to be loss. The reason is that loss seems to imply a violation of
unitarity, i.e. of the operation of U. If one’s philosophy of quantum
mechanics demands that unitarity is immutable, then one is in diYculty
with loss. Hence we have the popularity, among many (and apparently
most) particle physicists of the possibilities of store or return, despite the
seemingly contrived appearance of these alternatives.
My own view is that information loss is certainly the most probable. An

examination of Fig. 30.14 conveys the clear picture that the collapsing
physical material simply falls across the horizon, taking all its ‘informa-
tion’ with it, to be Wnally destroyed at the singularity. Nothing particular,
of local physical importance, should happen at the horizon. The matter
does not even ‘know’ when it crosses the horizon. We should bear in mind

(a) (b)

I +

I −

Fig. 30.14 Hawking black-
hole evaporation. (a) A black
hole forms through classical
gravitational collapse. Then
over an extremely long period it
loses mass–energy at a very slow
rate, through Hawking radi-
ation, very gradually heating up
as it loses mass. Finally, it
appears to have an explosive
disappearance (in an explosion
that is small by astrophysical
standards, and independent of
the hole’s original mass). (b) A
strict conformal diagram of this
process (spherically symmet-
rical case). This would seem to
convey a clear picture in ac-
cordance with loss where col-
lapsing material simply
falls across the horizon,
taking all its ‘information’
with it, to be destroyed at the
singularity.
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more theoreticians than I imagine are actually thinking that such a ‘warp
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continually being produced out of the vacuum, only to annihilate each
other in a very short period of time. (This is the process considered in
§26.9, and illustrated in Figs. 26.9 and 26.10). However, the presence of a
black hole modiWes this activity because, from time to time, one of the
particles of the pair falls into the hole, the other one escaping. This can
only happen when the escaping particle becomes a real particle (i.e. ‘on
shell’, as opposed to the virtual ‘oV shell’ particle it started out as, see §26.8
and Fig. 26.6), and therefore the escaping particle must have positive
energy, so that (from energy conservation) the particle falling into the
hole has to become a real particle with negative energy (these energies
being assessed from inWnity). In fact, negative energies can occur for real

Fig. 30.11 Hawking’s ‘intuitive’
derivation of Hawking radiation. (a)
Far from the hole, virtual particle-
anti-particle pairs are continually
produced out of vacuum, but then
annihilated in a very short time (see
Fig. 26.9a). (b) Very close to the hole’s
horizon, we can envisage one of the
pair falling into the hole, the other
escaping to external inWnity. For this,
the virtual particles both become real,
and energy conservation demands that
the ingoing particles have negative
energy. This it can do, because the
Killing vector k becomes spacelike
inside the horizon. (If ka is spacelike,
the conserved energy paka can be
negative, where pa is the particle’s
4-momentum.)
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 Black versus white hole 
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Set-up: Surface waves on open 
channel flow with varying depth.

- stationary
- irrotational
- incompressible
- inviscid

Our experiment in a nutshell

c = c(x) ⇡
p
gh(x) /

p
h(x)v = v(x) =

q

h(x)
/ 1

h(x)

Let’s recall the acoustic line-element:

Goal: Set up black and white horizon & detect stimulated conversion 
to pos. & neg. waves who’s relative amplitudes obey HS.

gab /

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�
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  2002: Schutzhold & Unruh: Gravity wave analogs of black holes (Phys. Rev. D66 044019)

Our experiment ➤ Principle idea
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Figure 2.1: The experimental apparatus used in our experiments. The differ-
ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety

12

Our flume tank (7.47m long and 15.4cm wide): 

Our experiment ➤ Setup
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Our experiment ➤ Black & White hole horizons

effective 
white hole

effective 
black hole
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Initial design for our experiment
Figure 2.1: The experimental apparatus used in our experiments. The differ-

ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety
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Down-scaled version of  Germain 
Rousseaux et al. obstacle. 
[length: 14m to  1m]

Our experiment ➤ The design of our obstacle
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Our experiment ➤ early experiment with bigger waves 
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Field theory ➤ physics of surface waves

In principle it is possible to construct a fluid flow exhibiting trapped surfaces.

A trapped surface is a closed two surface where the velocity is everywhere pointing

inward and the normal component exceeds the local speed of sound. Sound waves

along this surface will be swept inside. This is analogous to a black hole where

the gravitational field is so strong at the event horizon that not even light can es-

cape. This result indicated that a fluid flow could be created in a laboratory setting

that would act as an apparent horizon1 for sound waves. In practise, creating a

supersonic flow in a laboratory poses numerous experimental challenges. However

in 2002 Schützhold and Unruh were able to extend the analogy to include gravity

waves [9]. Gravity waves, also known as surface waves, are the familiar waves

seen on lakes and in the ocean. Surface waves behave according to a dispersion

relation [6],

�2 =

�
gk +

⇥
�

k3
⇥

tanh(k h)� (1.3)

Where g is gravitational acceleration, k is the wave number, h is the depth

of the fluid, ⇥ is the surface tension2, and � is the density of the fluid. A plot

of the dispersion relation in both the laboratory and the water frame, for typical

values within our experimental setup can bee seen in Figure 1.1. In the co-moving

frame � is plotted, while in the laboratory frame �� vk is plotted. The dispersion

relation can be split into three regimes: shallow water waves, deep water waves and

capillary waves. The linear section at small wave number is known as the shallow

water regime, as the dispersion relation begins to go as the square root of k it enters

the deep water regime. At very high wave number, the dispersion relation curves

upward and goes as k3, outside of bounds shown in Figure 1.1, which is known as

the capillary regime.

The dispersion relation can be used to find the phase and group speeds of water

waves. The phase velocity is given by the ratio of � and wave number,

1The term apparent horizon is used instead of event horizon in this context because the formation

of the horizon is dependant of the flow rate and will cease to exist if the Froude number drops below

one.
2The surface tension is dependant on the temperature of the fluid, taken as 298 Kelvin in our

experiment.

2

shallow:

Figure 1.2: The elliptical orbits of water molecules induced by a shallow wa-
ter wave.

Short wavelength, large wave number, waves are know as deep water waves.
The dispersion relation simplifies to,

� �
�

gk� (1.8)

Deep water waves group speed is half of their phase speed,

cp �
1
2

cg �

⇥
g
k
� (1.9)

For waves to be classified as deep water waves a rule of thumb is that their
wavelength must be less then ten times the the depth of the water they are propa-
gating in. Deep water waves do not reach the lower bound of the medium that they
are propagating in so the water molecules travel in circular orbits whose radius
decreases exponentially with depth [2], shown in Figure 1.3.

4

Figure 1.1: The dispersion relation plotted in the laboratory frame (a) and
water frame (b). The depth of the water is 0�12 m and the velocity of
the flow at this point is 0�22 m/sec. This is representative of typical
values in our flume before reaching our obstacle.

cp �
�
k
⇥ (1.4)

and group velocity is given by the derivative of � with respect to wave number,

cg �
��
�k

� (1.5)

Long wavelength, small wave number, waves are know as shallow water waves.
In this region the dispersion relation can be simplified to,

� �
�

gh k� (1.6)

Therefore the group and phase speed of shallow water waves are equal,

cp � cg �
�

gh� (1.7)

Waves are typically classified as shallow water if their wavelength is greater
then ten times the depth of the water they are traveling in. In shallow water waves
the lower boundary constrains the motion of the water molecules, such that they
move in elliptical orbits [2] as illustrated in Figure 1.2

3

deep:Figure 1.2: The elliptical orbits of water molecules induced by a shallow wa-
ter wave.

Short wavelength, large wave number, waves are know as deep water waves.
The dispersion relation simplifies to,
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gk� (1.8)

Deep water waves group speed is half of their phase speed,
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1
2

cg �
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g
k
� (1.9)

For waves to be classified as deep water waves a rule of thumb is that their
wavelength must be less then ten times the the depth of the water they are propa-
gating in. Deep water waves do not reach the lower bound of the medium that they
are propagating in so the water molecules travel in circular orbits whose radius
decreases exponentially with depth [2], shown in Figure 1.3.

4

Figure 1.3: The circular orbits of water molecules induced by a deep water
wave.

For the third regime, capillary waves, the dispersion relation simplifies to,

� �

�
⇥
�

k3� (1.10)

Capillary waves have very short wavelengths on the order of millimeters. At
these small wavelengths surface tension is the dominate factor in wave behavior.
The phase and group speeds for capillary waves are,

cp �

�
⇥
�

k
1
2 ⇥ (1.11)

cg �
3
2

�
⇥
�

k
1
2 � (1.12)

The advantage of gravity waves is that the flow speed required to induce wave
blocking, done by adjusting the depth of the water, can be created in a typical

5
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Figure 1.3: The circular orbits of water molecules induced by a deep water
wave.
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The advantage of gravity waves is that the flow speed required to induce wave
blocking, done by adjusting the depth of the water, can be created in a typical
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Figure 2.1: The experimental apparatus used in our experiments. The differ-
ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety
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Waves are typically classified as shallow water if their wavelength is greater
then ten times the depth of the water they are traveling in. In shallow water waves
the lower boundary constrains the motion of the water molecules, such that they
move in elliptical orbits [2] as illustrated in Figure 1.2
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Field theory ➤ physics of surface waves non-zero flow
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Our experiment ➤ Observable
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Our experiment ➤ Data analysis

Figure 3.3: The red line is the third estimate of the free surface plotted over
the image. The calculated free surface now corresponds with the image
over it’s entirety.

the vertical derivative of the intensity from one pixel above the free surface
estimate to the pixel below. Interpolating between these two points to find
the zero crossing will yield the maximum in intensity inside the free surface
pixel. This is used as the final estimate of the free surface within our system,
see Figure 3.4.

3.1.2 Properties of the wave characteristic

The free surface is found in each image and combined to create a wave charac-
teristic. The wave characteristic for one of our early experiments can be seen in
Figure3.5. This experiment is used because it clearly demonstrates the features of a

36Figure 3.4: A zoomed in view of the free surface where the black stars show
the final estimate of free surface at sub pixel resolution and the red stars
show the third estimate.

wave characteristic. The redder the color the larger the amplitude of the waves, and
the bluer the lower the trough. Each horizontal slice represents a single free surface
at an instant in time. Therefore the slope of the lines within the wave characteris-
tic correspond to the phase velocity of the waves. The frequency of the incoming
waves can also be read off by looking at the spacing along the y-axis between the
waves that are entering from the right. By measuring the distance between the
wave crests along the x-axis for a constant time one can find the wavelength of the
waves. In this experiment a group of 5 waves was sent towards the horizon. The
thin black lines outline the the wave group. From the slope of the incoming waves
one can see that they have a positive phase velocity. The thick black line traces the
group speed. Once the waves reach the horizon at about 30 cm we can see that they
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Data analysis ➤ from wave characteristic to dispersion rel.
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Sometimes thought to be well-understood physics, such as the propagation of surface waves on
currents, as they appear on rivers and oceans, bear unexpected and new physics. Using up to date
detection mechanism for the free surface on open channel flows, we reveal a new type of wave-current
interactions.

PACS numbers: 73.20.Mf, 47.60.Dx, 47.35.Bb

INTRODUCTION

In fluid dynamics, wave-current interaction describes
the combined motion of surface waves and currents. It
has been subject of interest for almost a century, and
reached its peak time in 1976 with Peregrine noticeable
analysis on wave-current interactions. Peregrine sug-
gested that there are in principle five di�erent sub-classes
of current interactions. ... We are able to append Pere-
grine’s list, and report on the appearance of a standing
wave that occurs in uniform and changing currents. The
origin of the e�ect is related to ...

We will employ the detection mechanisms developed in
earlier experimental studies, on wave-current interaction
on open channel flows exhibiting a region of high veloc-
ity, see ??, to study in depth the classical noise on the
free surface. As we will demonstrate below, the noise is
systematically distributed along the dispersion relation
branches. The dispersion relation of gravity waves, in-
terface waves between atmosphere and water, on an ap-
proximately uniform flow is well understood and given
by

(f + ṽ k)2 =

✓
g k

2⇥

◆
· tanh(2⇥ k h) , (1)

with the frequency f = 1/⇤ , where ⇤ is the wave period;
the wavenumber, g is the gravitational acceleration, and
h the depth of the fluid flow. We are considering a one-
dimensional open channel flow, but due to the final width
lw of the flow, the wavenumber k is given by

k =
q

k2|| + k2� =
p

(1/�)2 + (n/lw).2, (2)

where k|| and k� are the wavelengths of the mode prop-
agating paralell and orthogonal to the flow. Since, in
our setup the k� modes are e�ectively frozen out, they
are represented by standing modes of length lw/n, where
n = 0, 1, 2, ....

Here we define ṽ as the average flow velocity as seen
by the excitations on the free surface. For a steady, in-

compressible flow the velocity simplifies to

ṽ � v(x) = q/h(x), (3)

where the two-dimensional flow rate per unit width q is
fixed.

(A) Stefano has helped me with the theoretical descrip-
tion for the ’transverse’ branches in our flume, and
the theoretical description does match the experi-
mental values very well, see below. I think this is
a beautiful result, and I wonder if anyone has ever
seen this modes before us? However, there is some-
thing to discuss about the amplitudes of the modes:
One can easily see that the n = 1 is very strong,
which is very surprising, as we did try to adjust the
light-sheet in the centre of the flow. Of course, it
could be that the spectral leakage is a�ecting all
branches so badly, that all amplitudes end up to be
of the same magnitude. The discussion about the
spectral leakage can be found below.

(B) Stefano: We need to add a discussion of the veloc-
ity profile, and it’s correlation with friction at the
bottom layer in our flume. In general, a literature
search on the subject is necessary, and maybe Greg
and Ted could point out some relevant literature
for the rest of us.

EXPERIMENTAL PROCEDURE

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume. The intake reservoir
had flow straighteners and conditioners to dissipate sur-
face waves produced by the ingoing flow. The flume was
transparent to allow photography through the walls, and
the experimental area was covered to exclude exterior
light. We measured and analyzed the variations in water
surface height using essentially the same techniques as
in [? ]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera and recorded the
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Data analysis ➤ from wave characteristic to dispersion rel.
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(A) Stefano has helped me with the theoretical descrip-
tion for the ’transverse’ branches in our flume, and
the theoretical description does match the experi-
mental values very well, see below. I think this is
a beautiful result, and I wonder if anyone has ever
seen this modes before us? However, there is some-
thing to discuss about the amplitudes of the modes:
One can easily see that the n = 1 is very strong,
which is very surprising, as we did try to adjust the
light-sheet in the centre of the flow. Of course, it
could be that the spectral leakage is a�ecting all
branches so badly, that all amplitudes end up to be
of the same magnitude. The discussion about the
spectral leakage can be found below.

(B) Stefano: We need to add a discussion of the veloc-
ity profile, and it’s correlation with friction at the
bottom layer in our flume. In general, a literature
search on the subject is necessary, and maybe Greg
and Ted could point out some relevant literature
for the rest of us.

EXPERIMENTAL PROCEDURE

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume. The intake reservoir
had flow straighteners and conditioners to dissipate sur-
face waves produced by the ingoing flow. The flume was
transparent to allow photography through the walls, and
the experimental area was covered to exclude exterior
light. We measured and analyzed the variations in water
surface height using essentially the same techniques as
in [? ]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera and recorded the
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Data analysis ➤ from wave characteristic to dispersion rel.
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Here we define ṽ as the average flow velocity as seen
by the excitations on the free surface. For a steady, in-

compressible flow the velocity simplifies to
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fixed.

(A) Stefano has helped me with the theoretical descrip-
tion for the ’transverse’ branches in our flume, and
the theoretical description does match the experi-
mental values very well, see below. I think this is
a beautiful result, and I wonder if anyone has ever
seen this modes before us? However, there is some-
thing to discuss about the amplitudes of the modes:
One can easily see that the n = 1 is very strong,
which is very surprising, as we did try to adjust the
light-sheet in the centre of the flow. Of course, it
could be that the spectral leakage is a�ecting all
branches so badly, that all amplitudes end up to be
of the same magnitude. The discussion about the
spectral leakage can be found below.

(B) Stefano: We need to add a discussion of the veloc-
ity profile, and it’s correlation with friction at the
bottom layer in our flume. In general, a literature
search on the subject is necessary, and maybe Greg
and Ted could point out some relevant literature
for the rest of us.

EXPERIMENTAL PROCEDURE

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume. The intake reservoir
had flow straighteners and conditioners to dissipate sur-
face waves produced by the ingoing flow. The flume was
transparent to allow photography through the walls, and
the experimental area was covered to exclude exterior
light. We measured and analyzed the variations in water
surface height using essentially the same techniques as
in [? ]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera and recorded the
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ṽ � v(x) = q/h(x), (3)

where the two-dimensional flow rate per unit width q is
fixed.

(A) Stefano has helped me with the theoretical descrip-
tion for the ’transverse’ branches in our flume, and
the theoretical description does match the experi-
mental values very well, see below. I think this is
a beautiful result, and I wonder if anyone has ever
seen this modes before us? However, there is some-
thing to discuss about the amplitudes of the modes:
One can easily see that the n = 1 is very strong,
which is very surprising, as we did try to adjust the
light-sheet in the centre of the flow. Of course, it
could be that the spectral leakage is a�ecting all
branches so badly, that all amplitudes end up to be
of the same magnitude. The discussion about the
spectral leakage can be found below.

(B) Stefano: We need to add a discussion of the veloc-
ity profile, and it’s correlation with friction at the
bottom layer in our flume. In general, a literature
search on the subject is necessary, and maybe Greg
and Ted could point out some relevant literature
for the rest of us.

EXPERIMENTAL PROCEDURE

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume. The intake reservoir
had flow straighteners and conditioners to dissipate sur-
face waves produced by the ingoing flow. The flume was
transparent to allow photography through the walls, and
the experimental area was covered to exclude exterior
light. We measured and analyzed the variations in water
surface height using essentially the same techniques as
in [? ]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera and recorded the

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 156.98 mm

 

 

−40 −20 0 20 40

−5

0

5

log(mm)

−16

−14

−12

−10

−8

−6

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 86.56 mm

 

 

−40 −20 0 20 40
−8

−6

−4

−2

0

2

4

6

8

log(mm)
−8

−7

−6

−5

−4

−3

−2

−1

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 156.98 mm

 

 

−40 −20 0 20 40

−5

0

5

log(mm)

−16

−14

−12

−10

−8

−6

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 86.56 mm

 

 

−40 −20 0 20 40
−8

−6

−4

−2

0

2

4

6

8

log(mm)
−8

−7

−6

−5

−4

−3

−2

−1

−40 −20 0 20 40

−5

0

5

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 156.98 mm

 

 
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14

−40 −20 0 20 40

−5

0

5

Wavenumber (cycles/m)

Fr
eq

ue
nc

y 
(c

yc
le

s/
s)

ω=k=0 amplitude: 156.98 mm

 

 
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14

Wednesday, November 21, 12



24

Data analysis ➤ from wave characteristic to dispersion rel.
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INTRODUCTION

In fluid dynamics, wave-current interaction describes
the combined motion of surface waves and currents. It
has been subject of interest for almost a century, and
reached its peak time in 1976 with Peregrine noticeable
analysis on wave-current interactions. Peregrine sug-
gested that there are in principle five di�erent sub-classes
of current interactions. ... We are able to append Pere-
grine’s list, and report on the appearance of a standing
wave that occurs in uniform and changing currents. The
origin of the e�ect is related to ...

We will employ the detection mechanisms developed in
earlier experimental studies, on wave-current interaction
on open channel flows exhibiting a region of high veloc-
ity, see ??, to study in depth the classical noise on the
free surface. As we will demonstrate below, the noise is
systematically distributed along the dispersion relation
branches. The dispersion relation of gravity waves, in-
terface waves between atmosphere and water, on an ap-
proximately uniform flow is well understood and given
by

(f + ṽ k)2 =

✓
g k

2⇥

◆
· tanh(2⇥ k h) , (1)

with the frequency f = 1/⇤ , where ⇤ is the wave period;
the wavenumber, g is the gravitational acceleration, and
h the depth of the fluid flow. We are considering a one-
dimensional open channel flow, but due to the final width
lw of the flow, the wavenumber k is given by

k =
q

k2|| + k2� =
p

(1/�)2 + (n/lw).2, (2)

where k|| and k� are the wavelengths of the mode prop-
agating paralell and orthogonal to the flow. Since, in
our setup the k� modes are e�ectively frozen out, they
are represented by standing modes of length lw/n, where
n = 0, 1, 2, ....

Here we define ṽ as the average flow velocity as seen
by the excitations on the free surface. For a steady, in-

compressible flow the velocity simplifies to

ṽ � v(x) = q/h(x), (3)

where the two-dimensional flow rate per unit width q is
fixed.

(A) Stefano has helped me with the theoretical descrip-
tion for the ’transverse’ branches in our flume, and
the theoretical description does match the experi-
mental values very well, see below. I think this is
a beautiful result, and I wonder if anyone has ever
seen this modes before us? However, there is some-
thing to discuss about the amplitudes of the modes:
One can easily see that the n = 1 is very strong,
which is very surprising, as we did try to adjust the
light-sheet in the centre of the flow. Of course, it
could be that the spectral leakage is a�ecting all
branches so badly, that all amplitudes end up to be
of the same magnitude. The discussion about the
spectral leakage can be found below.

(B) Stefano: We need to add a discussion of the veloc-
ity profile, and it’s correlation with friction at the
bottom layer in our flume. In general, a literature
search on the subject is necessary, and maybe Greg
and Ted could point out some relevant literature
for the rest of us.

EXPERIMENTAL PROCEDURE

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume. The intake reservoir
had flow straighteners and conditioners to dissipate sur-
face waves produced by the ingoing flow. The flume was
transparent to allow photography through the walls, and
the experimental area was covered to exclude exterior
light. We measured and analyzed the variations in water
surface height using essentially the same techniques as
in [? ]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera and recorded the
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FIG. 16: (Colors online only.) Flow profiles from the PIV measurements.
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Our experiment ➤ Exciting classical field modes

Figure 2.7: This is a photo of the wave generator used in our experiments.
One can see the counter weight mounted on the disk as well as the stain-
less steel mesh which generates the waves.
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Our experiment ➤ Experimental procedure
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Figure 2.1: The experimental apparatus used in our experiments. The differ-
ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety
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FIG. 1: — Conversion process. Dispersion relation for
waves propagating against a flow typical of our experiments.
A shallow water wave, k+

in

, sent upstream, is blocked by the
flow and converted to a pair of deep water waves (k+

out

and
k�
out

) that are swept downstream.

experiments. Only the branch corresponding to waves
propagating against the flow is plotted. For low frequen-
cies, there are three possible waves, which we denote ac-
cording to wavenumber. The first, k+in, is a shallow water
wave with both positive phase and group velocities, and
corresponds to the wave that we generate in our experi-
ments. The second, k+out, has positive phase velocity, but
negative group velocity. Both waves, k+in and k+out, are
on the positive norm branch of the dispersion relation.
The third, k�out, has both negative phase and group ve-
locities, and it lies on the negative norm branch. In our
experiment, generated shallow water waves move into a
region where they are blocked by a counter-current, and
converted into the other two waves. The goals of our
experiment were to observe pair-wave creation, and to
measure the relative amplitudes of the outgoing positive
and negative norm modes to test the validity of equation
(1).[24]

The conversion from shallow water to deep water waves
occurs where a counter-current become su⇥ciently strong
to block the upstream propagation of shallow water waves
[13–16]. It is this that creates the analogy with the white
hole horizon in general relativity. That is, there is a
region that the shallow water waves cannot access, just
as light cannot enter a white hole horizon. Note that
while our experiment is on white hole horizon analogues,
it is because they are equivalent to the time inverse of
black hole analogues that we can apply our results to the
black hole situation.

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume, and were partly motivated
by experiments in similar flumes [12–17]. We created a
spatially varying background flow by placing a 1.55 m
long and 0.106 m high obstacle in the flume. This ob-
stacle was modelled after an airplane wing with a flat

top and a maximum downstream slope of 5.2 degrees de-
signed to prevent flow separation. We used particle image
velocimetry [18] to determine q, and to verify the absence
of flow separation. Shallow water waves of approximately
2 mm amplitude were generated 2 m downstream of the
obstacle, by a vertically oscillating mesh, which partially
blocked the flow as it moved in and out of the water. The
intake reservoir had flow straighteners and conditioners
to dissipate surface waves produced by the ingoing flow.
We measured and analysed the variations in water

surface height using essentially the same techniques as
in [19]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera. The camera was
set up such that the pixel size was 1.3 mm, the imaged
area was 2 m wide and 0.3 m high, and the sampling rate
was 20 Hz. The green (532 nm) 0.5 W laser light passed
through a Powell lens to create a thin (� 2 mm) light
sheet. Rhodamine-WT dye was dissolved in the water,
which fluoresced to create a sharp (< 0.2 mm) surface
maximum in the light intensity. We interpolated the in-
tensity of light between neighbouring pixels to determine
the height of the water surface to subpixel accuracy.
To detect the stimulated Hawking process, we sent

shallow water waves toward the e�ective white hole hori-
zon, which sits on the lee side of the obstacle. We con-
ducted a series of experiments, with q = 0.045 m2/s and
h = 0.194 m, and examined 9 di�erent ingoing frequen-
cies between 0.02 and 0.67 Hz, with corresponding still
water wavelengths between 69 and 2.1 meters. This sur-
face was imaged at 20 frames per second, for about 200
s. In all cases we analysed a period of time which was an
exact multiple of the period of the ingoing wave, allowing
us to carry out sharp temporal frequency filtering of the
signals (i.e., eliminating spectral leakage).
The analysis of the surface wave data was facili-

tated by introducing the convective derivative operator
⇤t + v(x)⇤x. We redefine the spatial coordinate using,
⇥ =

�
0

dx
v(x) where x is the distance downstream from the

right hand edge of the flat portion of the obstacle. The
⇥ coordinate has dimensions of time, and its associated
wave number � has units of Hz. The convective deriva-
tive becomes ⇤t+⇤�, or, in Fourier transform space, f+�.
This is the term that enters the conserved norm. From
equations (35), (36) and (87) of reference [7] we find that
the conserved norm has the form

⇥ |A(f,�)|2

f + �
d� (2)

where A(f,�) is the t, ⇥ Fourier transform of the vertical
displacement of the wave. In using this coordinate system
the outgoing waves have an almost uniform wavelength
even over the obstacle slope.
We will illustrate the pair-wave creation process by

presenting the results for fin = 0.185 Hz. In this case,
we analyzed images from exactly 18 cycles, measuring
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Figure 2.1: The experimental apparatus used in our experiments. The differ-
ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety
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FIG. 1: — Conversion process. Dispersion relation for
waves propagating against a flow typical of our experiments.
A shallow water wave, k+
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, sent upstream, is blocked by the
flow and converted to a pair of deep water waves (k+
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and
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) that are swept downstream.

experiments. Only the branch corresponding to waves
propagating against the flow is plotted. For low frequen-
cies, there are three possible waves, which we denote ac-
cording to wavenumber. The first, k+in, is a shallow water
wave with both positive phase and group velocities, and
corresponds to the wave that we generate in our experi-
ments. The second, k+out, has positive phase velocity, but
negative group velocity. Both waves, k+in and k+out, are
on the positive norm branch of the dispersion relation.
The third, k�out, has both negative phase and group ve-
locities, and it lies on the negative norm branch. In our
experiment, generated shallow water waves move into a
region where they are blocked by a counter-current, and
converted into the other two waves. The goals of our
experiment were to observe pair-wave creation, and to
measure the relative amplitudes of the outgoing positive
and negative norm modes to test the validity of equation
(1).[24]

The conversion from shallow water to deep water waves
occurs where a counter-current become su⇥ciently strong
to block the upstream propagation of shallow water waves
[13–16]. It is this that creates the analogy with the white
hole horizon in general relativity. That is, there is a
region that the shallow water waves cannot access, just
as light cannot enter a white hole horizon. Note that
while our experiment is on white hole horizon analogues,
it is because they are equivalent to the time inverse of
black hole analogues that we can apply our results to the
black hole situation.

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume, and were partly motivated
by experiments in similar flumes [12–17]. We created a
spatially varying background flow by placing a 1.55 m
long and 0.106 m high obstacle in the flume. This ob-
stacle was modelled after an airplane wing with a flat

top and a maximum downstream slope of 5.2 degrees de-
signed to prevent flow separation. We used particle image
velocimetry [18] to determine q, and to verify the absence
of flow separation. Shallow water waves of approximately
2 mm amplitude were generated 2 m downstream of the
obstacle, by a vertically oscillating mesh, which partially
blocked the flow as it moved in and out of the water. The
intake reservoir had flow straighteners and conditioners
to dissipate surface waves produced by the ingoing flow.
We measured and analysed the variations in water

surface height using essentially the same techniques as
in [19]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera. The camera was
set up such that the pixel size was 1.3 mm, the imaged
area was 2 m wide and 0.3 m high, and the sampling rate
was 20 Hz. The green (532 nm) 0.5 W laser light passed
through a Powell lens to create a thin (� 2 mm) light
sheet. Rhodamine-WT dye was dissolved in the water,
which fluoresced to create a sharp (< 0.2 mm) surface
maximum in the light intensity. We interpolated the in-
tensity of light between neighbouring pixels to determine
the height of the water surface to subpixel accuracy.
To detect the stimulated Hawking process, we sent

shallow water waves toward the e�ective white hole hori-
zon, which sits on the lee side of the obstacle. We con-
ducted a series of experiments, with q = 0.045 m2/s and
h = 0.194 m, and examined 9 di�erent ingoing frequen-
cies between 0.02 and 0.67 Hz, with corresponding still
water wavelengths between 69 and 2.1 meters. This sur-
face was imaged at 20 frames per second, for about 200
s. In all cases we analysed a period of time which was an
exact multiple of the period of the ingoing wave, allowing
us to carry out sharp temporal frequency filtering of the
signals (i.e., eliminating spectral leakage).
The analysis of the surface wave data was facili-

tated by introducing the convective derivative operator
⇤t + v(x)⇤x. We redefine the spatial coordinate using,
⇥ =

�
0

dx
v(x) where x is the distance downstream from the

right hand edge of the flat portion of the obstacle. The
⇥ coordinate has dimensions of time, and its associated
wave number � has units of Hz. The convective deriva-
tive becomes ⇤t+⇤�, or, in Fourier transform space, f+�.
This is the term that enters the conserved norm. From
equations (35), (36) and (87) of reference [7] we find that
the conserved norm has the form

⇥ |A(f,�)|2

f + �
d� (2)

where A(f,�) is the t, ⇥ Fourier transform of the vertical
displacement of the wave. In using this coordinate system
the outgoing waves have an almost uniform wavelength
even over the obstacle slope.
We will illustrate the pair-wave creation process by

presenting the results for fin = 0.185 Hz. In this case,
we analyzed images from exactly 18 cycles, measuring
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Figure 2.1: The experimental apparatus used in our experiments. The differ-
ent pieces in the setup are numbered: 1 is the intake reservoir, 2 is the
flume, 3 is our obstacle cut into 2 pieces, 4 is the interchangeable plates,
5 is an aluminum plate cut to match the slope of the obstacle, 6 is the
wave generator, 7 is the weir, 8 is the holding reservoir, and 9 is the
pump.

is a suppressed rectangular weir (item 7 in Figure: 2.1). Using the weir the depth
of the water can be controlled and the average flow rate can be calculated. The
flume is constructed out of plexiglass and is hence transparent. It is supported by
one stand under the initial section and one stand near the holding tank. The stand
nearest the holding tank can be adjusted using two electronically controlled screw
jacks, so as to change the slope of the tank. A wooden frame has been constructed
over the center section of the flume. The frame extends out in front of the flume
to create a working area and has been covered with tarps and black cloth to block
out as much of the interior lighting as possible. This was necessary because not
all the lighting within the laboratory would shut off in order to conform to safety
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experiments. Only the branch corresponding to waves
propagating against the flow is plotted. For low frequen-
cies, there are three possible waves, which we denote ac-
cording to wavenumber. The first, k+in, is a shallow water
wave with both positive phase and group velocities, and
corresponds to the wave that we generate in our experi-
ments. The second, k+out, has positive phase velocity, but
negative group velocity. Both waves, k+in and k+out, are
on the positive norm branch of the dispersion relation.
The third, k�out, has both negative phase and group ve-
locities, and it lies on the negative norm branch. In our
experiment, generated shallow water waves move into a
region where they are blocked by a counter-current, and
converted into the other two waves. The goals of our
experiment were to observe pair-wave creation, and to
measure the relative amplitudes of the outgoing positive
and negative norm modes to test the validity of equation
(1).[24]

The conversion from shallow water to deep water waves
occurs where a counter-current become su⇥ciently strong
to block the upstream propagation of shallow water waves
[13–16]. It is this that creates the analogy with the white
hole horizon in general relativity. That is, there is a
region that the shallow water waves cannot access, just
as light cannot enter a white hole horizon. Note that
while our experiment is on white hole horizon analogues,
it is because they are equivalent to the time inverse of
black hole analogues that we can apply our results to the
black hole situation.

Our experiments were performed in a 6.2 m long, 0.15
m wide and 0.48 m deep flume, and were partly motivated
by experiments in similar flumes [12–17]. We created a
spatially varying background flow by placing a 1.55 m
long and 0.106 m high obstacle in the flume. This ob-
stacle was modelled after an airplane wing with a flat

top and a maximum downstream slope of 5.2 degrees de-
signed to prevent flow separation. We used particle image
velocimetry [18] to determine q, and to verify the absence
of flow separation. Shallow water waves of approximately
2 mm amplitude were generated 2 m downstream of the
obstacle, by a vertically oscillating mesh, which partially
blocked the flow as it moved in and out of the water. The
intake reservoir had flow straighteners and conditioners
to dissipate surface waves produced by the ingoing flow.
We measured and analysed the variations in water

surface height using essentially the same techniques as
in [19]. The water surface was illuminated using laser-
induced fluorescence, and photographed with a high-
resolution (1080p) monochrome camera. The camera was
set up such that the pixel size was 1.3 mm, the imaged
area was 2 m wide and 0.3 m high, and the sampling rate
was 20 Hz. The green (532 nm) 0.5 W laser light passed
through a Powell lens to create a thin (� 2 mm) light
sheet. Rhodamine-WT dye was dissolved in the water,
which fluoresced to create a sharp (< 0.2 mm) surface
maximum in the light intensity. We interpolated the in-
tensity of light between neighbouring pixels to determine
the height of the water surface to subpixel accuracy.
To detect the stimulated Hawking process, we sent

shallow water waves toward the e�ective white hole hori-
zon, which sits on the lee side of the obstacle. We con-
ducted a series of experiments, with q = 0.045 m2/s and
h = 0.194 m, and examined 9 di�erent ingoing frequen-
cies between 0.02 and 0.67 Hz, with corresponding still
water wavelengths between 69 and 2.1 meters. This sur-
face was imaged at 20 frames per second, for about 200
s. In all cases we analysed a period of time which was an
exact multiple of the period of the ingoing wave, allowing
us to carry out sharp temporal frequency filtering of the
signals (i.e., eliminating spectral leakage).
The analysis of the surface wave data was facili-

tated by introducing the convective derivative operator
⇤t + v(x)⇤x. We redefine the spatial coordinate using,
⇥ =
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dx
v(x) where x is the distance downstream from the

right hand edge of the flat portion of the obstacle. The
⇥ coordinate has dimensions of time, and its associated
wave number � has units of Hz. The convective deriva-
tive becomes ⇤t+⇤�, or, in Fourier transform space, f+�.
This is the term that enters the conserved norm. From
equations (35), (36) and (87) of reference [7] we find that
the conserved norm has the form

⇥ |A(f,�)|2

f + �
d� (2)

where A(f,�) is the t, ⇥ Fourier transform of the vertical
displacement of the wave. In using this coordinate system
the outgoing waves have an almost uniform wavelength
even over the obstacle slope.
We will illustrate the pair-wave creation process by

presenting the results for fin = 0.185 Hz. In this case,
we analyzed images from exactly 18 cycles, measuring
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Our experiment ➤ Summary

Assumption: 
Linear amplifier over a huge 
range!
✔    pair-creation process   
(classical correlations) 
✔    Boltzmann distribution
✔    surface gravity

Lesson: The thermal emission is a 
universal phenomenon, surviving fluid-
dynamic deviations (viscosity, vorticity) 
and vastly altered dispersion relations, 
and linear over an amazing input 
range!!!        
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Assumption: 
Linear amplifier over a huge 
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✔    pair-creation process   
(classical correlations) 
✔    Boltzmann distribution
✔    surface gravity
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✔    quantum correlations
there is NO UV-problem
in our system...

Lesson: The thermal emission is a 
universal phenomenon, surviving fluid-
dynamic deviations (viscosity, vorticity) 
and vastly altered dispersion relations, 
and linear over an amazing input 
range!!!        

However: Spontaneous emission 
straightforward, but un- detectable 
(6x10^-12 K); superfluid experiments 
necessary...
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Other experiment(s)➤ Classical versus quantum?

Example 3: 
Cosmological particle 
production

‘Analogue model of a FRW 
universe in Bose-Einstein 
condensates: Application of 
the classical field method’, 
Phys. Rev. A 76, 033616 (2007),
P. Jain, S.W., M. Visser and C. W. 
Gardiner.

expansion with ts=1!10−5, T̄ is approximately linear, indi-
cating the system is not in thermal equilibrium. This is ex-
pected since the fastest expansion rate approaches the sudden
expansion case, for which the particle production !125" is not
thermal. For the slowest expansion with ts=1!10−3, there is
negligible particle production so that the mode populations
are fixed at the initial value of half a particle per mode for
the classical field. In this case it follows from Eq. !151" that
T̄# "̄k as evident in the plot.

In contrast, we note for the two intermediate expansion
rates !ts=5!10−5 and 1!10−4", T̄ is relatively flat for small
$k$ which corresponds to the regions in Fig. 4 where the
particle production is most significant. In these cases, the
slower expansions result in an approximately thermal spec-
trum for the phononic modes, which is consistent for adia-
batic expansion in the free-field theory. For the larger $k$
modes, no particle production occurs, and the mode popula-
tions are frozen at the initial value of half a particle per mode
in the classical field. If the field was further evolved at the
final nonlinearity CNL!t=0" /X, the system should eventually
reach thermal equilibrium via ergodicity. This effect is evi-
dent in the tanh expansion results !Fig. 5" where the nonlin-
earity CNL asymptotically approaches a nonzero final value.
In particular, the nonlinear mode mixing accounts for the
discrepancy between the analytic predictions for the free-
field theory and the particle production in the low $k$ modes.

This effect is more pronounced in Fig. 5!b" where the system
evolves for a much longer time.

C. Cyclic universe model

The mode spectrum that results from the implementation
of a cyclic universe model is markedly different to the case
of inflationary expansion !i.e., de Sitter, tanh, or sudden ex-
pansions". Specifically, there is a nonzero wave vector at
which the mode population peaks, which is given by the
condition for parametric resonance as discussed in Sec. VI B.
The results for a cyclic universe are given for a single cycle
by Figs. 7!a" and 7!b", and for multiple cycles by Figs. 7!c"
and 7!d".

For the subcase of a single cycle !m=1" there are two
observable effects.

!i" A peak in quasiparticle number midway through the
cycle, which corresponds to the usual notion of particle pro-
duction due to expansion as in the inflationary models. This
is an artifact of projecting the quasiparticle number into the
time-dependent Bogoliubov basis with nonlinearity U
=U0 /X !i.e., Hamiltonian diagonalization".

!ii" The net quasiparticle number at the end of the cycle is
determined by projecting into the Bogoliubov basis with
nonlinearity U!tf"=U!0". That is, the effective spacetime is
the same at the start and end of the cycle !providing quasi-
particle production does not lead to appreciable depletion of
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FIG. 7. !Color online" Cyclic universe: Time dependence of Bogoliubov mode populations for four different scenarios. Parameters are
CNL !t̄=0"=1!105, N0=107 for all cases. The !red" solid line at the final time shows the position of the peak wave vector for parametric
resonance from the analytic prediction !128". In subplots !a" and !b", the spike in population at t#0.5tf is an artifact of the time-dependent
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Cyclic universe:
First experimental results:
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FIG. 1: E↵ects of time-varying potentials (color online). a, Schematic view of the experiment. Pairs of Bogoliubov quasiparticles
are created by varying the trap sti↵ness. After the flight to the detector these excitations appear as a broadening or sidebands
on the atom cloud in the vertical (z) direction. In the following plots we convert arrival times to relative velocities and average
over the transverse dimensions. b, Single shot velocity distribution for a cloud which was subjected to a sudden increase in the
trap sti↵ness. The inset shows the time evolution of the trap sti↵ness. c, As in b but averaged over 50 shots. d, Single shot
velocity distribution for a cloud which was subjected to a weak, sinusoidal modulation of the trap sti↵ness at 2.17 kHz. The
inset shows the time evolution of the trap sti↵ness. e, As in d but averaged over 780 shots.

v

0
z = �vz diagonals. The former reflects the fluctua-
tions in the momentum distribution, as in the Hanbury
Brown and Twiss e↵ect [25], except that this cloud is far
from thermal equilibrium. The v

0
z = �vz correlation is

a clear signature of a correlation between quasi-particles
of opposite velocities. A projection of this o↵-diagonal
correlation is shown in Fig. 2b. At low momentum, the
excitations created by the perturbation are density waves
(phonons) which in general consist of superpositions of
several atoms traveling in opposite directions. In the con-
ditions of our clouds, a phonon is adiabatically converted
into a single atom of the same momentum during the re-
lease by a process referred to as “phonon evaporation”
[26]. Therefore in the phonon regime as well as in the
particle regime, we interpret the back-to-back correlation
in Fig. 2a as the production of pairs of Bogoliubov ex-
citations with oppositely directed momenta as predicted
in the acoustic dynamical Casimir e↵ect analysis [12].

To further study this process, we replace the com-
pression by a sinusoidal modulation of the laser inten-
sity I(t) = I0(1 + � cos!mt) (inset of Fig. 1d). We
choose � such that the trap frequencies are modulated
peak to peak by about 10%. The modulation is applied

for 25 ms before releasing the condensate. Figures 1d and
1e show respectively single shot and averaged momentum
distributions resulting from the modulation. One sees
that the momentum distribution develops sidebands, ap-
proximately symmetrically placed about the center. Fig-
ure 3a shows the normalized correlation function, plotted
in the same way as in Fig. 2a, for a modulation frequency
!m/2⇡ = 2170 Hz. We again observe anti-diagonal cor-
relations as for a sudden excitation except that the cor-
relations now appear at a well defined velocity, which
coincides with that of the sidebands (see Fig. 3b).

We have examined sinusoidal modulation for frequen-
cies !m/2⇡ between 900Hz and 5000Hz and observed
excitations similar to those in Fig. 3. We summarize our
observations in Fig. 4a in which we plot the excitation
frequency as a function of the sideband velocity. We also
plot the locations of the peaks in the correlation functions
on the same graph. For modulation frequencies much
above 2 kHz, the antidiagonal correlation functions are
quite noisy preventing us from clearly identifying correla-
tion peaks. This noise may have to do with the proximity
of the parametric resonance with the transverse trap fre-
quency (⇠ 3 kHz) [18].
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FIG. 1: E↵ects of time-varying potentials (color online). a, Schematic view of the experiment. Pairs of Bogoliubov quasiparticles
are created by varying the trap sti↵ness. After the flight to the detector these excitations appear as a broadening or sidebands
on the atom cloud in the vertical (z) direction. In the following plots we convert arrival times to relative velocities and average
over the transverse dimensions. b, Single shot velocity distribution for a cloud which was subjected to a sudden increase in the
trap sti↵ness. The inset shows the time evolution of the trap sti↵ness. c, As in b but averaged over 50 shots. d, Single shot
velocity distribution for a cloud which was subjected to a weak, sinusoidal modulation of the trap sti↵ness at 2.17 kHz. The
inset shows the time evolution of the trap sti↵ness. e, As in d but averaged over 780 shots.

v

0
z = �vz diagonals. The former reflects the fluctua-
tions in the momentum distribution, as in the Hanbury
Brown and Twiss e↵ect [25], except that this cloud is far
from thermal equilibrium. The v

0
z = �vz correlation is

a clear signature of a correlation between quasi-particles
of opposite velocities. A projection of this o↵-diagonal
correlation is shown in Fig. 2b. At low momentum, the
excitations created by the perturbation are density waves
(phonons) which in general consist of superpositions of
several atoms traveling in opposite directions. In the con-
ditions of our clouds, a phonon is adiabatically converted
into a single atom of the same momentum during the re-
lease by a process referred to as “phonon evaporation”
[26]. Therefore in the phonon regime as well as in the
particle regime, we interpret the back-to-back correlation
in Fig. 2a as the production of pairs of Bogoliubov ex-
citations with oppositely directed momenta as predicted
in the acoustic dynamical Casimir e↵ect analysis [12].

To further study this process, we replace the com-
pression by a sinusoidal modulation of the laser inten-
sity I(t) = I0(1 + � cos!mt) (inset of Fig. 1d). We
choose � such that the trap frequencies are modulated
peak to peak by about 10%. The modulation is applied

for 25 ms before releasing the condensate. Figures 1d and
1e show respectively single shot and averaged momentum
distributions resulting from the modulation. One sees
that the momentum distribution develops sidebands, ap-
proximately symmetrically placed about the center. Fig-
ure 3a shows the normalized correlation function, plotted
in the same way as in Fig. 2a, for a modulation frequency
!m/2⇡ = 2170 Hz. We again observe anti-diagonal cor-
relations as for a sudden excitation except that the cor-
relations now appear at a well defined velocity, which
coincides with that of the sidebands (see Fig. 3b).

We have examined sinusoidal modulation for frequen-
cies !m/2⇡ between 900Hz and 5000Hz and observed
excitations similar to those in Fig. 3. We summarize our
observations in Fig. 4a in which we plot the excitation
frequency as a function of the sideband velocity. We also
plot the locations of the peaks in the correlation functions
on the same graph. For modulation frequencies much
above 2 kHz, the antidiagonal correlation functions are
quite noisy preventing us from clearly identifying correla-
tion peaks. This noise may have to do with the proximity
of the parametric resonance with the transverse trap fre-
quency (⇠ 3 kHz) [18].

Wednesday, November 21, 12



32

Other experiment(s)➤ Classical versus quantum?

Example 3: 
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production
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universe in Bose-Einstein 
condensates: Application of 
the classical field method’, 
Phys. Rev. A 76, 033616 (2007),
P. Jain, S.W., M. Visser and C. W. 
Gardiner.

expansion with ts=1!10−5, T̄ is approximately linear, indi-
cating the system is not in thermal equilibrium. This is ex-
pected since the fastest expansion rate approaches the sudden
expansion case, for which the particle production !125" is not
thermal. For the slowest expansion with ts=1!10−3, there is
negligible particle production so that the mode populations
are fixed at the initial value of half a particle per mode for
the classical field. In this case it follows from Eq. !151" that
T̄# "̄k as evident in the plot.

In contrast, we note for the two intermediate expansion
rates !ts=5!10−5 and 1!10−4", T̄ is relatively flat for small
$k$ which corresponds to the regions in Fig. 4 where the
particle production is most significant. In these cases, the
slower expansions result in an approximately thermal spec-
trum for the phononic modes, which is consistent for adia-
batic expansion in the free-field theory. For the larger $k$
modes, no particle production occurs, and the mode popula-
tions are frozen at the initial value of half a particle per mode
in the classical field. If the field was further evolved at the
final nonlinearity CNL!t=0" /X, the system should eventually
reach thermal equilibrium via ergodicity. This effect is evi-
dent in the tanh expansion results !Fig. 5" where the nonlin-
earity CNL asymptotically approaches a nonzero final value.
In particular, the nonlinear mode mixing accounts for the
discrepancy between the analytic predictions for the free-
field theory and the particle production in the low $k$ modes.

This effect is more pronounced in Fig. 5!b" where the system
evolves for a much longer time.

C. Cyclic universe model

The mode spectrum that results from the implementation
of a cyclic universe model is markedly different to the case
of inflationary expansion !i.e., de Sitter, tanh, or sudden ex-
pansions". Specifically, there is a nonzero wave vector at
which the mode population peaks, which is given by the
condition for parametric resonance as discussed in Sec. VI B.
The results for a cyclic universe are given for a single cycle
by Figs. 7!a" and 7!b", and for multiple cycles by Figs. 7!c"
and 7!d".

For the subcase of a single cycle !m=1" there are two
observable effects.

!i" A peak in quasiparticle number midway through the
cycle, which corresponds to the usual notion of particle pro-
duction due to expansion as in the inflationary models. This
is an artifact of projecting the quasiparticle number into the
time-dependent Bogoliubov basis with nonlinearity U
=U0 /X !i.e., Hamiltonian diagonalization".

!ii" The net quasiparticle number at the end of the cycle is
determined by projecting into the Bogoliubov basis with
nonlinearity U!tf"=U!0". That is, the effective spacetime is
the same at the start and end of the cycle !providing quasi-
particle production does not lead to appreciable depletion of
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FIG. 7. !Color online" Cyclic universe: Time dependence of Bogoliubov mode populations for four different scenarios. Parameters are
CNL !t̄=0"=1!105, N0=107 for all cases. The !red" solid line at the final time shows the position of the peak wave vector for parametric
resonance from the analytic prediction !128". In subplots !a" and !b", the spike in population at t#0.5tf is an artifact of the time-dependent
quasiparticle projection.
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Cyclic universe:
First experimental results:
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FIG. 1: E↵ects of time-varying potentials (color online). a, Schematic view of the experiment. Pairs of Bogoliubov quasiparticles
are created by varying the trap sti↵ness. After the flight to the detector these excitations appear as a broadening or sidebands
on the atom cloud in the vertical (z) direction. In the following plots we convert arrival times to relative velocities and average
over the transverse dimensions. b, Single shot velocity distribution for a cloud which was subjected to a sudden increase in the
trap sti↵ness. The inset shows the time evolution of the trap sti↵ness. c, As in b but averaged over 50 shots. d, Single shot
velocity distribution for a cloud which was subjected to a weak, sinusoidal modulation of the trap sti↵ness at 2.17 kHz. The
inset shows the time evolution of the trap sti↵ness. e, As in d but averaged over 780 shots.

v

0
z = �vz diagonals. The former reflects the fluctua-
tions in the momentum distribution, as in the Hanbury
Brown and Twiss e↵ect [25], except that this cloud is far
from thermal equilibrium. The v

0
z = �vz correlation is

a clear signature of a correlation between quasi-particles
of opposite velocities. A projection of this o↵-diagonal
correlation is shown in Fig. 2b. At low momentum, the
excitations created by the perturbation are density waves
(phonons) which in general consist of superpositions of
several atoms traveling in opposite directions. In the con-
ditions of our clouds, a phonon is adiabatically converted
into a single atom of the same momentum during the re-
lease by a process referred to as “phonon evaporation”
[26]. Therefore in the phonon regime as well as in the
particle regime, we interpret the back-to-back correlation
in Fig. 2a as the production of pairs of Bogoliubov ex-
citations with oppositely directed momenta as predicted
in the acoustic dynamical Casimir e↵ect analysis [12].

To further study this process, we replace the com-
pression by a sinusoidal modulation of the laser inten-
sity I(t) = I0(1 + � cos!mt) (inset of Fig. 1d). We
choose � such that the trap frequencies are modulated
peak to peak by about 10%. The modulation is applied

for 25 ms before releasing the condensate. Figures 1d and
1e show respectively single shot and averaged momentum
distributions resulting from the modulation. One sees
that the momentum distribution develops sidebands, ap-
proximately symmetrically placed about the center. Fig-
ure 3a shows the normalized correlation function, plotted
in the same way as in Fig. 2a, for a modulation frequency
!m/2⇡ = 2170 Hz. We again observe anti-diagonal cor-
relations as for a sudden excitation except that the cor-
relations now appear at a well defined velocity, which
coincides with that of the sidebands (see Fig. 3b).

We have examined sinusoidal modulation for frequen-
cies !m/2⇡ between 900Hz and 5000Hz and observed
excitations similar to those in Fig. 3. We summarize our
observations in Fig. 4a in which we plot the excitation
frequency as a function of the sideband velocity. We also
plot the locations of the peaks in the correlation functions
on the same graph. For modulation frequencies much
above 2 kHz, the antidiagonal correlation functions are
quite noisy preventing us from clearly identifying correla-
tion peaks. This noise may have to do with the proximity
of the parametric resonance with the transverse trap fre-
quency (⇠ 3 kHz) [18].
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Other experiment(s)➤ Classical versus quantum?

Example 3: 
Cosmological particle 
production

‘Analogue model of a FRW 
universe in Bose-Einstein 
condensates: Application of 
the classical field method’, 
Phys. Rev. A 76, 033616 (2007),
P. Jain, S.W., M. Visser and C. W. 
Gardiner.

expansion with ts=1!10−5, T̄ is approximately linear, indi-
cating the system is not in thermal equilibrium. This is ex-
pected since the fastest expansion rate approaches the sudden
expansion case, for which the particle production !125" is not
thermal. For the slowest expansion with ts=1!10−3, there is
negligible particle production so that the mode populations
are fixed at the initial value of half a particle per mode for
the classical field. In this case it follows from Eq. !151" that
T̄# "̄k as evident in the plot.

In contrast, we note for the two intermediate expansion
rates !ts=5!10−5 and 1!10−4", T̄ is relatively flat for small
$k$ which corresponds to the regions in Fig. 4 where the
particle production is most significant. In these cases, the
slower expansions result in an approximately thermal spec-
trum for the phononic modes, which is consistent for adia-
batic expansion in the free-field theory. For the larger $k$
modes, no particle production occurs, and the mode popula-
tions are frozen at the initial value of half a particle per mode
in the classical field. If the field was further evolved at the
final nonlinearity CNL!t=0" /X, the system should eventually
reach thermal equilibrium via ergodicity. This effect is evi-
dent in the tanh expansion results !Fig. 5" where the nonlin-
earity CNL asymptotically approaches a nonzero final value.
In particular, the nonlinear mode mixing accounts for the
discrepancy between the analytic predictions for the free-
field theory and the particle production in the low $k$ modes.

This effect is more pronounced in Fig. 5!b" where the system
evolves for a much longer time.

C. Cyclic universe model

The mode spectrum that results from the implementation
of a cyclic universe model is markedly different to the case
of inflationary expansion !i.e., de Sitter, tanh, or sudden ex-
pansions". Specifically, there is a nonzero wave vector at
which the mode population peaks, which is given by the
condition for parametric resonance as discussed in Sec. VI B.
The results for a cyclic universe are given for a single cycle
by Figs. 7!a" and 7!b", and for multiple cycles by Figs. 7!c"
and 7!d".

For the subcase of a single cycle !m=1" there are two
observable effects.

!i" A peak in quasiparticle number midway through the
cycle, which corresponds to the usual notion of particle pro-
duction due to expansion as in the inflationary models. This
is an artifact of projecting the quasiparticle number into the
time-dependent Bogoliubov basis with nonlinearity U
=U0 /X !i.e., Hamiltonian diagonalization".

!ii" The net quasiparticle number at the end of the cycle is
determined by projecting into the Bogoliubov basis with
nonlinearity U!tf"=U!0". That is, the effective spacetime is
the same at the start and end of the cycle !providing quasi-
particle production does not lead to appreciable depletion of
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FIG. 1: E↵ects of time-varying potentials (color online). a, Schematic view of the experiment. Pairs of Bogoliubov quasiparticles
are created by varying the trap sti↵ness. After the flight to the detector these excitations appear as a broadening or sidebands
on the atom cloud in the vertical (z) direction. In the following plots we convert arrival times to relative velocities and average
over the transverse dimensions. b, Single shot velocity distribution for a cloud which was subjected to a sudden increase in the
trap sti↵ness. The inset shows the time evolution of the trap sti↵ness. c, As in b but averaged over 50 shots. d, Single shot
velocity distribution for a cloud which was subjected to a weak, sinusoidal modulation of the trap sti↵ness at 2.17 kHz. The
inset shows the time evolution of the trap sti↵ness. e, As in d but averaged over 780 shots.

v

0
z = �vz diagonals. The former reflects the fluctua-
tions in the momentum distribution, as in the Hanbury
Brown and Twiss e↵ect [25], except that this cloud is far
from thermal equilibrium. The v

0
z = �vz correlation is

a clear signature of a correlation between quasi-particles
of opposite velocities. A projection of this o↵-diagonal
correlation is shown in Fig. 2b. At low momentum, the
excitations created by the perturbation are density waves
(phonons) which in general consist of superpositions of
several atoms traveling in opposite directions. In the con-
ditions of our clouds, a phonon is adiabatically converted
into a single atom of the same momentum during the re-
lease by a process referred to as “phonon evaporation”
[26]. Therefore in the phonon regime as well as in the
particle regime, we interpret the back-to-back correlation
in Fig. 2a as the production of pairs of Bogoliubov ex-
citations with oppositely directed momenta as predicted
in the acoustic dynamical Casimir e↵ect analysis [12].

To further study this process, we replace the com-
pression by a sinusoidal modulation of the laser inten-
sity I(t) = I0(1 + � cos!mt) (inset of Fig. 1d). We
choose � such that the trap frequencies are modulated
peak to peak by about 10%. The modulation is applied

for 25 ms before releasing the condensate. Figures 1d and
1e show respectively single shot and averaged momentum
distributions resulting from the modulation. One sees
that the momentum distribution develops sidebands, ap-
proximately symmetrically placed about the center. Fig-
ure 3a shows the normalized correlation function, plotted
in the same way as in Fig. 2a, for a modulation frequency
!m/2⇡ = 2170 Hz. We again observe anti-diagonal cor-
relations as for a sudden excitation except that the cor-
relations now appear at a well defined velocity, which
coincides with that of the sidebands (see Fig. 3b).

We have examined sinusoidal modulation for frequen-
cies !m/2⇡ between 900Hz and 5000Hz and observed
excitations similar to those in Fig. 3. We summarize our
observations in Fig. 4a in which we plot the excitation
frequency as a function of the sideband velocity. We also
plot the locations of the peaks in the correlation functions
on the same graph. For modulation frequencies much
above 2 kHz, the antidiagonal correlation functions are
quite noisy preventing us from clearly identifying correla-
tion peaks. This noise may have to do with the proximity
of the parametric resonance with the transverse trap fre-
quency (⇠ 3 kHz) [18].
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Summary ➤ Results from AM experiments

Analogue Gravity
experiments

Vancouver: stimulated 
white hole emission

Daniele Faccio: 
spontaneous white hole 

emission

Westbrook: 
cosmological particle 

production

Pair-creation
(classical correlations) ✓ ? ✓

Boltzmann
distribution

✓ ? (impossible) irrelevant

Effective gravity
(determines physics)

✓ unclear ✓

Quantum 
correlations impossible ?

tested, outcome so far 
negative ✓

Interesting 
Physics

✓ ✓ ✓
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New experiment - ongoing experiments at SISSA
Description: Experimental studies of 
effective rotating black holes, to detect:
• superradiant wave-scattering
• stimulated black-hole emission

2.4 Rotating black holes 37

black hole cannot exhibit an ergoregion.)
While from an astrophysical point of view the Kerr black hole is of immense interest as the rem-

nant of a collapsed star, the acoustic analogue focuses on the classical and quantum effects in the
vicinity of the ergoregion.

2.4.2 | The ergosphere
The ergosphere represents a spacetime region where the angular velocity of the rotating black hole
is high enough to “drag the surrounding space along with the velocity of light”. Any observer or parti-
cle entering this region can no longer remain in a non-rotating orbit — regardless of how much force
is applied. It will be dragged along with the rotating spacetime. However, as the observer / object is
still outside the event horizon r ≥ r+, it is in principle possible to escape to infinity.

In 1969 Roger Penrose [148] discovered that it is possible to extract energy from rotating black
holes. This mechanism is referred to as the Penrose effect (its field theory analogue is referred to
as superradiant scattering) and can be understood as follows [196].

E2

E0

E1

Figure 2.4: Illustration of the superradiance scattering in the ergoregion of a rotating black hole. (The
figure shows a projection of the black hole onto some θ = constant plane, for θ = π/2.)

Consider a particle — starting far away from the rotating black hole — that is freely falling into the
ergoregion. The Kerr geometry is time-independent, and therefore posesses a time like Killing vector
field ξa. It is possible to establish a relationship between time translation in the Kerr geometry, and a
conserved and well-defined energy far away (due to asymptotic flatness) from the black hole, such
that E0 = −paξa; see Noether’s theorem for example in [150] . Here pa is the 4-momentum of the
test particle. As pointed out in the introduction, there are no forces acting on a freely falling particle,
so that the energy remains constant when the particle is approaching the black hole. The particle
has been prepared such that it will be broken up into two fragments (e.g., employing explosives and
a timing device), once it enters the ergoregion. Conservation of energy-momentum pa

0 = pa
1 + pa

2 ,

Surface waves on stationary draining water / 
bathtub vortex / analogue rotating black hole... 

Theoretical studies:
 Vortex geometry for the equatorial slice of the Kerr 

black hole (M. Visser, S.W.);
 In preparation: Generalized superradiant scattering 

(M. Richartz, S.W., A.J. Penner, W.G. Unruh);
 ArXiv: Dispersive superradiant scattering (A. Prain, 

M. Richartz, S.W., S. Liberati)

Numerical studies:
 In preparation: Experimental superradiant scattering 

(M. Richartz, J. Penner, A. Prain, J. Niemela, S.W.)

Experiment studies:
 surface wave detection
 design for water flume
 prototype ready for experiments
 big water flume 

(3 x 1.5 x 0.5 meter) 
under construction 
The team:
 Prof. J. Niemela (ICTP), Prof. S. Liberati (SISSA), 

Dr. M. Richartz (Brasil), Dr. J. Penner (France), Dr. M. 
Danailov, A. Prain, M. Penrice

11

! !"#$%&'(")&*#+(,#-(,."#$%&'(

c. Specific details for INFN machine-shop (FLUME)

(a) Current experimental setup at Elettra. The flume is half the size of the final setup.
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c. Specific details for INFN machine-shop (FLUME)

(b) For the inlets we mounted simple water hose connectors.
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New experiment ➤ Superradiant wave scattering
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black hole cannot exhibit an ergoregion.)
While from an astrophysical point of view the Kerr black hole is of immense interest as the rem-

nant of a collapsed star, the acoustic analogue focuses on the classical and quantum effects in the
vicinity of the ergoregion.

2.4.2 | The ergosphere
The ergosphere represents a spacetime region where the angular velocity of the rotating black hole
is high enough to “drag the surrounding space along with the velocity of light”. Any observer or parti-
cle entering this region can no longer remain in a non-rotating orbit — regardless of how much force
is applied. It will be dragged along with the rotating spacetime. However, as the observer / object is
still outside the event horizon r ≥ r+, it is in principle possible to escape to infinity.

In 1969 Roger Penrose [148] discovered that it is possible to extract energy from rotating black
holes. This mechanism is referred to as the Penrose effect (its field theory analogue is referred to
as superradiant scattering) and can be understood as follows [196].

E2

E0

E1

Figure 2.4: Illustration of the superradiance scattering in the ergoregion of a rotating black hole. (The
figure shows a projection of the black hole onto some θ = constant plane, for θ = π/2.)

Consider a particle — starting far away from the rotating black hole — that is freely falling into the
ergoregion. The Kerr geometry is time-independent, and therefore posesses a time like Killing vector
field ξa. It is possible to establish a relationship between time translation in the Kerr geometry, and a
conserved and well-defined energy far away (due to asymptotic flatness) from the black hole, such
that E0 = −paξa; see Noether’s theorem for example in [150] . Here pa is the 4-momentum of the
test particle. As pointed out in the introduction, there are no forces acting on a freely falling particle,
so that the energy remains constant when the particle is approaching the black hole. The particle
has been prepared such that it will be broken up into two fragments (e.g., employing explosives and
a timing device), once it enters the ergoregion. Conservation of energy-momentum pa

0 = pa
1 + pa
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