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Preface

Full waveform inversion

Full waveform inversion is a novel variant of seismic tomography that is characterised by the numerical solution of the

equations of motion, the exploitation of full waveform information and the iterative improvement of the tomographic

images that accounts for non-linearity in the relation between model parameters and synthetic data. The numerical so-

lutions ensure the accurate modelling of seismic wave propagation through realistically heterogeneous Earth models,

thus making full waveform inversion the tomographic method of choice when the medium properties are highly vari-

able. Thanks to the combination of numerical solutions and adjoint techniques, any type of waveform can be exploited

for the benefit of improved tomographic resolution - without the need to identify particular waveforms in terms of

classical seismic phases such as P or S.

The purpose of these lecture notes is to present the necessary ingredients for a full waveform inversion applied to real

data. It is intended to serve as an accessible introduction to the topic for advanced students. Throughout the text we

assume basic knowledge of elastic wave propagation in a seismological context, as it can be found, for instance, in the

works of Båth (1979), Bullen & Bolt (1985), Lay & Wallace (1995), Udı́as (1999), Kennett (2001) or Aki & Richards

(2002).

A brief historical overview

The development of full waveform inversion techniques has always been considered a crucial step towards a more

detailed understanding of subsurface properties. To see the motivation for and the high expectations in full waveform

inversion, we briefly review the history of our seismologically derived knowledge of the Earth’s internal structure.

This history probably starts in 1760 when J. Michell (1724-1793) first associated earthquakes with waves that travel

through the Earth’s crust with a speed of at least 20 miles per minute, that is, roughly 0.5 km/s (Michell, 1760).

Michell’s observation that waves propagate through the Earth could be explained with the theory of elasticity that was

developed in the 18th and 19th centuries. A. L. Cauchy (1789-1857), S. D. Poisson (1781-1840), G. G. Stokes (1819-

1903) and many others studied the elastic wave equation, which still forms the basis of modern-day seismological

applications. P waves and S waves travelling with different speeds were identified as possible analytical solutions in

homogeneous and unbounded media. Solutions for arbitrarily heterogeneous media have not become available until

recently, thanks to advances in computational science and numerical mathematics. Between 1852 and 1858, R. Mallet

(1810-1881) and his son J. W. Mallet (1832-1912) performed what is likely to be the first active-source experiment by

measuring the propagation speed of seismic waves using gun powder explosions. They linked wave speed variations

to variations of material properties, thus solving what we would classify today as a seismic inverse problem. In 1889,

E. L. A. von Rebeur-Paschwitz (1861-1895) accidentally recorded the first teleseismic earthquake in Potsdam (von

Rebeur-Paschwitz, 1889) using a horizontally swinging pendulum that was designed for astronomical measurements.

The epicentre was near Tokyo. Teleseismically recorded elastic waves are today’s principal source of information on

deep Earth structure.
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viii Preface

The theoretically predicted P and S waves were first clearly identified by R. D. Oldham (1858-1936) in 1900 (Oldham,

1900). Six years later he discovered the rapid decay of P wave amplitudes at epicentral distances greater than 100◦. He

correctly inferred the existence of the Earth’s outer core (Oldham, 1906), the radius of which was determined by B.

Gutenberg (1889-1960) in 1913 (Gutenberg, 1913). K. B. Zoeppritz (1881-1908) compiled traveltime tables for waves

observed at teleseismic distances (Zoeppritz, 1907), and he translated them into one-dimensional models of the Earth’s

mantle. Much of his visionary work was published by his colleagues L. Geiger and B. Gutenberg after he died at the

age of 26 (Zoeppritz & Geiger, 1909; Zoeppritz et al., 1912). In 1909 A. Mohorovičić (1857-1936) studied regional

earthquakes, and he observed two types of P waves (today’s Pn and Pg) and two types of S waves (today’s Sn and Sg).

He explained their traveltime curves with a discontinuity at 54 km depth − the crust-mantle discontinuity that now

bears his name (Mohorovičić, 1910). H. Jeffreys (1891-1989) combined results from seismology and studies of Earth

tides to conclude that ”there seems to be no reason to deny that the earth’s metallic core is truly fluid” (Jeffreys, 1926).

Also in 1926, B. Gutenberg provided the first seismological evidence for a low-velocity zone around 100 km depth

− the asthenosphere (Gutenberg, 1926). In 1936, I. Lehmann (1888-1993) observed unidentified P waves at large

epicentral distances, today’s PKIKP, and inferred the existence of the inner core (Lehmann, 1936). Another milestone

in the discovery of the Earth’s spherical structure was H. Jeffreys’ and K. Bullen’s (1906-1976) compilation of travel

time tables that were used to infer complete radially symmetric Earth models (Jeffreys & Bullen, 1940).

The second half of the 20th century was marked by both the refinement of spherical Earth models (Dziewonski et al.,

1975; Dziewonski & Anderson, 1981; Kennett et al., 1995) and the discovery of 3D heterogeneities through systematic

tomographic approaches. Aki et al. (1977) were among the first to use teleseismic data in a linearised tomography for

regional 3D structure. The analysis of nearly 700,000 P wave arrival time residuals allowed Dziewonski et al. (1977)

to derive an early model of large-scale heterogeneities in the deep mantle. Tomographic methods were used also to

determine 3D variations of seismic anisotropy (e.g. Montagner, 1985) and visco-elastic dissipation (e.g. Romanowicz,

1990). Increased data quality and data coverage contributed to the continuously improving resolution of tomographic

images that could then be linked to mantle convection (e.g. van der Hilst et al., 1997; Ritsema & van Heijst, 2000),

lithospheric deformation (e.g. Debayle & Kennett, 2000; Montagner, 2002), chemical heterogeneities (e.g. Jordan,

1978; van der Hilst & Kárason, 1999) and the tectonic evolution of continents (e.g. Zielhuis & Nolet, 1994; Zielhuis

& van der Hilst, 1996).

Most seismological inferences concerning the structure of the Earth − including the existence of the inner core, the

asthenosphere and the major seismic discontinuities − are based on the simplifying assumption that seismic waves can

be represented by rays. This concept is closely related to geometrical optics. Within the ray theoretical framework, the

arrival times of seismic waves are sensitive to seismic wave speeds only along a curve connecting source and receiver.

The intensive use of ray theory (e.g. Červený, 2001) stems from its simplicity, its intuitive interpretation and from the

difficulty of finding solutions of the complete elastic wave equation for realistically heterogeneous Earth models.

The limitations of ray theory in the context of seismic tomography have become a major concern during the past two

decades (e.g. Williamson, 1991; Williamson & Worthington, 1993; Spetzler et al., 2001). Ray theory is valid when

the length scales of 3D heterogeneities are small compared to the dominant wavelength. This condition imposes an

upper limit on the resolution of tomographic images derived from ray theory. Efforts to overcome the limitations of

ray theory − and thus to further improve the resolution of tomographic images − include finite-frequency tomography

(e.g. Yomogida, 1992; Friederich, 1999, 2003; Dahlen et al., 2000; Yoshizawa & Kennett, 2004, 2005; Zhou et al.,

2005; Sigloch et al., 2008) and full waveform inversion (e.g. Bamberger et al., 1982; Tarantola, 1988; Ikelle et al.,

1988; Pica et al., 1990; Igel et al., 1996; Pratt, 1999; Djikpéssé & Tarantola, 1999; Dessa et al., 2004; Ravaut et

al., 2004; Bleibinhaus et al., 2007; Choi et al., 2008; Fichtner et al., 2009, 2010; Tape et al., 2009, 2010). Finite-

frequency tomography is a modification of the ray-theoretical seismic inverse problem that correctly accounts for

the spatially extended 3D sensitivity distribution of waves with a finite frequency content. Full waveform inversion

goes one step further than finite-frequency tomography by replacing semi-analytical solutions to the wave equation

(e.g. ray theoretical solutions or mode summations) by fully numerical solutions. This ensures that the propagation

of seismic waves through heterogeneous media is modelled accurately. Furthermore, numerical solutions provide

complete seismic waveforms that can be exploited for the benefit of improved tomographic resolution, without the

need to identify specific seismic phases. For an extensive review of full waveform inversion, the reader is referred to

Virieux & Operto (2009).



Part I
Numerical solution of the elastic wave equation



The numerical solution of the equations of motion is one of the defining characteristics of full waveform inversion

and an indispensable tool in seismic ground motion studies. Numerical solutions allow us to accurately model the

propagation of seismic waves through strongly heterogeneous media, including, for instance, the Earth’s lithosphere

on a global scale, sedimentary basins and volcanic edifices.

Seismic wave motion in the Earth is governed by the wave equation, that relates the displacement field to external

forces and to the distributions of density and elastic parameters. Since there are no exact analytical solutions to the

wave equation in realistically heterogeneous media, we construct approximate solutions by discretising derivatives.

The spatial discretisation leads to a system of ordinary differential equations in time that can be solved numerically

either in the frequency domain or by iterative time stepping (chapter 1).

Several methods have been developed for the numerical solution of the wave equation, each being particularly well

suited for specific types of applications. In the context of full waveform inversion, the finite-difference and the spectral-

element methods are most frequently used.

In the finite-difference method (chapter 2), the spatial derivatives are approximated by difference quotients. The ap-

proximation leads, as in any other numerical method, to a dispersion error that depends, among other factors, on the

number of grid points per wavelength. The feasibility of finite-difference modelling in 3D rests on the definition of a

staggered grid where the field variables are evaluated at different grid positions. While increasing the computational

efficiency, the staggered grid requires special care in the implementation of anisotropy and the free surface.

The spectral-element method (chapter 3) is based on the weak or variational formulation of the equations of motion.

The computational domain is divided into disjoint elements that are mapped onto a reference element. Within the ref-

erence element, the dynamic fields are expressed in terms of Lagrange polynomials, collocated at the Gauss-Lobatto-

Legendre points. The integrals of the weak form are then approximated by Gauss-Lobatto-Legendre quadrature, which

leads to an algebro-differential equation with a diagonal mass matrix.



Chapter 1
Introduction

In this chapter we present the basic elements for the numerical modelling of seismic wave propagation. Following a

summary of notational conventions, we introduce the elastic wave equation in its different formulations (section 1.2).

While numerical methods differ in the details of the spatio-temporal discretisation, they can still be treated within a

unifying framework: The approximation of the spatial derivatives generally leads to a system of ordinary differential

equations in time that is commonly referred to as the semi-discrete form of the wave equation. The semi-discrete form

can be written in terms of mass and stiffness matrices (section 1.3). Depending on the specifics of an application, the

remaining time derivatives can then be approximated using either the Fourier transform or time stepping algorithms

such as the Newmark or leapfrog methods (section 1.4).

1.1 Notational conventions

Throughout these notes we have tried to stay close to notations commonly found in the seismological literature. While

the meaning of the different symbols is mostly clear from the context, we start with a small collection of conventions

that we shall use consistently.

The Fourier transform of a function f is defined as

f̃ (ω) := F [ f ](ω) :=
1√
2π

∫
R

f (t)e−iωt dt , i :=
√−1 , (1.1)

where the symbol := means that the expression to the left is defined by the expression to the right. The bold-face i is

intended to distinguish the imaginary unit from the frequently occurring index variable i. The inverse Fourier transform

corresponding to (1.1) is

f (t) = F−1[ f̃ ](t) =
1√
2π

∫
R

f̃ (ω)eiωt dω . (1.2)

With the exception of i, we use bold-faced symbols for vectors and tensors. The scalar product of two vectors a,b ∈R
n

is denoted by

a ·b =
n

∑
i=1

aibi . (1.3)

We more generally use the dot to signify contraction over adjacent indices. Using this notation, the i-component of a

matrix-vector product is written as

(A ·a)i =
n

∑
i=1

Ai ja j , A ∈ R
n×n , (1.4)

and the i j-component of a matrix-matrix product is

3



4 1 Introduction

(A ·B)i j =
n

∑
k=1

AikBk j . (1.5)

Following this scheme, a double dot denotes a contraction over two adjacent indices, for instance

A : B =
n

∑
i, j=1

Ai jBi j (1.6)

and

(B : C)kl =
n

∑
i, j=1

Bi jCi jkl , C ∈ R
n×n×n×n . (1.7)

For the real part of a complex-valued variable z = x+ iy we use the fraktur symbol Re, i.e.

Rez = x =
1

2
(z+ z∗) , (1.8)

where z∗ = x− iy denotes the complex conjugate of z. The symbol Im denotes the imaginary part of z:

Imz = y =
1

2
(z− z∗) . (1.9)

Of outstanding importance in any deterministic inverse problem is the definition of a misfit functional, χ , that quantifies

the difference between observed and synthetic data. The misfit functional depends on an Earth model m ∈M, where

M is the model space. The functional or Fréchet derivative of χ with respect to m in a direction δm ∈M is defined

by

∇mχ(m)δm := lim
ε→0

1

ε
[χ(m+ ε δm)−χ(m)] . (1.10)

The derivative ∇mχ(m) is a linear operator acting on the differentiation direction δm. In the special case where m is

a vector, the Fréchet derivative ∇mχ(m)δm coincides with the directional derivative δm ·∇mχ(m). For convenience,

we will mostly use the term ’derivative’ instead of ’Fréchet derivative’. The symbol ∇, without subscript, signifies the

regular gradient with respect to the position vector x.

1.2 The elastic wave equation

1.2.1 Governing equations

Full waveform inversion is founded on the solution of the forward problem, which consists in the simulation of seismic

wave propagation through an Earth model, m, and the computation of synthetic seismograms. The propagation of

seismic waves in the Earth can be modelled with the elastic wave equation

ρ(x)ü(x, t)−∇ ·σ(x, t) = f(x, t) , x ∈ G ⊂ R
3 , t ∈ [t0, t1]⊂ R (1.11)

that relates the displacement field u in the Earth G ⊂R
3 to its mass density ρ , the stress tensor σ and an external force

density f. A truly marvellous matter of fact! Equation (1.11) is the linearised version of Newton’s second law that

balances the momentum of the particle displacement, ρ(x)ü(x, t), forces resulting from internal stresses, ∇ ·σ(x, t),
and external forces, f(x, t), that represent the sources of seismic wave motion. For detailed derivations of equation

(1.11) the reader is referred to Dahlen & Tromp (1998), Kennett (2001) or Aki & Richards (2002). At the surface, ∂G,

of the Earth, the normal components of the stress tensor σ vanish, i.e.

σ ·n|x∈∂G = 0 , (1.12)
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where n is the unit normal on ∂G. Equation (1.12) is the free surface boundary condition. Both the displacement field

u and the velocity field v = u̇ are required to satisfy the initial condition of being equal to zero prior to t = t0 when the

external force f starts to act:

u|t≤t0 = v|t≤t0 = 0 . (1.13)

For convenience we will mostly choose t0 = 0. To obtain a complete set of equations, the stress tensor, σ , must be

related to the displacement field, u. For this we assume that σ depends linearly on the history of the strain tensor

ε := 1
2 (∇u+∇uT ):

σ(x, t) =
∫ ∞

−∞
Ċ(x, t − t ′) : ε(x, t ′)dt ′ . (1.14)

Equation (1.14) defines a linear visco-elastic rheology. The fourth-order tensor C is the elastic tensor. Since the current

stress can not depend on future strain, we require the elastic tensor to be causal:

C(t)|t<t0 = 0 . (1.15)

The symmetry of ε , the conservation of angular momentum and the relation of C to the internal energy (e.g. Aki &

Richards, 2002) require that the components of C satisfy the following symmetry relations:

Ci jkl =Ckli j =Cjikl . (1.16)

The symmetries of the elastic tensor reduce the number of its independent components to 21, and they allow us to

write (1.14) directly in terms of the displacement gradient, ∇u:

σ(x, t) =
∫ ∞

−∞
Ċ(x, t − t ′) : ∇u(x, t ′)dt ′ . (1.17)

The number of non-zero independent elastic tensor components - also referred to as elastic parameters or elastic moduli

- determines the anisotropic properties of the medium. For instance, a triclinic crystal such as plagioclase requires all

21 independent parameters for its complete description, and 3 elastic parameters are needed to describe crystals with

cubic symmetry such as garnet (Babuska & Cara, 1991). On a macroscopic scale the Earth can often be described

sufficiently well as an isotropic body where the elastic tensor components are linear combinations of only two elastic

moduli: the Lamé parameters λ and μ:

Ci jkl = λ δi jδkl +μ δikδ jl +μ δilδ jk . (1.18)

The parameter μ relates strain to shear stresses, and is therefore called shear modulus. Since λ has no intuitive physical

meaning, it is commonly replaced by the bulk modulus, κ = λ + 2
3 , that relates strain to the scalar pressure, defined as

p =: −κ ∇ ·u.

The time dependence of the elastic tensor is responsible for visco-elastic dissipation, that is the process of transforming

elastic energy into heat. In the case of a non-dissipative medium, the time dependence of C takes the form of a unit

step or Heaviside function, H(t):
C(x, t) = C(x)H(t) . (1.19)

The constitutive relation (1.17) then takes the form

σ(x, t) = C(x) : ∇u(x, t) . (1.20)

For simplicity we will assume a non-dissipative medium throughout most of these notes.

1.2.2 Formulations of the elastic wave equation

Equations (1.11) and (1.20) constitute the displacement-stress formulation of the elastic wave equation in the absence

of dissipation. Together with the initial and boundary conditions they uniquely specify the displacement field, u(x, t).



6 1 Introduction

Different but fully equivalent formulations are possible and sometimes required by a specific numerical method. We

may, for instance, eliminate the stress tensor, σ , by combining equations (1.11) and (1.20). This results in the dis-
placement formulation of the elastic wave equation:

ρ(x) ü(x, t)−∇ · [C(x) : ∇u(x, t)] = f(x, t) . (1.21)

Of particular relevance in numerical modelling is the velocity-stress formulation where the wave equation is written as

a first-order system in both time and space. We find the velocity-stress formulation by simply differentiating equation

(1.20) with respect to time and then substituting v for u̇:

ρ(x) v̇(x, t)−∇ ·σ(x, t) = f(x, t) , (1.22a)

σ̇(x, t)−C(x) : ∇v(x, t) = 0 . (1.22b)

The elastic wave equation in its different formulations has been studied extensively. Analytical solutions exist for

numerous classes of models including, for instance, the isotropic and homogeneous half space (e.g. Lamb, 1904; de

Hoop, 1958; Aki & Richards, 2002), stratified media (e.g. Kennett, 1979, 1980, 1981) and spherically symmetric

globes with radial anisotropy (e.g. Takeuchi & Saito, 1978; Woodhouse, 1988; Friederich & Dalkolmo, 1995). Ray

theory (e.g. Červený, 2001) and perturbation methods (e.g. Woodhouse & Dahlen, 1978; Maupin, 2001) can be used

to approximate solutions to the elastic wave equation for mildly heterogeneous media.

In full waveform inversion, the focus is on strongly heterogeneous regions of the Earth where analytical or perturbation

methods are not applicable. This is the domain of numerical methods that are the subject of the first part of these notes.

1.3 Discretisation in space

Analytic solutions to the elastic wave equation exist only for comparatively simple models that often do not reflect

the structural complexities of the Earth. This deficiency motivates the development of numerical methods for the

simulation of seismic wave propagation through almost arbitrarily heterogeneous Earth models.

While being different in the technical details, all numerical methods have one point in common: the discrete spatial

approximation of the continuously defined wave field, u(x, t). This means that u(x, t) is approximated by a finite

number of time-dependent coefficients, ū1(t), ..., ūN(t), that can be summarised in an N-dimensional vector, ū(t).
Depending on the specifics of the numerical method used, the coefficients, ūi(t) (i = 1, ...,N), may represent, for

instance, discrete values of u(x, t) sampled at a finite number of points, or polynomial coefficients when u(x, t) is

approximated by a polynomial.

Following spatial discretisation, the displacement formulation of the elastic wave equation, given in (1.21), turns into

an algebro-differential equation that can always be written in the following canonical form:

M · ¨̄u(t)+K · ū(t) = f̄(t) . (1.23)

The matrices M and K are referred to as the mass matrix and the stiffness matrix, respectively. The vector f̄ represents a

discrete version of the force density, f. Both M and K tend to be sparse. In practice, the mass and the stiffness matrices

are rarely computed explicitly because only the vector-matrix products are needed in actual computations. They are,

nevertheless, useful tools in theoretical developments, as we will soon discover.

Depending on the numerical method, it may be more advantageous to discretise the displacement-stress formulation

(equations 1.11 and 1.20) or the velocity-stress formulation (equation 1.22) of the elastic wave equation. The corre-

sponding space-discrete systems are then

M · ¨̄u(t)+K1 · s̄(t) = f̄(t) , (1.24a)

s̄(t) = K2 · ū(t) , (1.24b)

for the displacement-stress formulation and
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M · ˙̄v(t)+K1 · s̄(t) = f̄(t) , (1.25a)

˙̄s(t)−K2 · v̄(t) = 0 , (1.25b)

for the velocity-stress formulation. The matrices K1 and K2 are stiffness matrices in a broader sense and s̄ represents

a discrete approximation to the stress tensor, σ .

The transition from the continuous wave equation in its various formulations to one of the space-discrete systems

(1.23), (1.24) or (1.25), reduces the forward problem to the solution of a large algebraic system and an ordinary

differential equation in time.

1.4 Discretisation in time or frequency

The ordinary differential equations in time that arise from the spatial discretisation of the equations of motion can be

solved either in the time domain or in the frequency domain. Both approaches have advantages and disadvantages that

must be weighted depending on the particular application and the available computational resources.

1.4.1 Time-domain modelling

The time-domain modelling of wave propagation is mostly based on the replacement of the time derivatives in the

space-discrete equations of motion by suitable finite-difference approximations. These allow us to advance the wave

field in discrete time steps, Δ t. The choice of a particular finite-difference scheme depends on the formulation of the

wave equation.

Throughout the following paragraphs we assume that the mass matrix, M, can be inverted; noting, however, that the

inversion of M may present a formidable numerical challenge.

1.4.1.1 Displacement and displacement-stress formulation

The space-discrete version of the displacement formulation (1.23) involves the second time derivative of the discrete

displacement field, ¨̄u, which is explicitly given by

¨̄u(t) = M−1 · [f̄(t)−K · ū(t)] . (1.26)

Approximating ¨̄u(t) by the second-order finite-difference

¨̄u(t)≈ 1

Δ t2
[ū(t +Δ t)−2ū(t)+ ū(t −Δ t)] , (1.27)

leads to an explicit time-stepping scheme that allows us to compute the displacement at time t +Δ t from the displace-

ment at times t and t −Δ :

ū(t +Δ t) = 2ū(t)− ū(t −Δ t)+Δ t2 M−1 · [f̄(t)−K · ū(t)] . (1.28)

For notational clarity we replaced ≈ by = in equation (1.28), keeping in mind that this is an approximation.

A frequently used alternative to (1.28) is the Newmark scheme (Newmark, 1959; Chaljub et al., 2007), defined by

ū(t +Δ t) = ū(t)+Δ t v̄(t)+Δ t2

[(
1

2
−β
)

¨̄u(t)+β ¨̄u(t)
]
, (1.29a)

v̄(t +Δ t) = v̄(t)+Δ t [(1− γ) ¨̄u(t)+ γ ¨̄u(t +Δ t)] , (1.29b)
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with the parameters γ ∈ [0,1] and β ∈ [0, 1
2 ]. Second-order accuracy instead of first-order accuracy is achieved if and

only if γ = 1
2 . In the special case γ = 1

2 and β = 0, we obtain an explicit central-difference scheme:

ū(t +Δ t) = ū(t)+Δ t v̄(t)+
1

2
Δ t2 ¨̄u(t) , (1.30a)

v̄(t +Δ t) = v̄(t)+
1

2
Δ t [ ¨̄u(t)+ ¨̄u(t +Δ t)] . (1.30b)

The order of operations in the iterative advancement of ū is then as follows: 1.) Compute ū at time t +Δ t from the

discrete field variables at time t, using equation (1.30a). 2.) With the help of equation (1.26), compute the acceleration
¨̄u(t +Δ t) from ū(t +Δ t). 3.) Advance the velocity, v̄, from time t to t +Δ t, using equation (1.30b). 4.) Go back to 1.)

and repeat as often as needed. While being more complicated than (1.28), the Newmark scheme has the advantageous

property of conserving linear and angular momentum (e.g. Kane et al., 2003).

We note that the time-discretisation schemes for the displacement formulation are immediately applicable to the

displacement-stress formulation from equation (1.24).

1.4.1.2 Velocity-stress formulation

The most commonly used time-discretisation scheme for the velocity-stress formulation (1.25) is the leapfrog method.

This is based on alternating updates of the discrete velocity and stress fields: Starting from s̄(t −Δ t/2) and v̄(t), we

obtain s̄(t +Δ t/2) via a second-order finite-difference approximation of equation (1.25b):

s̄(t +Δ t/2) = s̄(t −Δ t/2)+Δ t K2 · v̄(t) . (1.31a)

With the help of the discrete stress field s̄(t +Δ t/2) we can then advance the velocity field from time t to time t +Δ t,
using the same second-order approximation applied to equation (1.25a):

v̄(t +Δ t) = v̄(t)+Δ t M−1 · [f̄(t +Δ t/2)−K1 · s̄(t +Δ t/2)] . (1.31b)

Again, for notational convenience, we replaced ≈ by = in equations (1.31a) and (1.31b).

1.4.1.3 Stability

All of the above time-stepping algorithms are explicit in the sense that the dynamic fields at time t+Δ t only depend on

the dynamic fields at times prior to t +Δ t. This implies that the algorithms are only conditionally stable. The stability

criterion, named CFL condition in honour of R. Courant, K. Friedrichs and H. Lewy (Courant et al., 1928), typically

takes the form

Δ t ≤ const.
minh
maxv

, (1.32)

where h is the width of the numerical grid and v is the propagation speed of the fastest wave, that is, the P wave. The

constant on the right-hand side of equation (1.32) depends on the methods used for the space and time discretisation.

Its order of magnitude is 1. The CFL condition limits the maximum possible time increment and therefore the effi-

ciency of any explicit time stepping. In chapter 2.1 we derive the CFL condition for a finite-difference approximation

of the one-dimensional scalar wave equation.
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1.4.1.4 Alternative methods

The Newmark and the leapfrog schemes are by far the most frequently used methods for the time discretisation of the

space-discrete equations of motion. This may appear surprising given the availability of numerous alternatives such as

predictor-corrector variants of implicit multi-step methods or higher-order Runge-Kutta methods (e.g. Quarteroni et

al., 2000).

The restriction to conditionally stable methods of comparatively low order can be explained by the larger computa-

tional requirements of implicit and higher-order methods, but also by the good performance of the explicit second-

order schemes. Empirical studies show that the numerical error is often dominated by the inaccuracies of the spatial
discretisation. This is true even when the number of time steps is large, that is, on the order of several thousand.

Whether the conventional Newmark and leapfrog schemes are sufficient for future applications, such as global-scale

wave propagation at periods around 2 s, is still an open question.

1.4.2 Frequency-domain modelling

Frequency-domain modelling is based on the Fourier transformed version of the space-discrete displacement formu-

lation (1.23):

−ω2 M · ū(ω)+K · ū(ω) = f̄(ω) . (1.33)

Upon defining the impedance matrix, L,

L(ω) :=−ω2 M+K , (1.34)

equation (1.33) simplifies to the linear system

L(ω) · ū(ω) = f̄(ω) . (1.35)

The solution of (1.35) is the discrete wave field, ū, at one frequency, ω .

It is particularly attractive to solve the system (1.35) using direct matrix factorisation methods, such as LU decompo-

sition (e.g. Press et al., 2007). Once the matrix factors are known, they can be reused to solve the forward problem

for any new source, f̄, at very low computational cost (e.g. Pratt et al., 1998; Pratt, 1999). However, in realistic 3D

applications, the memory requirements of direct methods can become prohibitive, so that iterative solvers must be

used (e.g. Quarteroni et al., 2000).

Frequency-domain modelling is the method of choice when solutions for a few dominant or well-chosen frequencies

are needed, or when the problem is two-dimensional thus permitting the application of direct linear system solvers.

One of the outstanding advantages of this approach is the easy implementation of visco-elastic dissipation. This is

because the convolution in equation (1.14) translates to a simple product in the frequency domain.

1.5 Summary of numerical methods

In the course of the past decades a large number of numerical methods for the solution of the seismic wave equation

have been developed - often for the purposes of ground motion prediction or waveform inversion. Each method comes

with advantages and disadvantages that need to be weighted carefully in the light of a specific application.

The most significant distinction between different approaches concerns the spatial discretisation, that is the transfor-

mation of the exact spatial derivatives in the wave equation into an algebraic system. The following is a list of some

methods that tries to highlight their major similarities and differences.

Finite-difference methods: Numerical modelling in nearly all physical sciences started with the finite-difference

method, and seismology is no exception. Early applications can be found in Alterman & Karal (1968), Boore (1970,

1972), Alford et al. (1974) and Kelly et al. (1976). To illustrate the finite-difference concept, we consider a generic

function, f (x), that represents the dynamic fields that appear in the wave equation (e.g. stress, strain, displacement, ...).
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The fundamental idea is to consider only a finite number of evenly spaced grid points, xi (i=1, ..., N), and to replace

the derivative ∂x f (xi) at grid point xi by a finite-difference approximation that involves f evaluated at neighbouring

grid points. The best-known example is the second-order central finite-difference approximation

∂x f (xi) =
1

2Δx
[ f (xi +Δx)− f (xi −Δx)]+O(Δx2) , (1.36)

where Δx is the grid spacing. The feasibility of finite-difference modelling in three dimensions rests on the definition

of a staggered grid where the dynamic fields are defined at different grid positions (e.g. Madariaga, 1976; Virieux,

1984, 1986, Igel et al., 1995). This is in contrast to the conventional grid where all field variables are defined at coin-

cident grid positions. The staggered grid results in a reduced average grid spacing that greatly reduces the numerical
dispersion, i.e., the artificial dispersion introduced by the discretisation of the original equations of motion.

The popularity of finite-difference modelling is largely due to the comparatively low computational costs and the ac-

curacy especially in the modelling of body wave propagation. In chapter 2 we treat the finite-difference method in

detail.

Optimal operators: The discretisation of the equations of motion introduces numerical errors that are particularly

prominent near the eigenfrequencies of the elastic medium. This observation led Geller & Takeuchi (1995) to the

construction of optimal operators that are designed to minimise the discretisation error first of all in the vicinity of the

eigenfrequencies.

The very general criterion for an operator to be optimal is that the inner product of an exact eigenfunction with the

net error of the discrete equations of motion at the corresponding eigenfrequency is approximately 0. This criterion

is independent of the actual space discretisation scheme. In the particular framework of finite-difference methods,

optimality means that the lowest-order errors of the time and the space discretisations cancel, thus leading to highly

accurate numerical schemes (Geller & Takeuchi, 1998; Takeuchi & Geller, 2000).

Since time domain optimal operators are inherently implicit, predictor-corrector algorithms must be used to avoid

the solution of large algebraic systems in the time stepping. The increased solution accuracy clearly compensates the

additional computational costs of the predictor-corrector scheme (Mizutani et al., 2000; Kristek & Moczo, 2006).

Pseudospectral methods: Like finite-difference methods, pseudospectral methods directly discretise the spatial

derivatives in the equations of motion (e.g. Kosloff & Baysal, 1982; Furumura et al., 1998). The discretisation pro-

ceeds in three steps: First, the wave field sampled at a finite number of grid points is transformed to the wave number

domain using the Fast Fourier Transform. The transformed wave field is then multiplied by ik, where k is the wave

number. This multiplication corresponds to a space derivative. Finally, using the inverse Fast Fourier Transform, the

wave field is transformed back to the space domain. Since the derivative is exact up to the Nyquist wave number, as

few as 2 grid points per wavelength are theoretically sufficient for the spatial sampling of the wave field.

Kosloff et al. (1990) proposed a variant of the Fourier pseudospectral method where a Chebyshev transform is used

in the vertical direction in order to account more accurately for the free surface condition. An extension to the three-

dimensional case with surface topography can be found in Tessmer & Kosloff (1994). The application of the Cheby-

shev pseudospectral method to wave propagation on the scale of the mantle is presented in Igel (1999).

Pseudospectral methods outperform finite-difference methods regarding the very small amount of numerical disper-

sion. However, due to the global nature of the derivative approximation, they are restricted to comparatively smooth

media (Mizutani et al., 2000). Furthermore, pseudospectral methods face issues of parallelisation because global mem-

ory access is required for the computation of the Fourier and Chebyshev transforms.

Finite-element methods: Finite-element methods are based on the weak or variational form of the wave equation that

we describe in section 3.1.1. The computational domain is decomposed into disjoint subdomains, called the elements.

Within each element the dynamical fields are approximated by polynomials of low order (e.g. piecewise linear func-

tions, Bao et al., 1998), and continuity between the elements is imposed explicitly. The elastic wave equation then

reduces to a space-discrete system for the polynomial coefficients.

Despite its capability to correctly account for irregular geometries and the free surface, applications of the pure

finite-element method to elastic wave propagation are comparatively rare (e.g. Lysmer & Drake, 1972; Toshinawa

& Ohmachi, 1992; Bao et al., 1998). This is mostly due to the comparatively large numerical dispersion that results

from the low-order polynomial approximations. Moreover, the mass matrix in finite-element methods is not diagonal,
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which renders its inversion computationally expensive.

While the pure finite-element method does not appear to be well-suited for wave propagation, hybrid schemes have

been used very successfully. Moczo et al. (1997, 2007), for instance, combined the finite-element and finite-difference

methods for the simulation of wave propagation along irregular surface topography. They discretised the equations of

motion in the interior of the computational domain using finite-differences. A rim of finite-elements was then used to

mesh the topography.

Spectral-element methods: Spectral-element methods are half-way between finite-element and pseudospectral meth-

ods, combining the advantages of both approaches while avoiding many of their drawbacks. Like in finite-element

methods, the computational domain is subdivided into non-overlapping elements that can be adapted to irregular ge-

ometries. Inside the elements a high-order spectral approximation is used for the dynamic fields. The spectral-element

method as originally developed for fluid mechanics (Patera, 1984) and seismic wave modelling (Priolo et al., 1994;

Seriani et al., 1995; Seriani, 1998) indeed uses Chebyshev polynomials as basis functions, thus establishing a direct

link to the Chebyshev pseudospectral methods.

In a widely used spectral-element variant the Chebyshev polynomials are replaced by Lagrange polynomials collocated

at the Gauss-Lobatto-Legendre (GLL) points. The combination with GLL quadrature leads to a diagonal mass matrix

that can be trivially inverted. In chapter 3 and appendix A we provide a detailed introduction to the spectral-element

method. Applications on a variety of scales can be found in Faccioli et al. (1997), Komatitsch (1997), Komatitsch &

Vilotte (1998), Komatitsch & Tromp (2002), Chaljub et al. (2003), Chaljub & Valette (2004) and Nissen-Meyer et al.

(2007,2008)

Direct solution method: The direct solution method was introduced in a series of papers by Geller & Ohminato (1994)

and Cummins et al. (1994a,b). As finite-element and spectral element methods, it is founded on the weak form of the

equations of motion. What distinguishes the direct solution method is the choice of basis functions: linear splines in

the radial direction and spherical harmonics in the horizontal directions. The space-discrete equations are then solved

in the frequency domain.

Takeuchi et al. (2000) applied the optimal operator formalism of Geller & Takeuchi (1995) to the direct solution

method and investigated its applicability to waveform inversion. The method was extended to radially anisotropic

media by Kawai et al. (2006) and then applied to waveform inversion for localised heterogeneities by Konishi et al.

(2009) and Kawai & Geller (2010).

Discontinuous Galerkin methods: Discontinuous Galerkin methods for seismic wave propagation have been devel-

oped only recently (e.g. Dumbser & Käser, 2006; Käser et al., 2007; de la Puente et al., 2007, 2008). They represent

a class of finite-element methods where neighbouring elements are linked by numerical fluxes and not by continuity

constraints. This allows for solutions that are discontinuous across element boundaries. Discontinuous Galerkin meth-

ods are therefore particularly well suited for the modelling of earthquake rupture processes (de la Puente et al., 2009).

An application of a discontinuous Galerkin method in the context of full waveform inversion can be found in Brossier

et al. (2009).

In chapters 2 and 3 two of the above mentioned discretisation approaches are described in more detail: the finite-

element and the spectral element method.





Chapter 2
Finite-difference methods

The finite-difference method can be considered the classical and most frequently applied method for the numerical

simulation of seismic wave propagation. It is based on the approximation of an exact derivative, ∂x f (xi), at a grid

position xi, in terms of the function f evaluated at a finite number of neighbouring grid points.

Early implementations of the finite-difference method in a seismological context used a conventional grid where all

field variables (e.g. displacement, stress, strain, etc.) are defined at the same grid positions. Examples may be found in

Alterman & Karal (1968), Boore (1970, 1972), Alford et al. (1974) and Kelly et al. (1976).

The breakthrough in finite-difference modelling was the application of the staggered-grid approach (Madariaga, 1976;

Virieux, 1984, 1986). In the staggered grid, field variables are defined at different grid positions, which reduces the

effective grid spacing compared to the conventional grid. Further developments in finite-difference wave propagation

focussed, for instance, on the modelling of the free surface (e.g. Graves, 1996; Kristek et al., 2002), the incorporation

of general anisotropy (Igel et al., 1995) and the correct implementation of material discontinuities (e.g. Moczo et

al., 2002). Applications of finite-difference modelling include studies of seismic ground motion in densely populated

areas (e.g. Frankel & Vidale, 1992; Wang et al., 2008; Moczo et al., 2007; see figure 2.1), the simulation of wave

propagation through random media (e.g. Frankel & Clayton, 1984, 1986) and full waveform inversion (e.g. Igel et al.,

1996; Pratt, 1999; Dessa et al., 2004; Bleibinhaus et al., 2007). For an excellent review of finite-difference methods

for wave propagation the reader is referred to Moczo et al. (2007).

To introduce the basic finite-difference concepts, we start in section 2.1 with the one-dimensional scalar wave equation.

This simple example also allows us to study the stability and the numerical dispersion of the discretised equations.

Based on the staggered-grid approach we then make the transition to the three-dimensional elastic case.

Fig. 2.1 Left: Geometrical configuration of the Grenoble (France) sedimentary basin. The fault zone is marked by a red box. Right:
Snapshot of the absolute value of the horizontal-component particle velocity, 4.72 s after the rupture initiation. The simulation is based on
a 4th-order finite-difference discretisation of the elastic wave equation, as described in section 2.2.1. The horizontal displacement velocity
is largest above the densely populated sedimentary basin. (Figure modified from Moczo et al. (2007), with permission from the authors.)
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2.1 Basic concepts in one dimension

The one-dimensional scalar wave equation is particularly well suited not only for an introduction to the finite-

difference method itself but also for the illustration of fundamental concepts in numerical analysis, including stability

and grid dispersion. We start our development with the description of two methods for the construction of finite-

difference approximations. These are then used to replace the exact derivatives in the wave equation. The result of this

procedure is an iterative scheme that allows us to advance a discrete representation of the wave field in time. Both

numerical experiments and a rigorous analysis reveal the properties of the iterative scheme in general and its stability

requirements in particular.

2.1.1 Finite-difference approximations

2.1.1.1 Truncated Taylor expansions

The most straightforward procedure for the construction of finite-difference approximations to the derivative ∂x f (x)
of a generic function f is based on truncated Taylor expansions. To find an approximation that is correct to second

order in the grid spacing Δx, we choose the ansatz

∂x f (x)≈ g [ f (x+Δx)− f (x−Δx)] , (2.1)

with a scalar coefficient g that we seek to determine such that the right-hand side of (2.1) converges to ∂x f (x) as

Δx → 0. Expanding f (x+Δx) and f (x−Δx) into Taylor series centred around x, yields

g [ f (x+Δx)− f (x−Δx)] = g
[

2∂x f (x)Δx+
2

3!
∂ 3

x f (x)Δx3 + ...

]
. (2.2)

Choosing

g =
1

2Δx
, (2.3)

results in the well-known second-order finite-difference stencil

∂x f (x) =
1

2Δx
[ f (x+Δx)− f (x−Δx)]+O(Δx2) . (2.4)

To derive approximations that are of arbitrary order in Δx, we generalise (2.1) such that it involves f evaluated at 2N
grid points xn = x±nΔx, with n = 1, ...,N:

∂x f (x)≈
N

∑
n=1

gn [ f (x+nΔx)− f (x−nΔx)] . (2.5)

To determine the finite-difference coefficients gn, we replace f (x±nΔx) by a Taylor series,

N

∑
n=1

gn [ f (x+nΔx)− f (x−nΔx)] =
N

∑
n=1

gn

[
∞

∑
k=0

1

k!
∂ k

x f (x)(nΔx)k −
∞

∑
n=0

1

k!
∂ k

x f (x)(−nΔx)k

]
. (2.6)

The terms involving even powers of Δx cancel, so that we are left with

N

∑
n=1

gn [ f (x+nΔx)− f (x−nΔx)] =
N

∑
n=1

gn

[
∞

∑
k=0

2

(2k+1)!
∂ 2k+1

x f (x)(nΔx)2k+1

]
. (2.7)

Isolating the summands corresponding to k = 0, yields
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N

∑
n=1

gn [ f (x+nΔx)− f (x−nΔx)] = 2Δx∂x f (x)
N

∑
n=1

ngn +
∞

∑
k=1

2

(2k+1)!
∂ 2k+1

x f (x)
N

∑
n=1

gn (nΔx)2k+1 . (2.8)

To ensure that the right-hand side of (2.8) converges to ∂x f (x) as Δx → 0, we impose the condition

1 = 2Δx
N

∑
n=1

ngn . (2.9)

Equation (2.9) leaves us with N − 1 degrees of freedom for the coefficients gn that we may now use to eliminate

the monomials proportional to Δx3, ...,Δx2N−1 from (2.8). For this we furthermore require that the finite-difference

coefficients satisfy the following system of N −1 linear equations:

0 =
N

∑
n=1

gn(nΔx)2k+1 , k = 1, ...,N −1 . (2.10)

The resulting finite-difference approximation is then of order 2N in Δx:

N

∑
n=1

gn [ f (x+nΔx)− f (x−nΔx)] = ∂x f (x) +O(Δx2N) . (2.11)

By far the most frequently used finite-difference stencils are those of order 4 to 8. The associated coefficients are the

solutions of the linear system given by equations (2.9) and (2.10):

order 4: g1 =
2

3Δx
, g2 =− 1

12Δx
,

order 6: g1 =
3

4Δx
, g2 =− 3

20Δx
, g3 =

1

60Δx
,

order 8: g1 =
4

5Δx
, g2 =− 1

5Δx
, g3 =

4

105Δx
, g4 =− 1

280Δx
. (2.12)

By construction, higher-order approximations converge faster to the exact derivative as Δx→ 0. Also for (unavoidably)

finite grid spacings, Δx, higher-order approximations generally yield more accurate solutions.

The finite-difference approximations considered so far are based on grid points that are evenly spaced and symmetric

with respect to the grid point where the derivative is approximated. While this approach appears most natural, there

are useful variations: In the staggered-grid discretisation, for instance (see section 2.2.1), the first derivative, ∂x f (x),
is approximated correct to 4th order between the grid points and not at the grid points:

∂x f (x) =
9

8Δx
[ f (x+Δx/2)− f (x−Δx/2)]

− 1

24Δx
[ f (x+3Δx/2)− f (x−3Δx/2)]+O(Δx4) . (2.13)

The effective grid spacing, that is the distance between the grid points and the position where the derivative is approx-

imated, is therefore ±Δx/2 and ±2Δ/3.

2.1.1.2 Sampling of band-limited derivative operators

An alternative way of constructing finite-difference schemes is based on the sampling of a band-limited version of the

derivative operator (e.g. Mora, 1986; Igel et al., 1995). For this we note that the exact differentiation of f (x) in the

space domain corresponds to a multiplication of its Fourier transform, f̃ (k), by ik, where k denotes the spatial wave

number.

The discretisation implies that any numerical derivative can be accurate only within a limited wave number range,
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[−kmax,kmax]. The Nyquist wave number, kmax =
π

Δx , is the maximum wave number that can be represented when the

grid spacing is Δx. It follows that the wave number domain derivative operator in the range [−kmax,kmax] is given by

g̃(k) = ik [H(k+ kmax)−H(k− kmax)] , (2.14)

with H being the Heaviside function. The multiplication g̃(k) f̃ (k) represents a band-limited differentiation that corre-

sponds to a convolution in the space domain:

∂̃x f (k)≈ g̃(k) f̃ (k) ⇐⇒ ∂x f (x)≈ 1√
2π

∞∫
−∞

g(y) f (x− y)dy . (2.15)

The space domain version of the approximate derivative operator, g̃, is proportional to the derivative of the sinc

function,

g(x) =
2kmax√

2π
d
dx

sinc(kmaxx) =
2√

2π x2
[kmaxx cos(kmaxx)− sin(kmaxx)] . (2.16)

To approximate the convolution in (2.15) we replace the integral by a Riemann sum that only involves f and g sampled

at a finite number of grid points,

yn = nΔx , n =−N, ...,0, ...,N . (2.17)

The continuous integral then turns into a discrete convolution sum,

∂x f (x)≈ 1√
2π

N

∑
n=−N

g(yn) f (x− yn)Δx =
N

∑
n=−N

gn f (x−nΔx) . (2.18)

The finite-difference coefficients, gn, are given by

gn =

{
0 , for n = 0 ,
(−1)n

nΔx , for n 
= 0 .
(2.19)

The discrete convolution in equation (2.18) constitutes a finite-difference approximation of the derivative ∂x f (x). The

uncontestable beauty of this approach lies in its ability to effortlessly generate finite-difference coefficients for any

distribution of grid points.

Our detour via the wave number domain suggests to quantify the accuracy of the discrete convolution differentiator

in terms of its spectrum. First, we note that the coefficients (2.19) are anti-symmetric with respect to the index n.

The spectrum of gn is therefore purely imaginary. As illustrated in the left panel of figure 2.2, the spectrum of the

approximate differentiator approaches the spectrum of the exact differentiation, ik, as the number of grid points,

N, that contribute to the discrete convolution increases. However, even for impractically large N we observe strong

oscillations that indicate an insufficiently good approximation of the exact derivative.

The extent of this failure becomes most apparent when the discrete convolution from equations (2.18) and (2.19) is

compared to the differentiators derived from truncated Taylor expansions. As shown in the right panel of figure 2.2, the

Taylor method yields finite-difference coefficients that approximate the exact derivative very well for wave numbers

smaller than ≈ 50% of the Nyquist wave number.

This result does not mean that the sampling of the band-limited derivative operator (2.16) fails per se, because the

result depends strongly on the location of the grid points. Sampling (2.16) at the grid points nΔx leads, as we have

seen, to an inaccurate approximation of the continuous convolution by the discrete Riemann sum (2.18). However,

in the staggered-grid approach described in chapter 2.2.1, the derivative of f is evaluated halfway between the grid

points. This means that we approximate ∂x f (x) in terms of f given at the grid positions x− (n+ 1/2)Δx for n =
−N, ...,0, ...,N −1. The discrete convolution then takes the form

∂x f (x)≈ 1√
2π

N−1

∑
n=−N

g(yn) f (x− yn)Δx =
N−1

∑
n=−N

gn f [x− (n+1/2)Δx] , (2.20)
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Fig. 2.2 Left: Imaginary part of the wave number spectrum corresponding to the discrete convolution differentiator defined by equations
(2.18) and (2.19) for variable numbers grid points. (4 points ↔ N = 2, 8 points ↔ N = 4, ... .) The dashed line represents the exact
differentiation operator, ik. Right: The same as on the left but for the finite-difference coefficients from equations (2.12) that we obtained
from the truncation of Taylor expansions.

Fig. 2.3 Left: Imaginary part of the wave number spectrum corresponding to the 4-point and 8-point discrete convolution differentiator for
the staggered grid. Right: The derivative of the sinc function and the sampling points in the regular grid (�) and in the staggered grid (◦).

and the finite-difference coefficients, gn, are defined through

gn =
(−1)n+1

π (n+1/2)2Δx
. (2.21)

The corresponding spectrum for the 4-point and 8-point convolutions is shown in the left panel of figure 2.3. The co-

efficients from equation (2.21) clearly outperform the coefficients in (2.12) that we derived from the Taylor expansion.

In fact, the 8-point operator is hardly distinguishable from the exact derivative operator, even for wave numbers close

to the Nyquist wave number. Examples where the remarkable properties of the discrete convolution defined in (2.20)

and (2.21) have been used for 3D elastic wave propagation on a staggered grid can, for instance, be found in Igel et al.

(1995).

An intuitive explanation for the large differences in accuracy of the discrete convolutions is provided in the right

panel of figure (2.3) where we compare the sampling of the derivative of the sinc function (2.16) on the regular grid,

xn = nΔx, and the staggered grid, xn = (n+1/2)Δx. The finite-difference coefficients for the staggered grid decay as

n−2, meaning that only coefficients with small n effectively contribute to the discrete convolution. On the regular grid,

however, the coefficients decay slowly, as n−1. Many more coefficients are therefore needed for an accurate approxi-

mation of the continuous convolution by the discrete Riemann sum.

It is, in principle, possible to approximate the exact derivative arbitrarily well with finite-difference operators that

involve a large number of grid points. In practice one hardly uses more than 8 points in order to balance accuracy and

computational costs.
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2.1.2 Discretisation of the one-dimensional wave equation

To introduce the basic concepts of the finite-difference method in the context of wave propagation, we consider the

one-dimensional wave equation

ρ(x) ü(x, t)−∂x[μ(x)∂xu(x, t)] = 0 , (2.22)

with the line density ρ and the elastic parameter μ . In the interest of simplicity, we disregard external forces, and we

impose the non-zero initial condition

u(x, t)|t=0 = u0(x) , u̇(x, t)|t=0 = 0 , (2.23)

with the initial displacement field u0. The computational domain is the interval [−L,L], and as boundary conditions

we require zero displacement at x =±L:

u(x, t)|x=−L = u(x, t)|x=L = 0 . (2.24)

Other boundary conditions are possible, but their implementation usually requires additional work that we avoid in

this introductory example. The discretisation process starts with the definition of 2N +1 grid points xi that are evenly

distributed over the interval [−L,L]:
xi = iΔx , i =−N, ...,0, ...,N . (2.25)

The grid spacing, Δx, is determined by the requirement NΔx = L. We now approximate the first derivative ∂xu eval-

uated at the grid point xi by the wave field evaluated at neighbouring grid points. Choosing, for instance, the second-

order finite-difference approximation from equation 2.4, we find

∂xu(xi, t)≈ 1

2Δx
[u(xi +Δx, t)−u(xi −Δx, t)] =

1

2Δx
[ūi+1(t)− ūi−1(t)] . (2.26)

The time-dependent scalars ūi±1 are the wave field, sampled at the grid positions xi±Δx. Repeating this procedure for

the second spatial derivative in equation (2.22), yields

∂x[μ(x)∂xu(x, t)]≈ 1

4Δx2
{μ i+1[ūi+2(t)− ūi(t)]−μ i−1[ūi(t)− ūi−2(t)]} , (2.27)

where we introduced the variable μ i := μ(xi) which is the elastic parameter μ evaluated at the grid position xi. The

boundary conditions (2.24) are imposed explicitly by setting

ū−N−2 = ū−N−1 = ū−N = ūN = ūN+1 = ūN+2 = 0 . (2.28)

We can now assemble the semi-discrete version of the wave equation (2.22):

ρ i ¨̄ui(t)− 1

4Δx2
{μ i+1[ūi+2(t)− ūi(t)]−μ i−1[ūi(t)− ūi−2(t)]}= 0 , (2.29)

with ρ i := ρ(xi). It is important to note that equation (2.29) is meaningful only under the assumption that both ρ and

μ are continuous with variations that can be represented reasonably well with a finite grid spacing. In the presence of

material discontinuities averaging schemes must be applied to ensure accurate numerical solutions (e.g. Moczo et al.,

2002; Kristek & Moczo, 2006).

Formally, we can write equation (2.29) in terms of a mass matrix, M, and a stiffness matrix, K (see chapter 1):

M · ¨̄u(t)+K · ū(t) = 0 . (2.30)

The vector ū is composed of the 2N + 1 coefficients ūi. Since M is diagonal, it can be trivially inverted. In practice,

the mass and the stiffness matrices are never computed explicitly because only the vector-matrix products M · ¨̄u and

K · ū are needed. We will nevertheless use M and K for notational convenience.

It now remains to discretise the second time derivative in (2.30). In order to construct an explicit scheme, we use the
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second-order finite-difference approximation

¨̄u(t)≈ 1

Δ t2
[ū(t +Δ t)−2ū(t)+ ū(t −Δ t)] , (2.31)

with a suitably chosen time increment Δ t, that we will study later in more detail. Inserting (2.31) into (2.30) then

yields a fully discrete version of the scalar wave equation (2.22):

ū(t +Δ t) = 2ū(t)− ū(t −Δ t)−Δ t2 M−1K · ū(t) . (2.32)

Equation (2.32) suggests the following recipe for the iterative finite-difference solution of the one-dimensional wave

equation: Starting with ū(0) and ū(−Δ t) determined by the initial condition (2.23), we compute ū(Δ t). Then with the

help of ū(0) and ū(Δ t) we find ū(2Δ t). This is repeated as long as required.

The strategy that we followed in the derivation of (2.32) is very general. It can, in particular, be used together with

higher-order finite-difference operators. The achieved accuracy will generally depend on the time increment, the grid

spacing, the properties of the finite-difference approximations but also on the material parameters.

To test the performance of the algorithm, we consider a homogeneous medium where the exact analytical solution,

u(x, t), is well-known:

u(x, t) =
1

2
[u0(x− vt)+u0(x+ vt)] . (2.33)

The wave field consists of two wave packages propagating in opposite directions with the velocity v =
√

μ/ρ . The

solution (2.33) is valid as long as the wave field does not reach the boundaries at x=±L. For our numerical experiment

we choose v = 5 km/s, Δx = 1 km and Δ t = 0.2 s. The initial wave field is the derivative of a Gaussian with variance

σ :

u0(x) =
d
dx

e−x2/σ2
. (2.34)

Fig. 2.4 Snapshots of the wave package travelling in positive x-direction for different times. The analytic solution is shown for reference in
the form of the dashed curves. The numerical error, that is the discrepancy between the exact analytic solution and the numerical solution
increases steadily with increasing propagation distance. Details of the simulation parameters are provided in the text.

Choosing σ = 15 km results in a dominant wavelength of approximately 30 km. Figure 2.4 shows the results of the

numerical simulation and compares them to the analytical solution. For propagation distances up to 200 km, roughly

equivalent to 7 wavelengths, the numeric solution is hardly distinguishable from the analytic reference. However, as

the simulation proceeds, the numerical errors increase steadily. Clearly, after 450 s (2250 time steps) the numerical

solution becomes almost useless. The snapshot at 900 s (4500 time steps) reveals that the numeric solution tends to

disperse, meaning that higher-frequency components appear to propagate slower than lower-frequency components.

This is despite the non-dispersive character of the analytic solution where all frequencies travel at the same wave
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speed, v. We refer to this undesirable phenomenon as numerical dispersion or grid dispersion.

To better quantify the discrepancy between analytical and numerical solutions, we use the following measure of the

numerical error:

E(t) :=

√
∑N

i=−N [ūi(t)−u(iΔx, t)]2√
∑N

i=−N u2(iΔx, t)
. (2.35)

More elaborate measures of misfit can be defined using, for instance, wavelet transforms (Kristekova et al., 2006,

2009), but E(t) as defined in (2.35) is sufficient for our purposes. There are three major factors that control the

numerical error: the dominant wavelength relative to the grid spacing Δx, the order of the finite-difference operator

and the number of iterations or time steps.

Fig. 2.5 Left: Numerical error after 1000 iterations as a function of the dominant wavelength and the finite-difference order. Right:
Numerical error as a function of the number of iterations and the finite-difference order.

The left part of figure 2.5 illustrates the role played by the finite-difference order and the dominant wavelength. Shown

is the error, E(t), after 1000 iterations, that is for t = 200 s. Clearly, the error drops rapidly as the dominant wavelength

increases. To achieve an error below 1%, the dominant wavelength should not be less than 20 km for the 4th- and 8th-

order operators, or 40 km for the 2nd-order operator. Increasing orders generally lead to more accurate results, but the

effect is largest when going from order 2 to order 4.

The right panel of figure 2.5 shows the dependence of the error, E(t), on the number of iterations. It demonstrates

that numerical inaccuracies are cumulative, meaning that they increase monotonically - and in this case almost exactly

linearly - with the propagation distance of the waves.

2.1.3 Von Neumann Analysis: stability and numerical dispersion

Each method used to approximate the solution of a differential equation requires a detailed analysis in order to learn

about errors and stability without relying on specific numerical experiments that may not be representative. Von Neu-
mann analysis - first applied by Crank & Nicolson (1947) and Charney et al. (1950) - is a powerful tool for the

evaluation of finite-difference approximations to hyperbolic partial differential equations. It allows us to study stabil-

ity and the numerical dispersion that we already observed qualitatively in the previous paragraph.

For our analysis we assume a homogeneous medium defined on the interval [−π,π], where the wave field, u(x, t), can

be represented in terms of a Fourier series

u(x, t) =
∞

∑
k=−∞

ψk(t)eikx , (2.36)
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with time-dependent Fourier coefficients, ψk(t). The corresponding representation for the discrete approximation to

the wave field is

ūn(t) =
N/2

∑
k=−N/2

ψ̄k(t)eiknΔx . (2.37)

Note that the spatial discretisation with grid spacing Δx = 2π/N restricts the wave number range to plus/minus the

Nyquist wave number, π/Δx, that is to k ∈ [−π/Δx,π/Δx] = [−N/2,N/2]. Introducing (2.37) into the semi-discrete

wave equation (2.29) gives

¨̄un(t) =
v2

4Δx2

N/2

∑
k=−N/2

[
e2ik Δx −2+ e−2ik Δx

]
ψ̄k(t)eiknΔx =− v2

Δx2

N/2

∑
k=−N/2

sin2(k Δx) ψ̄k(t)eiknΔx . (2.38)

Replacing ¨̄un(t) by the second-order finite-difference approximation (2.31) and substituting the Fourier series (2.37)

yields an equation for the coefficients ψ̄k:

ψ̄k(t +Δ t)−2ψ̄k(t)+ ψ̄k(t −Δ t) =−v2Δ t2

Δx2
sin2(k Δx) ψ̄k(t) . (2.39)

To eliminate the explicit dependence on ψ̄k at time t −Δ t, we define the auxiliary variables

φ̄k(t +Δ t) := ψ̄k(t +Δ t)− ψ̄k(t) . (2.40)

With the help of φ̄k we can write equation (2.39) in the form of a linear system of equations that only depends on

coefficients at times t and t +Δ t:

φ̄k(t +Δ t)− φ̄k(t) =−v2Δ t2

Δx2
sin2(k Δx) ψ̄k(t) ,

ψ̄k(t +Δ t)− ψ̄k(t) = φ̄k(t +Δ t) , (2.41)

or using matrix notation, (
φ̄k(t +Δ t)
ψ̄k(t +Δ t)

)
= Ak ·

(
φ̄k(t)
ψ̄k(t)

)
. (2.42)

The 2×2-matrix Ak is given by

Ak =

⎛⎝1 − v2Δ t2

Δx2 sin2(k Δx)

1 1− v2Δ t2

Δx2 sin2(k Δx)

⎞⎠ . (2.43)

It follows that we can advance the Fourier coefficients, ψ̄k, in time by the repeated application of Ak to the initial

values of the coefficients: (
φ̄k( jΔ t)
ψ̄k( jΔ t)

)
= A j

k ·
(

φ̄k(0)
ψ̄k(0)

)
. (2.44)

The following stability and dispersion analysis is founded on the iteration defined by equation (2.44).

2.1.3.1 Numerical stability

All relevant properties of the algorithm, and its stability in particular, are now encapsulated in the eigenvalues, λk,

of the matrix Ak. In fact, for the iteration to be stable, the absolute values of the eigenvalues, |λk|, must be smaller

than or equal to 1. Otherwise, that is for |λk|> 1, the absolute values of ψ̄k and φ̄k grow indefinitely. To facilitate the

eigenvalue analysis, we define

γk := sin2(k Δx) , (2.45)

and the Courant number
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c :=
vΔ t
Δx

. (2.46)

In terms of γk and c, the eigenvalues, λk, of Ak are given by

λk = 1− 1

2
c2γ2

k ±
√

1

4
c4γ4

k − c2γ2
k . (2.47)

For c2γ2
k > 4 the square root is always real, and we can have |λk| > 1. For the algorithm to be stable we therefore

require at least c2γ2
k ≤ 4. In this case, the square root becomes imaginary, and the absolute value of λk is then

|λk|=
√

λk λ ∗
k = 1 , (2.48)

which implies stability. Since γk ranges between 0 and 1, it follows that we need to impose

vΔ t
Δx

= c ≤ 2 , (2.49)

in order to ensure the stability of the iterative solution to the one-dimensional wave equation discretised by 2nd-order

finite-difference approximations, as explained in the previous paragraph. The stability condition (2.49) is commonly

referred to as the CFL condition, named after R. Courant, K. Friedrichs and H. Lewy (Courant et al., 1928). For our

Fig. 2.6 Numerical (in)stability. Top: The time in-
crement, Δ t = 0.39 s, is slightly below the limit of
0.4 s imposed by the CFL condition. The solution
is stable. Bottom: The time increment, Δ t = 0.41,
is slightly above the limit of 0.4, leading to insta-
bilities. After few iterations the numerical solution
”explodes”.

example from figure 2.4, with Δx = 1 km and v = 5 km/s, the CFL condition imposes a maximum time increment

of 0.4 s. Smaller time increments are predicted to yield stable solutions, whereas larger time increments are expected

to lead to solutions that grow indefinitely as the iteration proceeds. Figure 2.6 proves that the prediction of the CFL

condition is remarkably accurate. The solution is stable for Δx = 0.39 s, but it ”explodes” for Δ t = 0.41 s.

Our analysis was based on a specific finite-difference discretisation of the one-dimensional wave equation with con-

stant parameters. More generally, CFL conditions of the form

Δ t ≤ const.
minh
maxv

, (2.50)

with a grid spacing parameter, h, and a wave speed, v, are valid for all discretised wave equations where the time-

stepping is explicit. The constant on the right-hand side depends on the methods used for the space and time discreti-

sation.

The CFL condition strongly limits the efficiency of numerical methods because it imposes an upper bound for the

time increment, Δ t. Reducing the minimum grid spacing by a factor m in order to achieve more accurate solutions

automatically implies a reduction of the time increment from Δ t to Δ t/m.
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It is, in principle, possible to circumvent the CFL condition using implicit time-stepping schemes. However, their

numerical costs usually compensate the benefit of using a larger time increment.

2.1.3.2 Numerical dispersion

To quantify the numerical dispersion that we observed in figure 2.4, we assume, without loss of generality, that the

initial state (φ̄k(0), ψ̄k(0)) from equation (2.44) is an eigenvector of the matrix Ak. The iteration that advances the

Fourier coefficients in time then simplifies to(
φ̄k( jΔ t)
ψ̄k( jΔ t)

)
= λ j

k

(
φ̄k(0)
ψ̄k(0)

)
. (2.51)

Since λk is complex-valued within the stable range of time increments, Δ t, it can be rewritten in Eulerian form

λk = |λk|eiαk , (2.52)

where the phase αk is generally non-zero. To attach physical meaning to the phase, we write αk in terms of a numerical

wave speed, v̄k:

αk =: Δ t k v̄k . (2.53)

Introducing equations (2.51) to (2.53) into the Fourier series representation of the finite-difference coefficients ūn

(equation 2.37) gives

ūn( jΔ t) =
N/2

∑
k=−N/2

ψ̄k(0) |λk| j eik ( j Δ t v̄k+nΔx) . (2.54)

Equation (2.54) reveals that v̄k indeed plays the role of a wave speed. If the numerical solution were exact, v̄k would

be equal to v =
√

μ/ρ and independent of the wave number k. As a result of the discretisation, however, v̄k is not

generally equal to v. Moreover, v̄k depends on k, meaning that the numerical solution is dispersive, in contrast to

the exact solution. Figure 2.7 illustrates the effect of numerical dispersion for the setup that we already used for the

Fig. 2.7 Numerical dispersion. Shown is
the numerical wave speed, v̄k, as a func-
tion of the wave number, k. The wave
speed of the exact solution is v = 5
km/s, independent of k. Due to numeri-
cal dispersion, v̄k decreases with increas-
ing wave number. Shorter-wavelength
components therefore travel at reduced
speed. Wavelengths corresponding to the
Nyquist wave number do not propagate at
all. Only components with a wave number
close to zero travel with the correct speed.

example in figure 2.4. There we observed qualitatively that shorter-wavelength components travel at a lower speed

than longer-wavelength components, and that the numerical solution in general seems to be slower than the analytical

solution. This is confirmed by our qualitative dispersion analysis. Only components with a wave number close to zero

propagate at the correct speed, v = 5 km/s. As the wave numbers approach the Nyquist wave number, the propagation

speed tends to zero.

Numerical dispersion is, of course, not a special property of particular example. All numerical solutions are dispersive

to some degree, regardless of the method used. In many cases, numerical dispersion analysis is not as straightforward

as in the case of low-order finite-difference methods. Its effect should therefore, if possible, be assessed by comparison

with analytical solutions.
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2.2 Extension to the three-dimensional cartesian case

The application of the finite-difference method to the three-dimensional elastic wave equation is conceptually similar

to the one-dimensional scalar case that we studied in the previous section: Exact derivatives are replaced by finite-

difference approximations, and this leads to a discrete scheme that can be advanced in time iteratively.

Yet, the simple scheme applied in one dimension proves inefficient in three dimensions because of the large number of

grid points per wavelength needed to achieve accurate solutions. Fortunately, a modification of the spatial discretisation

- described in section 2.2.1 and referred to as the staggered grid - allows us to effectively reduce the grid spacing by

50% without increasing the number of discrete field variables.

2.2.1 The staggered grid

To translate the finite-difference method to the three-dimensional cartesian case, we consider the velocity-stress for-

mulation of the elastic wave equation in the half-space G = R
2 × (−∞,z0]

ρ(x) v̇(x, t)−∇·σ(x, t) = f(x, t) , (2.55)

σ̇(x, t) = C(x) : ε̇(x, t) , (2.56)

subject to the free-surface boundary condition

ez ·σ |z=z0
= 0 , (2.57)

and the initial conditions

u|t≤t0 = v|t≤t0 = 0 . (2.58)

The symbol ez denotes the unit vector in vertical direction. The first step towards the finite-difference approximation

of equations (2.55) and (2.56) is to write the stress divergence ∇ ·σ and the strain rate tensor ε̇ in explicit form:

(∇ ·σ)x = ∂xσxx +∂yσxy +∂zσxz , (∇ ·σ)y = ∂xσyx +∂yσyy +∂zσyz , (∇ ·σ)z = ∂xσzx +∂yσzy +∂zσzz , (2.59)

ε̇xx = ∂xvx , ε̇yy = ∂yvy , ε̇zz = ∂zvz , ε̇xy =
1

2
(∂xvy +∂yvx) , ε̇xz =

1

2
(∂xvz +∂zvx) , ε̇zy =

1

2
(∂zvy +∂yvz) . (2.60)

Our goal is to replace the derivatives in the above equations by finite-difference approximations. The practicality of

this approach in three dimensions rests on the definition of a staggered grid (e.g. Virieux, 1984, 1986; Levander, 1988;

Igel et al., 1995; Graves, 1996). To illustrate the staggered-grid concept we start by defining the discrete versions of

the velocity components vx, vy and vz on three different grids:

v̄i, j,k
x := vx(xi +Δx/2,y j,zk) , (2.61)

v̄i, j,k
y := vy(xi,y j +Δy/2,zk) , (2.62)

v̄i, j,k
z := vz(xi,y j,zk +Δz/2) , (2.63)

where xi jk = (xi,y j,zk) is a generic grid point. Based on the above discretisations we can approximate the derivatives of

the velocity field, as they appear in equation (2.60). For instance, the 4th-order approximation of ∂yvx(xi +Δx/2,y j +
Δy/2,zk) in terms of vx evaluated at the positions (xi+Δx/2,y j+nΔy,zk) with n=−1,0,1,2, is given by (see equation

2.13)
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∂yvx(xi +Δx/2,y j +Δy/2,zk)

≈ 9

8Δy
[vx(xi +Δx/2,y j +Δy,zk)− vx(xi +Δx/2,y j,zk)]

− 1

24Δy
[vx(xi +Δx/2,y j +2Δy,zk)− vx(xi +Δx/2,y j −Δy,zk)]

=
9

8Δy

[
v̄i, j+1,k

x − v̄i, j,k
x

]
− 1

24Δy

[
v̄i, j+2,k

x − v̄i, j−1,k
x

]
. (2.64)

The corresponding approximation for ∂xvy is

∂xvy(xi +Δx/2,y j +Δy/2,zk)≈ 9

8Δx

[
v̄i+1, j,k

y − v̄i, j,k
y

]
− 1

24Δx

[
v̄i+2, j,k

y − v̄i−1, j,k
y

]
. (2.65)

At this point we note that the approximations of ∂yvx and ∂xvy are available at the same grid point, namely at

(xi + Δx/2,y j + Δy/2,zk). We may thus combine (2.64) and (2.65) into the 4th-order approximation of the strain

rate component ε̇xy:

˙̄ε i, j,k
xy = ε̇xy(xi +Δx/2,y j +Δy/2,zk)

=
1

2
[∂yvx(xi +Δx/2,y j +Δy/2,zk)+∂xvy(xi +Δx/2,y j +Δy/2,zk)]

≈ 9

16Δx

[
v̄i, j+1,k

x − v̄i, j,k
x + v̄i+1, j,k

y − v̄i, j,k
y

]
− 1

48Δy

[
v̄i, j+2,k

x − v̄i, j−1,k
x + v̄i+2, j,k

y − v̄i−1, j,k
y

]
. (2.66)

Following this example we find the grid points where the finite-difference approximations of the remaining strain rate

components are defined:

˙̄ε i, j,k
xx = ε̇xx(xi,y j,zk) , ˙̄ε i, j,k

yy = ε̇yy(xi,y j,zk) , ˙̄ε i, j,k
zz = ε̇zz(xi,y j,zk) ,

˙̄ε i, j,k
xy = ε̇xy(xi +Δx/2,y j +Δy/2,zk) ,

˙̄ε i, j,k
xz = ε̇xz(xi +Δx/2,y j,zk +Δz/2) ,

˙̄ε i, j,k
yz = ε̇yz(xi,y j +Δy/2,zk +Δz/2) . (2.67)

Assuming an isotropic medium, the stress and strain rate tensors are connected via the constitutive relation

σi j =
3

∑
k,l=1

(λ δi jδkl +μ δikδ jl +μ δilδ jk)εkl , (2.68)

where λ and μ are the Lamé parameters. Using (2.68) we can compute the components of the discrete stress rate

tensor:

˙̄σ i j
xx = (λ +2μ) ˙̄ε i j

xx +λ ( ˙̄ε i j
yy + ˙̄ε i j

zz) ,

˙̄σ i j
yy = (λ +2μ) ˙̄ε i j

yy +λ ( ˙̄ε i j
xx + ˙̄ε i j

zz) ,

˙̄σ i j
zz = (λ +2μ) ˙̄ε i j

zz +λ ( ˙̄ε i j
xx + ˙̄ε i j

yy) ,

˙̄σ i j
xy = 2μ ˙̄ε i j

xy , ˙̄σ i j
xz = 2μ ˙̄ε i j

xz , ˙̄σ i j
yz = 2μ ˙̄ε i j

yz . (2.69)

Equations (2.69) reveal that the discrete stress rate components, ˙̄σ i j
mn, are located at the same grid positions as the

discrete strain rate components, ˙̄ε i j
mn. The collocation of stress and strain components only holds in isotropic media, and

interpolation becomes necessary in the anisotropic case. Note also that the elastic parameters, λ and μ , are needed at

different grid positions. We did not translate this requirement into the notation in order to keep the treatment readable.

Based on (2.69) we can advance the discrete stress field, σ̄ , in time. It remains to discretise the stress divergence. For

the x-component of ∇ ·σ we find the following 4th-order approximation:
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[∇ ·σ(xi +Δx/2,y j,zk)]x = ρ v̇x(xi +Δx/2,y j,zk)− fx(xi +Δx/2,y j,zk)

≈ 9

8Δx
[σxx(xi +Δx,y j,zk)−σxx(xi,y j,zk)]− 1

24Δx
[σxx(xi +2Δx,y j,zk)−σxx(xi −Δx,y j,zk)]

+
9

8Δy
[σxy(xi +Δx/2,y j +Δy/2,zk)−σxy(xi +Δx/2,y j −Δy/2,zk)]

− 1

24Δy
[σxy(xi +Δx/2,y j +3Δy/2,zk)−σxy(xi +Δx/2,y j −3Δy/2,zk)]

+
9

8Δz
[σxz(xi +Δx/2,y j,zk +Δz/2)−σxz(xi +Δx/2,y j,zk −Δz/2)]

− 1

24Δz
[σxz(xi +Δx/2,y j,zk +3Δz/2)−σxz(xi +Δx/2,y j,zk −3Δz/2)] . (2.70)

Written in terms of the discrete field variables, equation (2.70) becomes

ρ ˙̄vi, j,k
x − f i, j,k

x =
9

8Δx

[
σ̄ i+1, j,k

xx − σ̄ i, j,k
xx

]
− 1

24Δx

[
σ̄ i+2, j,k

xx −σ i−1, j,k
xx

]
+

9

8Δy

[
σ̄ i, j,k

xy − σ̄ i, j−1,k
xy

]
− 1

24Δy

[
σ̄ i, j+1,k

xy −σ i, j−2,k
xy

]
+

9

8Δz

[
σ̄ i, j,k

xz − σ̄ i, j,k−1
xz

]
− 1

24Δz

[
σ̄ i, j,k+1

xz −σ i, j,k−2
xz

]
. (2.71)

Following this scheme, we find that the grid positions of v̄i, j,k
x , v̄i, j,k

y and v̄i, j,k
z coincide with those that we originally

defined in equation (2.61) to (2.63). The staggered grid is therefore in itself consistent. Figure 2.8 summarises the

positions of the different discrete quantities.

Fig. 2.8 Illustration of the staggered-grid concept. The diagonal elements of the discrete stress and strain tensors, ε̄ i, j,k
nn and σ̄ i, j,k

nn are located
at the generic grid point xi jk = (xi,y j,zk). The remaining quantities are displaced from xi jk by half a grid spacing.

The above development suggests a simple recipe for iteratively advancing the discrete wave field with the help of the

leapfrog time discretisation: (see section 1.4.1): Starting from the zero initial conditions

1. compute the strain rate tensor, ˙̄ε(t), from the velocity, v̄(t),

2. using the constitutive relation, compute the strain rate, ˙̄σ(t) from ˙̄ε(t),



2.3 Accuracy and efficiency 27

3. using ˙̄σ(t), compute σ̄(t +Δ t/2) via a second-order finite-difference approximation,

4. from σ̄(t +Δ t/2) compute the discrete version of ∇ · σ̄(t +Δ t/2),

5. using ∇ · σ̄(t +Δ t/2) and the discrete momentum balance, compute v̄(t +Δ t) with the help of the second-order

finite-difference approximation, and then

repeat as often as required. The beauty of the staggered grid is that it allows us to decrease the effective grid spacing

without increasing the number of discrete field variables. In the conventional grid, used for instance in our 1D example

(section 2.1), the effective grid spacing in x-direction is a multiple of ±Δx. This is reduced to ±Δx/2 and ±2Δx/3.

The result is a much lower numerical dispersion that comes without any increase in computational costs.

2.3 Accuracy and efficiency

The efficiency of numerical modelling schemes is particularly important because their applicability is usually limited

by the available computational resources. To be efficient, a numerical method should require as few grid points as

possible, to achieve accurate solutions for the shortest spatial wavelength. The term accurate is naturally problem-

specific, and so is the necessary number of grid points per minimum wavelength, nmin. Among other factors, nmin

depends on the spatio-temporal discretisation, the types of waves to be modelled (body or surface waves), the presence

of irregular topography, the distance travelled by the waves (see figure 2.5) and the data to which the synthetics are to

be compared. The following paragraphs provide a collection of recommendations for nmin in a variety of scenarios.

For plane body waves propagating through the 4th-order staggered grid introduced in section 2.2.1, Robertsson et al.

(1994) and Bohlen (2002) found that nmin should be around 4 to 8 in order to reduce the dispersion error below 2 to

5 %. Moczo et al. (2000) conclude that the group velocity error for S waves is 2.5 % for nmin = 6. Those values must

be considered in the context of the heterogeneous Earth where velocity variations on the order of 1 % can be relevant.

Thus, for applications in body wave delay time tomography, nmin � 20 is certainly recommendable.

In a systematic comparison of several finite-difference and finite-element schemes, Moczo et al. (2010) analysed the

dependence of the numerical error on the P wave speed to S wave speed ratio, vP/vS. While staggered-grid approaches

appear to be rather insensitive to vP/vS, the conventional grid produces excessive numerical errors when vP/vS is larger

than about 5, even when nmin is on the order of 10. This renders the conventional grid impractical for the simulation

of wave propagation through sedimentary basins where vP/vS can reach values of 5 and larger.

Numerous techniques aiming at the reduction of nmin can be found in the finite-difference literature. The most intuitive

approach is to increase the length of the finite-difference operator. Based on a qualitative error analysis, Dablain (1986)

suggested that 3 grid points per minimum wavelength are sufficient when a 10th-order finite-difference approximation

is used for the 2D scalar wave equation. Holberg (1987) optimised the finite-difference coefficients such that the

group velocity error is minimal. For a pre-defined maximum group velocity error, he found nmin to decrease roughly

exponentially with increasing operator length. In the case of a 30-point operator, nmin ≈ 2.5 is theoretically sufficient

to reduce the group velocity error below 3 %. Furumura & Chen (2004) and Kennett & Furumura (2008) used a 16th-

order finite-difference approximation to propagate waves in a 2D model across several thousand wavelengths.

In principle, the operator length can be increased indefinitely, so that the finite-difference method approaches the

pseudo-spectral method where the discrete derivative operator is global, and where nmin is close to its theoretical

minimum of 2 (see section 1.5).

The important conclusion to be drawn is that the numerical setup in general, and the number of grid points per

wavelength in particular, is highly problem-dependent. The only rule is that the numerical grid should be chosen such

that the resulting synthetics can be compared to the data in a meaningful way. This means that the numerical error

should be much smaller than the typical differences that we expect between data and synthetics due to undiscovered

Earth structure.





Chapter 3
Spectral-element methods

The spectral-element method is a high-order numerical method that allows us to solve the seismic wave equation in

three-dimensional heterogeneous Earth models. The method enables adaptation of the mesh to the irregular surface

topography and to the variable wavelengths inside the Earth. Moreover, the spectral-element method yields accurate

solutions for surface waves without increasing the number of grid points per wavelength, therefore overcoming some

of the most severe deficiencies of the finite-difference method.

Originally developed in fluid dynamics (Patera, 1984; Maday & Patera, 1989), the spectral-element method was first

applied to the elastic wave equation and in a seismological context by Seriani et al. (1995), Faccioli et al. (1997) and

Komatitsch (1997). Numerical solutions with high accuracy have been obtained in a large number of studies (e.g.

Komatitsch & Vilotte, 1998; Seriani, 1998; Komatitsch et al., 2004; Fichtner et al. 2009). Applications to global wave

propagation in the presence of self-gravitation, rotation and fluid regions can be found in Komatitsch & Tromp (2002),

Chaljub et al. (2003) and Chaljub & Valette (2004). For excellent reviews of the spectral-element method the reader is

referred to Komatitsch et al. (2005) and Chaljub et al. (2007).

We start our development with an illustration of the basic spectral-element concepts in one dimension. The necessary

mathematical tools, including Lagrange interpolation and Gauss-Lobatto-Legendre quadrature can be found in Ap-

pendix A. The extension to the three-dimensional elastic case, treated in section 3.2, is straightforward but requires a

few words on grid generation.

3.1 Basic concepts in one dimension

We follow the classical approach and introduce the basic concepts of the spectral-element method with an example

in one dimension. For this we first introduce the weak form of the equations of motion and then continue with a

description of the Galerkin method.

3.1.1 Weak solution of the wave equation

We consider the one-dimensional scalar wave equation

ρ(x) ü(x, t)−∂x[μ(x)∂xu(x, t)] = f (x, t) , (3.1)

with the space variable x ∈ G = [0,L] and time t ∈ [0,T ]. The displacement field u is subject to the free-surface or

Neumann boundary conditions

∂xu(x, t)|x=0 = ∂xu(x, t)|x=L = 0 , (3.2)

and the initial conditions

u|t=0 = u̇|t=0 = 0 . (3.3)

29
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Equation (3.1) together with the boundary and initial conditions (3.2) and (3.3) is referred to as the strong form of the

wave equation. To derive the associated weak or variational form, we multiply (3.1) by an arbitrary, time-independent

test function, w : G → R, and integrate over space:∫
G

ρ wüdx−
∫

G
w∂x (μ ∂xu) dx =

∫
G

w f dx . (3.4)

Integrating the second term on the left-hand side by parts and inserting the boundary condition (3.2), gives∫
G

ρ wüdx+
∫

G
μ ∂xw∂xudx =

∫
G

w f dx . (3.5)

Solving the weak form of the wave equation now means, finding a wave field, u, such that it satisfies (3.5) for any
suitable test function, w, and subject to the initial conditions∫

G
ρ wu|t=0 dx =

∫
G

ρ wu̇|t=0 dx = 0 . (3.6)

The weak form of the wave equation has an important advantageous property from a numerical point of view: The

free surface boundary condition (3.2) is implicitly satisfied, and it need not be treated explicitly as in finite-difference

methods where the accurate implementation of the free surface can be a tedious task.

3.1.2 Spatial discretisation and the Galerkin method

Analytic solutions of both the strong and the weak forms of the wave equation often do not exist when the mass density

ρ and the elastic parameter μ are spatially variable. In the Galerkin method we approximate the exact solution u(x, t)
by a finite superposition of n basis functions ψi (i = 1, ...,n) that depend only on space and not on time. We denote this

approximation by ū(x, t):

u(x, t)≈ ū(x, t) =
n

∑
i=1

ui(t)ψi(x) , (3.7)

where ui(t) are the time-dependent expansion coefficients. The quality of this approximation depends on the choice of

the basis functions, ψi, the source term f and on the medium properties ρ and μ . Instead of trying to solve the exact

weak formulation, we limit ourselves to the requirement that ū solves the approximate weak form∫
G

ρ ψi ¨̄udx+
∫

G
μ ∂xψi ∂xūdx =

∫
G

ψi f dx , (3.8)

for all basis functions ψi, with i = 1, ...,n, and subject to the initial conditions∫
G

ρ ψi ū|t=0 dx =
∫

G
ρ ψi ˙̄u|t=0 dx = 0 . (3.9)

The basis functions, ψi, are thus used in the approximation of the wave field and as test functions in the weak formu-

lation. Equation (3.7) together with the approximate weak formulation transforms the exact weak formulation into the

following set of linear equations for the coefficients ui(t):

n

∑
i=1

⎡⎣üi(t)
∫
G

ρ(x)ψ j(x)ψi(x)dx

⎤⎦+ n

∑
i=1

⎡⎣ui(t)
∫
G

μ(x)∂xψ j(x)∂xψi(x)dx

⎤⎦=
∫
G

ψ j(x) f (x, t)dx , (3.10)

for all j = 1, ...,n. Equation (3.10) is an algebro-differential equation that can conveniently be written in matrix nota-

tion:

M · ü(t)+K ·u(t) = f(t) , (3.11)
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with the mass matrix
Mji =

∫
G

ρ(x)ψ j(x)ψi(x)dx , (3.12)

the stiffness matrix

Kji =
∫
G

μ(x)∂xψ j(x)∂xψi(x)dx , (3.13)

and the right-hand side

f j(t) =
∫
G

ψ j(x) f (x, t)dx . (3.14)

The vector u - not to be confused with the vectorial displacement field in the complete elastic wave equation - com-

prises the expansion coefficients ui. The process of transforming the differential equation (3.1) plus the approximation

(3.7) into the algebro-differential equation (3.11) is know as Galerkin projection. Once more we emphasise that the

free surface boundary condition (3.2) is naturally contained in the stiffness matrix (equation 3.13) and does not re-

quire any additional work - as is needed in finite-difference methods. What distinguishes the spectral-element method

among other numerical methods is the choice of the basis functions ψi and the integration scheme used to solve the

integrals that appear in the mass and stiffness matrices.

In the next step we decompose the domain G into ne disjoint subdomains Ge, called the elements. Equation (3.10) then

transforms to

n

∑
i=1

⎡⎣üi(t)
ne

∑
e=1

∫
Ge

ρ(x)ψ j(x)ψi(x)dx

⎤⎦+ n

∑
i=1

⎡⎣ui(t)
ne

∑
e=1

∫
Ge

μ(x)∂xψ j(x)∂xψi(x)dx

⎤⎦=
ne

∑
e=1

∫
Ge

ψ j(x) f (x, t)dx . (3.15)

The disadvantage of equation (3.15) is that each expansion coefficient ui depends on the integrals over all elements. We

can circumvent this problem by choosing local basis functions, i.e., basis functions that are supported by one element

only. The discrete equations can then be solved for each element individually. For this we define N+1 basis functions

ψe
i (i = 1, ...,N+1) on each of the ne elements Ge. The displacement field within the element Ge is then approximated

by

ū(x, t)|x∈Ge =
N+1

∑
i=1

ue
i (t)ψ

e
i (x) , (3.16)

so that equation (3.10) now holds for each element:

N+1

∑
i=1

üe
i (t)

∫
Ge

ρ(x)ψe
j (x)ψe

i (x)dx+
N+1

∑
i=1

ue
i (t)

∫
Ge

μ(x)∂xψe
j (x)∂xψe

i (x)dx =
∫
Ge

ψe
j (x) f (x, t)dx , (3.17)

Using matrix notation we write equation (3.17) in a more compact form:

Me · üe(t)+Ke ·ue(t) = fe(t) , e = 1, ...,ne , (3.18)

where ue, Me and Ke are the local coefficient vector, the local mass matrix and the local stiffness matrix. The total

number of basis functions is now ne (N + 1). Since the basis functions are locally supported by one element, the

continuity of the discrete displacement ū at the boundaries between the elements has to be imposed explicitly. To

ensure that the wavelengths are sampled nearly uniformly, the size of the elements will usually be chosen proportional

to the wave speed
√

μ/ρ . The integrals in (3.17) can all be treated in the same way if we map each element Ge onto

the standard or reference interval [−1,1] via an element-specific transformation, Fe:

Fe : [−1,1]→ Ge , x = Fe(ξ ) , ξ = ξ (x) = F−1
e (x) , e = 1, ...,ne . (3.19)

This transformation is illustrated in figure 3.1. Introducing the transformation into equation (3.17) gives



32 3 Spectral-element methods

N+1

∑
i=1

üe
i (t)

1∫
−1

ρ[x(ξ )]ψe
j [x(ξ )]ψ

e
i [x(ξ )]

dx
dξ

dξ +
N+1

∑
i=1

ue
i (t)

1∫
−1

μ[x(ξ )]
d ψe

j [x(ξ )]
dξ

d ψe
i [x(ξ )]
dξ

(
dξ
dx

)2 dx
dξ

dξ

=

1∫
−1

ψe
j [x(ξ )] f [(x(ξ )), t]

dx
dξ

dξ . (3.20)

Fig. 3.1 Illustration of the element transformations, Fe, and the concepts of global and local numbering: The spatial domain [0,L], shown
in the lowermost part of the figure, is subdivided into ne non-overlapping elements. Each element Ge is related to the reference interval
[−1,1] via an element-specific transformation Fe. The local numbering is used to address the node points of the individual elements, some
of which are shared between two elements. The global numbering identifies the spatial locations of the node points. This illustration is for
the simplest, though unrealistic, case where the elements have no internal node points (polynomial degree 1). Subdivisions of the reference
interval for higher polynomial degrees are shown schematically above.

At this point of the development we specify the basis functions ψi. We choose the N + 1 Lagrange polynomials of

degree N that have the corresponding Gauss-Lobatto-Legendre points (GLL points) as collocation points:

ψe
i [x(ξ )] = �

(N)
i (ξ ) , ξ ∈ [−1,1] . (3.21)

This choice is motivated by a number of important results from numerical analysis. We summarise them here and give

brief derivations in Appendix A:

1) Using the GLL points for polynomial interpolation ensures that the absolute value of the Lagrange polynomials �
(N)
i

is smaller than or equal to 1, for any polynomial order (see section A.2.3). This means that Runge’s phenomenon

can be suppressed.

2) The GLL points are Fekete points, i.e., they maximise the Vandermonde determinant (see Appendix A.2.1 and

A.2.4). Thus, numerical errors right at the collocation points will have the smallest possible effect on the interpo-

lated values between the collocation points.

3) The Lebesque constant associated with the GLL points grows slowly − in practice logarithmically − with increas-

ing polynomial order (see Appendix A.2.5). This implies that the interpolation error decreases much more rapidly

with increasing polynomial order than in the case of equidistant collocation points − at least when the interpolated

function is well-behaved.

4) The GLL points are the collocation points of the GLL quadrature (section A.3.2). One can therefore apply the

GLL quadrature formulas to obtain accurate approximations of the integrals in equation (3.20) and a diagonal mass
matrix.



3.1 Basic concepts in one dimension 33

In the interest of a lighter notation we will henceforth omit the superscript (N) in �
(N)
i . Substituting �i(ξ ) for ψi[x(ξ )]

in equation (3.20) gives

N+1

∑
i=1

üe
i (t)

1∫
−1

ρ ′(ξ )� j(ξ )�i(ξ )
dx
dξ

dξ +
N+1

∑
i=1

ue
i (t)

1∫
−1

μ ′(ξ ) �̇ j(ξ )�̇i(ξ )
(

dξ
dx

)2 dx
dξ

dξ =

1∫
−1

� j(ξ ) f ′(ξ , t)
dx
dξ

dξ ,

(3.22)

where �̇ denotes the derivative of � with respect to ξ . The transformed density, ρ ′, elastic modulus, μ ′, and external

force, f ′, are defined by

ρ ′(ξ ) := ρ[x(ξ )] , μ ′(ξ ) := μ[x(ξ )] , f ′(ξ ) := f [x(ξ )] . (3.23)

With the GLL quadrature formula (A.74) we can approximate the integral in equation (3.22):

N+1

∑
i,k=1

üe
i (t)wkρ ′(ξ )� j(ξ )�i(ξ )

dx
dξ

∣∣∣∣∣
ξ=ξk

+
N+1

∑
i,k=1

wkue
i (t)μ

′(ξ ) �̇ j(ξ )�̇i(ξ )
(

dξ
dx

)2 dx
dξ

∣∣∣∣∣
ξ=ξk

(3.24)

≈
N+1

∑
k=1

wk� j(ξ ) f ′(ξ , t)
dx
dξ

∣∣∣∣∣
ξ=ξk

.

The symbols ξk and wk are the GLL points and their corresponding integration weights (see Appendix A). The nu-

merical integration in (3.24) is not exact because the integrands are not polynomials of degree 2N −1 or lower. In the

following developments we will nevertheless replace ≈ by =, keeping in mind that this is an approximation. Recalling

the cardinal interpolation property of the Lagrange polynomials, �i(ξk) = δik, we can simplify (3.24):

N+1

∑
i=1

Me
jiü

e
i (t)+

N+1

∑
i=1

Ke
ji ue

i (t) = f e
j (t) , e = 1, ...,ne , (3.25)

with

Me
ji = w jρ ′(ξ )

dx
dξ

δi j

∣∣∣∣
ξ=ξ j

, (3.26)

Ke
ji =

N+1

∑
k=1

wkμ ′(ξ ) �̇ j(ξ )�̇i(ξ )
(

dξ
dx

)2 dx
dξ

∣∣∣∣∣
ξ=ξk

, (3.27)

f e
j (t) = w j f ′(ξ , t)

dx
dξ

∣∣∣∣
ξ=ξ j

. (3.28)

Certainly the most advantageous property of the spectral-element discretisation is the diagonality of the local mass

matrix Me. Since the inversion of Me
ji is trivial and computationally inexpensive, we easily obtain an explicit formula

for the second time derivative üi(t) that can then be discretised.

The numerical integration of equation (3.20) has so far been purely local, resulting in linear systems for each element

(equation 3.25). Related to the individual treatment of the elements is a local numbering that allows us to address

the GLL points of an element. Points shared between two neighbouring elements are counted twice because they

appear in the discretised versions of two integrals. To ensure the continuity of the approximation ū across the element

boundaries we need to assemble a global system of equations. This is done by introducing a global numbering where

each GLL point is counted once even when it is shared between elements. Associated to the global numbering is the

global displacement vector uglobal. Figure 3.1 illustrates the concept of local and global numbering. The operation

of assembling the local mass and stiffness matrices, Me and Ke, into their global versions, Mglobal and Kglobal, then

simply consists in summing the entries of the local matrices at coincident node points. This leads to a global system

of equations,

Mglobal · üglobal(t)+Kglobal ·uglobal(t) = fglobal(t) , (3.29)
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that we need to solve for uglobal. We note that in practice the stiffness matrix is rarely computed explicitly because

only its product with the vector of expansion coefficients is needed.

3.2 Extension to the three-dimensional case

3.2.1 Mesh generation

The spectral-element method in more than one dimension starts with the subdivision of the computational domain

G into ne non-overlapping elements Ge such that G =
⋃ne

i=1 Ge. This process is referred to as mesh generation or

meshing. The design of the elements should be such that they follow major geologic features including sedimentary

basins and faults. To ensure a spatially uniform sampling of the seismic waves in different parts of the model, the size

of the elements should be proportional to the seismic velocity. Moreover, the faces of the elements should align with

structural discontinuities because abrupt changes of the structure and the wave field can not be represented accurately

by the smooth polynomials inside the elements. A mesh is said to honour discontinuities when the boundaries of the

elements coincide with the discontinuities. A schematic meshing of a two-dimensional domain is shown in figure 3.2.

Fig. 3.2 Schematic representation of a mesh in a two-dimensional domain. Bold lines indicate structural discontinuities that are honoured
by the elements. The seismic velocities in the top layer are small compared to the velocities in the bottom layer where the elements are
largest.

The 3D mesh in figure (3.3) was used to analyse near-fault and strong-motion site effects in the Grenoble valley,

France (Stupazzini, 2006; Stupazzini et al., 2009). The study region is characterised by strong topographic variations

and seismic wave speeds that range between vP ≈ 1.5 km/s and vS ≈ 0.3 km/s at the surface of the alluvial basin

(green) and vP ≈ 5.9 km/s and vS ≈ 3.4 km/s in the deep bedrock layers (yellow). This implies that the wavelengths

within the model vary by nearly one order of magnitude. The size of the elements in the seismically slow alluvial

basin is as small as 20 m and it reaches almost 900 m near the bottom of the model. The total number of elements is

216,972, and it allows for the propagation of frequencies up to 3 Hz when the polynomial degree is 4.

Today, powerful mesh generation tools, known as meshers, are available (e.g. CUBIT, developed by Sandia National

Laboratories or GiD from the International Center for Numerical Methods in Engineering). They greatly simplify the

mesh design for complex 3D models.

In order to apply the same numerical quadrature to all the elements Ge, they need to be mapped onto the unit cube

Λ = [−1,1]3. Mostly, this transformation will not be given analytically, especially in the case of complex geologic

structures. It needs to be approximated instead, and this approximation is based on the concept of shape functions and

anchor nodes: Each element Ge in the physical space is defined by a set of na anchor nodes xa and their corresponding

shape functions Na. The 8 corners of an element are always used as anchor nodes. For elements with straight edges, 8

anchor nodes are sufficient to accurately represent the geometry. Additional anchor nodes on the edges or faces may

be needed to represent elements with curved edges. A position vector x in Ge is related to a position vector ξ in the

reference cube Λ via the transformation
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Fig. 3.3 Hexahedral mesh of the Grenoble valley used in a seismic ground motion study (Stupazzini et al., 2009). The wave speeds vary
by almost one order of magnitude between the seismically slow alluvial basin (green) and the seismically fast bedrock (yellow). This
variability translates to element sizes that range between 20 m at the surface of the basin to 900 m near the bottom of the model. Note that
the seismic discontinuity between basin material and bedrock is honoured by the elements.

x(ξ ) = Fe(ξ ) =
na

∑
a=1

Na(ξ )xa , (3.30)

where the shape functions satisfy the condition

Na(ξ b) = δab . (3.31)

Equations (3.30) and (3.31) uniquely relate the anchor node xa in the physical element Ge to an anchor node ξ a
in the

reference cube Λ :

x(ξ a) = xa . (3.32)

The shape functions Na are most conveniently defined as products of 3 Lagrange polynomials, the collocation points

of which are the coordinates ξ a
i of the anchor nodes ξ a

in the reference cube:

Na(ξ ) = �1,a(ξ1)�2,a(ξ2)�3,a(ξ3) , (3.33)

with

�i,a(ξi) =

{
1 , for ξi = ξ a

i ,

0 , otherwise ,
i = 1,2,3 .

The degree of the Lagrange polynomials depends on the complexity of the element Ge. It is 1 for elements with straight

edges and 2 for elements with curved edges. In most applications, the degree of the shape functions is lower than the

degree of the polynomials used to interpolate the wave field inside the elements. The transformation Fe is therefore

called subparametric.

Mesh generation is to some degree an art that can not be fully automated. The principal difficulty is to design a mesh

that honours the complexities of the structural model while producing elements that are as large as possible. Very

small elements can of course honour any complexity but they result in prohibitively short time steps because the CFL

condition must always be satisfied in the numerical simulations. The choice of tensorised Lagrange polynomials as

basis functions in 3D spectral elements furthermore imposes that only hexahedra can be used for the mesh even when

tetrahedra may sometimes be better suited from a purely geometric point of view.

Generalisations of the spectral-element method in 2D allow for the combination of quadrangles and triangles within

the same mesh (e.g. Komatitsch et al., 2001; Mercerat et al., 2006). In 3D this approach can be adapted to combine

hexahedra and tetrahedra in order to allow for more geometrical flexibility.
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Fig. 3.4 Left: The element with straight edges is defined by 8 anchor nodes and linear shape functions. Right: The element with curved
edges is defined by 8 anchor nodes in the corners plus 12 anchor nodes on the edges. The corresponding shape functions are of degree 2.
Additional anchor nodes can be defined in the centre and on the faces, leading to an element with 27 anchor nodes.

Mesh generation has received much attention in recent years. In practice, however, it can be advantageous to take the

proper design of a mesh not too seriously. It is a matter of fact that the precise location and sharpness of structural

discontinuities inside the Earth are uncertain because our data have finite and often insufficient resolution. The imple-

mentation of a strict discontinuity in the spectral-element method can therefore lead to strong interface waves that are

not observable in the real Earth where the discontinuity may not be as sharp as in our simplified models.

3.2.2 Weak solution of the elastic wave equation

As a preparatory step towards the spatial discretisation, we first derive the weak form of the elastic wave equation. We

base our development on the strong displacement-stress variant of the equations of motion:

ρ(x) ü(x, t)−∇·σ(x, t) = f(x, t) (3.34)

σ(x, t) = C(x) : ∇u(x, t) , (3.35)

subject to the boundary and initial conditions

n ·σ |x∈∂G = 0 , u|t=0 = u̇|t=0 = 0 . (3.36)

For the moment we disregard dissipation, i.e. the time-dependence of the elastic tensor C. Multiplying equation (3.34)

by an arbitrary, differentiable, time-independent test function, w, and integrating over G, gives∫
G

ρ w · üd3x−
∫

G
w · (∇ ·σ)d3x =

∫
G

w · fd3x . (3.37)

Invoking the identity

w · (∇ ·σ) = ∇ · (w ·σ)−∇w : σ , (3.38)

together with Gauss’ theorem, yields∫
G

ρ w · üd3x−
∫

∂G
w ·σ ·nd2x+

∫
G

∇w : σ d3x =
∫

G
w · fd3x . (3.39)

Upon inserting the free surface boundary condition, equation (3.39) condenses to∫
G

ρ w · üd3x+
∫

G
∇w : σ d3x =

∫
G

w · fd3x . (3.40)

The same procedure is to be repeated for equation (3.35), but it does not require any additional transformations.

Finding a weak solution to the equations of motion means to find a displacement field u that satisfies the integral

relation (3.40) and



3.2 Extension to the three-dimensional case 37∫
G

w ·σ d3x =
∫

G
w ·C : ∇ud3x , (3.41)

for any test function, w, and subject to the initial conditions∫
G

ρ w ·u|t=0 d3x =
∫

G
ρ w · u̇d3x = 0 . (3.42)

As in the one-dimensional case we note that the free surface condition is implicit in the weak formulation.

3.2.3 Discretisation of the equations of motion

In analogy to the Galerkin method for the one-dimensional case (see equation 3.7) we approximate the p-component

up of the displacement field u by a superposition of basis functions

ψi jk(x) = ψi jk(x1,x2,x3) , (3.43)

weighted by expansion coefficients ui jk
p :

up(x, t)≈ ūp(x, t) =
N+1

∑
i, j,k=1

ui jk
p (t)ψi jk(x) . (3.44)

The corresponding approximation of the stress tensor components σpq is

σpq(x, t)≈ σ̄pq(x, t) =
N+1

∑
i, j,k=1

σ i jk
pq (t)ψi jk(x) . (3.45)

Equations (3.44) and (3.45) already assume that up and σpq are considered inside an element Ge ⊂R
3, where they can

be represented by (N +1)3 basis functions. We therefore omit the superscript e that we used in chapter 3.1 to indicate

local element-specific quantities.

To find a weak solution in the Galerkin sense, we replace the exact weak formulation from equations (3.40) to (3.42)

by the requirement that the approximations ū and σ̄ satisfy∫
Ge

ρ ψi jkep · ¨̄ud3x+
∫

Ge

∇(ψi jkep) : σ̄ d3x =
∫

Ge

ψi jkep · fd3x , (3.46)

and ∫
Ge

ψi jkep · σ̄ d3x =
∫

Ge

ψi jkep ·C : ∇ūd3x , (3.47)

for all basis functions, ψi jk, and for all unit vectors, ep, with p = 1,2,3. The weak initial conditions are∫
Ge

ρ ψi jkep · ū|t=0d3x =
∫

Ge

ρ ψi jkep ˙̄ud3x = 0 , (3.48)

again for all basis functions and unit vectors. To keep the following formulas as readable as possible, we treat the

summands in equations (3.46) and (3.47) individually. For the first term on the left-hand side of (3.46) we find

Fqrs[ρ üp] :=
∫

Ge

ρ ψqrsep · ¨̄ud3x =
N+1

∑
i, j,k=1

∫
Ge

ρ(x)üi jk
p (t)ψi jk(x)ψqrs(x)d3x . (3.49)

The symbol F is intended to express that Fqrs[ρ üp] is a discrete local force, averaged over the element Ge. In the next

step we relate the elements Ge (e = 1, ...,ne) to the reference cube Λ = [−1, 1]3 via invertible and element-specific



38 3 Spectral-element methods

transformations Fe that we already made explicit in equations (3.30) to (3.33):

Fe : [−1,1]3 = Λ → Ge , x = Fe(ξ ) , ξ = ξ (x) = F−1
e (x) , e = 1, ...,ne , (3.50)

The action of the transformations Fe is illustrated in figure 3.5.

Fig. 3.5 Mapping of the deformed element Ge from the physical space to the reference cube Λ = [−1,1]3. Dashed lines indicate the GLL
nodal lines for different polynomial degrees.

Transforming the integral (3.49) according to the transformation (3.50) yields

Fqrs[ρ üp] =
N+1

∑
i, j,k=1

∫
Λ

ρ[x(ξ )] üi jk
p (t)ψi jk[x(ξ )]ψqrs[x(ξ )]J(ξ )d3ξ , (3.51)

where the symbol J in equation (3.51) denotes the Jacobian of Fe. It is understood that the elements are chosen such

that J > 0. For the basis functions ψi jk[x(ξ )] we choose the product of three Lagrange polynomials collocated at the

GLL points:

ψi jk[x(ξ )] = �i(ξ1)� j(ξ2)�k(ξ3) . (3.52)

The resulting expression for Fqrs[ρ üp] is then:

Fqrs[ρ üp] =
N+1

∑
i, j,k=1

∫
Λ

ρ ′(ξ )üi jk
p (t)�i(ξ1)� j(ξ2)�k(ξ3)�q(ξ1)�r(ξ2)�s(ξ3)J(ξ )d3ξ , (3.53)

with the transformed density defined by

ρ ′(ξ ) := ρ[x(ξ )] . (3.54)

Applying the GLL quadrature rule to equation (3.53) yields the following simple expression:

Fqrs[ρ üp] = wqwrws ρ ′(ξ qrs)üqrs
p J(ξ qrs) , (3.55)

where we need to evaluate the transformed density and the Jacobian at the GLL points

ξ qrs
:= (ξ q

1 ,ξ
r
2 ,ξ

s
3) . (3.56)

Equation (3.56) is the three-dimensional equivalent of equation (3.26) that specifies the mass matrix for the one-

dimensional case. The combination of GLL quadrature and Lagrange polynomials collocated at the GLL points again
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ensures that the mass matrix in three dimensions is diagonal, meaning that the evaluation of Fqrs[ρ üp] does not involve

any expansion coefficients other than uqrs
p .

We now consider the second term on the left-hand side of equation (3.46):

Fqrs[(∇ ·σ)p] :=
∫

Ge

∇(ψqrsep) : σ̄ d3x . (3.57)

Transforming to the reference cube Λ then gives

Fqrs[(∇ ·σ)p] =
3

∑
n,m=1

∫
Λ

∂ξm

∂xn

∂
∂ξm

[�q(ξ1)�r(ξ2)�s(ξ3)] σ̄ ′
np(ξ )J(ξ )d3ξ , (3.58)

where we already substituted the Lagrange polynomials for the general basis functions, as proposed in equation (3.52).

The transformed stress tensor, σ̄ ′ is defined as

σ̄ ′(ξ ) := σ̄ [x(ξ )] . (3.59)

Approximating the integral in equation (3.58) via the GLL quadrature rule, results in a rather lengthy expression:

Fqrs[(∇ ·σ)p] =
3

∑
n=1

N+1

∑
i=1

wiwrws�̇q(ξ i
1)σ irs

np J(ξ irs)
∂ξ1

∂xn
(ξ irs)+

3

∑
n=1

N+1

∑
i=1

wqwiws�̇r(ξ i
2)σqis

np J(ξ qis)
∂ξ2

∂xn
(ξ qis)

+
3

∑
n=1

N+1

∑
i=1

wqwrwi�̇s(ξ i
3)σqri

np J(ξ qri)
∂ξ3

∂xn
(ξ qri) , (3.60)

Equation (3.60) involves a sum over 9(N+1) terms which makes it computationally much more expensive than (3.55).

Repeating the above procedure for the source term f in equation (3.34) gives

Fqrs( fp) :=
∫

Ge

ψqrsep · fd3x = wqwrws f ′p(ξ
qrs)J(ξ qrs) , (3.61)

with the transformed force density

f ′p(ξ ) := fp[x(ξ )] . (3.62)

Equation (3.61) deserves special attention because its validity is not as obvious as it may initially appear. In fact,

we must recall that
∫

Ge
ψqrsep · fd3x = wqwrws f ′p(ξ

qrs)J(ξ qrs) is an approximation. Its accuracy is controlled by the

quality of the GLL quadrature that we used to evaluate the projection integral.

It remains to consider the approximate weak form of the constitutive relation as specified by equation (3.47). For the

Galerkin projection of the (mn)-component of the stress tensor σ we find

Fqrs(σmn) :=
∫

Ge

(ψqrsem · σ̄)n d3x = wqwrws σqrs
mn J(ξ qrs) . (3.63)

Projecting the (mn)-component of the right-hand side in the approximate weak constitutive relation (3.47) gives

Fqrs[(C : ∇u)mn] =
∫

Ge

(ψqrsem ·C : ∇ū)n d3x =
3

∑
a,b=1

N+1

∑
i, j,k=1

ψqrs(x)Cmnab
∂

∂xa
[ui jk

b ψi jk(x)]d3x . (3.64)

Transforming equation (3.64) and inserting the Lagrange polynomials as basis functions yields

Fqrs[(C : ∇u)mn] =
3

∑
a,b,p=1

N+1

∑
i, j,k=1

∫
Λ

ui jk
b �q(ξ1)�r(ξ2)�s(ξ3) ·C′

mnab(ξ )
∂ξp

∂xa

∂
∂ξp

[�i(ξ1)� j(ξ2)�k(ξ3)]J(ξ )d3ξ , (3.65)

with
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C′(ξ ) := C[x(ξ )] . (3.66)

Then following the usual steps, we obtain the Galerkin projection

Fqrs[(C : ∇u)mn] =wqwrws J(ξ qrs)
3

∑
a,b=1

C′
mnab(ξ

qrs) ·
N+1

∑
i=1

[
uirs

n �̇i(ξ q
1 )

∂ξ1

∂xm
+uqis

n �̇i(ξ r
2)

∂ξ2

∂xm
+uqri

n �̇i(ξ s
3)

∂ξ3

∂xm

]
. (3.67)

At this point we can assemble the discrete equations of motions:

[wqwrws ρ ′(ξ qrs)J(ξ qrs)] üqrs
p = Fqrs( fp)−Fqrs[(∇ ·σ)p] , (3.68)

[wqwrws J(ξ qrs)]σqrs
mn = Fqrs[(C : ∇u)mn] . (3.69)

The above equations are of general validity. They are useful when deformed elements are needed in order to mesh

a structural discontinuity or topography. Equation (3.69) gives the expansion coefficients σqrs
mn of σ in terms of the

expansion coefficients uqrs
n of u. The former can then be used in equation (3.68) to compute the acceleration üqrs

p . As

a result of using GLL node points together with GLL quadrature we obtain σqrs
mn and üqrs

p without inverting a large

matrix. This is, as already mentioned in chapter 3.1, one of the principal advantages of the spectral-element method.

Since the explicit computation of the mass and stiffness matrices is unnecessary in practice, we work directly with

equation (3.68) which is a local, i.e. element-wise, discrete force balance. The corresponding global force balance can

be constructed as in the one-dimensional case.

3.3 Accuracy and efficiency

The accuracy of spectral-element solutions is controlled by both the size of the elements and the degree of the Lagrange

polynomials. Decreasing the size of the elements and increasing the polynomial degree will mostly lead to higher

accuracy. Exceptions are those cases where the numerical dispersion resulting from the low-order time-discretisation

dominates over the numerical error of the spatial discretisation.

In general, the GLL quadrature is not exact even in the case of a homogeneous medium. This is because the integrands

are products of two polynomials of degree N, and GLL quadrature is exact only for polynomials of degree-(2N − 1)
and lower. This deficiency can become important when the material properties vary strongly inside an element.

To ensure that variable material properties are properly accounted for by the mesh, one may increase the polynomial

degree. However, the maximum degree is very limited by the CFL stability condition and the available computational

resources. This is because the distance between the first two GLL points decreases as O(N−2), i.e. quadratically

with increasing degree. Thus, choosing N � 8 usually results in unreasonably small step lengths. On the other hand,

by choosing N < 4 one sacrifices much of the accuracy of the spectral-element method. A compromise based on

experience, is to use polynomial degrees between 4 and 7.

Also based on experience is the rule of thumb that one should use at least 5 grid points per minimum wavelength in

order to obtain accurate solutions when the propagation distance is on the order of 10 to 50 wavelengths. It is important

keep in mind that numerical dispersion is cumulative, meaning that the numerical error grows steadily as the length

of the simulation increases. Thus, a larger number of grid points per wavelength may become necessary when the

propagation distance is significantly larger than 50 wavelengths.



Part II
The adjoint method and Fréchet kernels



Having solved the forward problem, i.e. the wave equation, it remains to exploit the wealth of waveform information

contained in seismograms for the benefit of seismic tomography.

The first step towards this goal is the physically meaningful quantification of the differences between observed wave-

forms and waveforms that have been computed for an Earth model, m. Mathematically, this waveform difference is

expressed in terms of a misfit functional, χ , that generally depends non-linearly on m. Solving the full waveform

tomographic problem means to find an optimal Earth model, mopt, such that χ(mopt) is the global minimum of χ . In

this sense, full waveform inversion is a special non-linear minimisation problem. Owing to the large number of model

parameters (thousands to tens of millions), the minimisation proceeds iteratively with the help of gradient-based algo-

rithms such as the conjugate gradient or Newton methods.

All gradient-based minimisation algorithms critically rely on the derivative of the misfit functional with respect to the

model parameters. The adjoint method (chapter 4) allows us to compute the derivative of χ with optimal efficiency:

Starting from the wave equation we can derive the adjoint wave equation, the solution of which is the adjoint wave

field. The properties of the adjoint wave field are determined by the adjoint source which is completely specified by the

misfit, χ . Correlating the regular and adjoint wave fields, yields the derivative of χ with respect to m. A generalisation

of the adjoint method allows us to compute the Hessian of χ , which is the carrier of covariance information, and which

plays a crucial role in the Newton method of non-linear minimisation.

Physical intuition is essential for the successful solution of any inverse problem. In the special case of full waveform

inversion, our intuition is mostly based on the interpretation of Fréchet or sensitivity kernels, which are the volumetric

densities of Fréchet derivatives. For isolated seismic phases such as P, S, sP, etc., Fréchet kernels are generally con-

centrated around the geometric ray path connecting source and receiver. The width of the kernels is proportional to the

frequency band width of the observed waveforms (chapter 6).



Chapter 4
The time-domain continuous adjoint method

The adjoint method is a mathematical tool that allows us to compute the gradient of an objective functional with

respect to the model parameters very efficiently. In this chapter we derive a general formulation of the adjoint method

that is independent of a particular physical problem. We introduce important concepts such as time reversal, adjoint

sources, adjoint fields and Fréchet or sensitivity kernels. We conclude this chapter with an application to the elastic

wave equation including anisotropy and attenuation.

4.1 Introduction

The derivatives of an observable with respect to the parameters of the theory used for its prediction play a fundamental

role in all physical sciences. Derivatives are indispensable in sensitivity analysis, numerous non-linear optimisation

methods and in the development of the physical intuition that is crucial for the efficient and meaningful solution of

inverse problems.

The adjoint method as a particularly efficient tool for the computation of the partial derivatives of an objective func-

tional seems to have originated in the field of control theory. In control theory one considers an observable u that is

the output of a dynamical system. The behaviour of the system depends on model parameters m that are linked to u
via a physical theory symbolised by an operator L,

L(u,m) = f , (4.1)

where f represents external forces. The goal is to choose the model parameters m as a function of the currently

observed output, such that the system operates optimally. In mathematical terms optimality means that a problem-

specific objective functional χ(m) = χ[u(m)] is minimal. A change of χ in response to a change from m to m+ε δm
is approximated by the derivative of χ with respect to m in the direction δm:

∇mχ(m)δm = lim
ε→0

1

ε
[χ(m+ ε δm)−χ(m)] . (4.2)

In many applications, including seismic tomography, the number of model parameters is large and the solution of the

forward problem L(u,m) = f is computationally expensive. This renders a finite difference approximation of (4.2) for

all possible directions δm practically impossible. This is where the adjoint method comes into play.

The adjoint state of a hyperbolic differential equation, such as the wave equation, can be found as early as 1968 in

the book by J.-L. Lions on the optimal control of systems governed by partial differential equations. It was one of

Lions students, G. Chavent, who may have been the first to use the adjoint method for the determination of distributed

parameters. His thesis, entitled Analyse Fonctionelle et Identification de Coefficients Répartis dans les Équations aux
Dérivées Partielles dates from 1971.

Probably one of the first geoscientific applications of control theory in conjunction with the adjoint method was

presented by Chavent and his co-workers Dupuy and Lemonnier (1975). In the framework of petroleum engineering

43
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they ”determined the permeability distribution by matching the history of pressure in a single-phase field, given flow

production data.” To highlight some of the basic concepts still found in modern applications, we briefly expand on

their approach: Chavent, Dupuy and Lemonnier considered a reservoir Ω with a permeable boundary ∂Ω from which

a fluid was extracted at NW production wells. The pressure p as a function of time and space was assumed to be

governed by a diffusion equation and influenced by a transmissivity coefficient b, a known storage coefficient a and

the production rate qi of the wells. The goal was to find the transmissivity of the reservoir by matching the history of

the computed pressure p at the wells to the truly observed pressure history, denoted p0. As in optimal control theory,

this was stated in the form of a minimisation problem involving an objective functional, χ(b, p0, p), that quantifies the

misfit between data, p0, and the computed pressure estimate, p, as a function of b. The minimisation of χ with respect

to b was achieved using a steepest descent method, and the direction of steepest descent was obtained via the adjoint

method. Finite differencing would have been prohibitively expensive even though the discretised transmissivity model

merely comprised 171 grid points.

Following a series of theoretical studies on the 1D seismic inverse problem (Bamberger et al., 1977, 1979), Bamberger,

Chavent and Lailly (1982) presented what is likely to be the first application of the adjoint method for seismic imaging

purposes. The Inversion of normal incidence seismograms was indeed set as an optimal control problem.

Since the mid 1980s, the adjoint method has been used in a variety of physical sciences, including meteorology (e.g.

Talagrand & Courtier, 1987), ground water modelling (e.g. Sun, 1994) and geodynamics (e.g. Bunge et al., 2003).

Examples of seismological applications of the adjoint method may be found in Tarantola (1988), Tromp et al. (2005),

Fichtner et al. (2006a,b), Sieminski et al. (2007a,b), Liu & Tromp (2008), Stich et al. (2009), Tape et al. (2009,2010)

and Fichtner et al. (2009,2010).

4.2 General formulation

We consider a physical observable u that depends on the position vector x ∈ G ⊂R
3, time t ∈ T = [t0, t1] and on model

parameters m ∈M:

u = u(m;x, t) . (4.3)

The model space M contains all admissible parameters m, and the semicolon in equation (4.3) indicates that u evolves

in space and in time, whereas the model parameters are assumed to be fixed for a given realisation of u. In seismology

u represents an elastic wave field that is linked via the wave equation, symbolically written as L(u,m) = f, to external

sources f and parameters m such as the mass density ρ and the elastic tensor C in the Earth (see section 1.2).

It is commonly not u itself, but a scalar objective functional χ(m) = χ[u(m)] that we are interested in. Objective

functionals serve two closely related purposes: First, they can represent a measurement process that translates a pure

physical entity u, such as a seismic wave, to a secondary observable, for instance the energy at a receiver position

x = xr:

χ(m) =
∫

T

∫
G

u̇2(m;x, t)δ (x−xr)dt d3x . (4.4)

Second, when observed data u0(x, t) are available, χ can be used to quantify the discrepancy between the observation

and the theoretical prediction u(m;x, t). The objective functional then plays the role of a misfit functional, that may,

for instance, quantify the L2 distance between observed and predicted seismograms at x = xr:

χ(m) =
1

2

∫
T

∫
G
[u(m;x, t)−u0(x, t)]2 δ (x−xr)dt d3x . (4.5)

While equations (4.4) and (4.5) are special cases of objective functionals, the appearance of an integral over space and

time is of surprising generality not only in seismological applications. We therefore write χ in the form

χ(m) =
∫

T

∫
G

χ1[u(m;x, t)]dt d3x = 〈χ1(m)〉 , (4.6)

where we introduced 〈 .〉 as a short notation for the integral over T ×G. The derivative ∇mχ δm of χ[u(m)] with

respect to m in a direction δm follows from the chain rule:
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∇mχ δm = ∇uχ δu = 〈∇uχ1 δu〉 (4.7)

where

δu := ∇muδm (4.8)

denotes the derivative of u with respect to m in the direction δm. The difficulty of equation (4.7) lies in the appearance

of δu which is often hard to evaluate numerically. For a first-order finite-difference approximation of ∇mχ one needs to

determine u(m+ ε δm) for each possible direction δm. This, however, becomes infeasible in the case of numerically

expensive forward problems and large model spaces. Consequently, we may not be able to compute ∇mχ unless we

manage to eliminate δu from equation (4.7). For this purpose we differentiate the theoretical relationship L(u,m) = f
with respect to m. Again invoking the chain rule for differentiation gives:

∇mLδm+∇uLδu = 0 . (4.9)

The right-hand side of equation (4.9) vanishes because the external sources f do not depend on the model parameters

m. We now multiply (4.9) by an arbitrary test function u† and then apply the integral 〈 .〉:

〈u† ·∇mLδm〉+ 〈u† ·∇uLδu〉= 0 . (4.10)

Adding equations (4.7) and (4.10) gives

∇mχ δm = 〈∇uχ1 δu〉+ 〈u† ·∇uLδu〉+ 〈u† ·∇mLδm〉 . (4.11)

We can rewrite equation (4.11) using the adjoint operators ∇uχ†
1 and ∇uL† which are defined by

〈∇uχ1 δu〉= 〈δu ·∇uχ†
1 〉 (4.12)

and

〈u† ·∇uLδu〉= 〈δu ·∇uL† u†〉 , (4.13)

for any δu and u†. We then obtain

∇mχ δm = 〈δu · (∇uχ†
1 +∇uL†u†)〉+ 〈u† ·∇mLδm〉 . (4.14)

We may now eliminate δu from equation (4.14) if we can determine a field u† to satisfy

∇uL†u† =−∇uχ†
1 . (4.15)

Equation (4.15) is referred to as the adjoint equation of (4.1), and u† and −∇uχ†
1 are the adjoint field and the ad-

joint source, respectively. When the solution u† of the adjoint equation is found, then the derivative of the objective

functional reduces to

∇mχ δm = 〈u† ·∇mLδm〉 . (4.16)

By construction, ∇mχ δm can now be computed for any differentiation direction δm without the explicit knowledge

of δu. This advantage comes at the price of having to find the adjoint operator ∇uL† and a solution of the adjoint

problem (4.15).

Equation (4.15) can be simplified when the operator L is linear in u. It then follows that L† is also linear and therefore

L†(u†) =−∇uχ†
1 . (4.17)

Fréchet kernels

Much of our physical intuition is based on the interpretation of sensitivity or Fréchet kernels which are defined as the

volumetric densities of the Fréchet derivative ∇mχ:
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Km :=
d

dV
∇mχ =

∫
T

u† ·∇mLdt . (4.18)

Using the notion of sensitivity kernels, we can recast equation (4.16) as follows:

∇mχ δm =
∫

G
Km(x)δm(x) d3x . (4.19)

The sensitivity kernels Km(x) reveal how the objective functional χ(m) is affected by model parameter changes at

position x in the Earth. It is the study of Km(x) for different types of seismic waves and different objective function-

als that allows us to design efficient inversion schemes and to interpret the results in a physically meaningful way.

A collection of sensitivity kernels for different combinations of objective functionals and Earth model parameters is

presented in chapter 6.

Translation to the discretised model space

In most applications, the model space, M, is discretised, meaning that the components, mi, of the space-continuous

model

m(x) = [m1(x,m2(x),m3(x), ...] ∈M (4.20)

are expressed as a linear combination of N < ∞ basis functions, b j(x):

mi(x) =
N

∑
j=1

μi j b j(x) . (4.21)

Commonly, the basis functions are spherical harmonics, blocks, wavelets or splines. With the representation (4.21),

the model, m, and the objective functional, χ , are fully determined by the coefficients or model parameters μi j. We

are therefore interested in the partial derivatives ∂ χ/∂ μi j. Using the definition of the classical derivative, we find

∂ χ
∂ μi j

= lim
ε→0

1

ε
[χ(...,μi j + ε, ...)−χ(...,μi j, ...)] = lim

ε→0

1

ε
[χ(...,mi + εb j, ...)−χ(...,mi, ...)] = ∇mi χ b j (4.22)

=
∫

G
Kmi(x)b j(x)d3x .

It follows from equation (4.22) that the gradient in the classical sense, ∂ χ/∂ μi j, is given by the projection of the

sensitivity kernel Kmi onto the basis function, b j.

Summary of the adjoint method

Owing to the outstanding importance of the adjoint method in the context of full waveform inversion, we briefly

summarise the key equations:

Forward problem:

L(u,m) = f .

Objective functional:
χ(m) =

∫
T

∫
G

χ1[u(m;x, t)]dt d3x = 〈χ1〉 .

Adjoint equation:
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∇uL†u† =−∇uχ†
1 .

Derivative of the objective functional:

∇mχ δm = 〈u† ·∇mLδm〉=
∫

G
Km δmd3x .

Fréchet kernel:
Km =

∫
T

u† ·∇mLδmdt .

4.3 Application to the elastic wave equation

4.3.1 Derivation of the adjoint equations

The previous development of the adjoint method provides a simple and very general recipe that can be applied to a

large class of objective functionals, χ , and physical theories, L(u,m) = f. In the context of seismic tomography we

are interested in the special case where L is the elastic wave equation and where m represents the structural properties

of the Earth.

In our development we closely follow Tarantola (1988) and Fichtner et al. (2006): The elastic wave equation, as

introduced in paragraph 1.2, is given by

ρ(x)ü(x, t)−∇ ·σ(x, t) = f(x, t) , x ∈ G ⊂ R
3 , t ∈ [t0,∞)⊂ R . (4.23)

Equation (4.23) relates the elastic displacement field u in the Earth G ⊂ R
3 to the mass density ρ , the stress tensor σ

and an external force density f. Under the assumption of a linear visco-elastic rheology, the stress tensor σ is related

to the displacement gradient ∇u via the constitutive relation

σ(x, t) =
∫ ∞

τ=t0
Ċ(x, t − τ) : ∇u(x,τ)dτ. (4.24)

Inserting equation (4.24) into equation (4.23) allows us to express the wave equation in terms of an operator L:

L(u,ρ,C) = f , (4.25)

L(u,ρ,C) = ρ(x) ü(x, t)−∇ ·
∫ t

τ=t0
Ċ(x, t − τ) : ∇u(x,τ)dτ . (4.26)

The elastic wave operator, L, is accompanied by the initial and boundary conditions

u|t≤t0 = u̇|t≤t0 = 0 , n ·σ |x∈∂G = 0 . (4.27)

To compute the derivative of an objective functional, χ , with respect to ρ and C we need to find the adjoint operator

∇uL† of ∇uL, as defined in equation (4.13):

〈u ·∇uL† u†〉= 〈u† ·∇uLu〉 . (4.28)

The explicit version of 〈u† ·∇uLu〉 is

〈u† ·∇uLu〉=
∫

T

∫
G

u† ·∇uLudt d3x=
∫

T

∫
G

ρ u† · üdt d3x−
∫

T

∫
G

u† ·
[

∇ ·
∫ t

τ=t0
Ċ(t − τ) : ∇u(τ)dτ

]
dt d3x , (4.29)
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where we have omitted all dependencies on x in the interest of clarity. Our goal is to isolate u in equation (4.29) so

that it is not differentiated. We start with the first term on the right-hand side, i.e. with

〈u† · ρü〉=
∫

T

∫
G

ρ u† · üd3xdt . (4.30)

Repeated integration by parts yields∫
T

∫
G

ρ u† · üd3xdt =
∫

T

∫
G

ρ u · ü† d3xdt +
∫

G
ρ u̇ ·u† d3x

∣∣∣∣
t=t1

−
∫

G
ρ u · u̇† d3x

∣∣∣∣
t=t1

, (4.31)

where we already used the initial conditions u|t≤t0 = u̇|t≤t0 = 0. By imposing the terminal conditions

u†|t≥t1 = u̇†|t≥t1 = 0 , (4.32)

we can obtain the first ingredient of the adjoint operator:

〈u† · ρü〉= 〈u · ρü†〉 . (4.33)

We now turn to the spatial differentiation of u. For this, we consider the expression

ϒ := 〈u† · (∇ ·σ)〉=
∫

T

∫
G

u† ·
[

∇ ·
∫ t

τ=t0
Ċ(t − τ) : ∇u(τ)dτ

]
d3xdt . (4.34)

Upon invoking the symmetries of the elastic tensor, C, we find the relation

u† · [∇ · (Ċ : ∇u)] = ∇ · (u† · Ċ : ∇u)−∇ · (u · Ċ : ∇u†)+u · [∇ · (Ċ : ∇u†)] , (4.35)

which we can use to transform equation (4.34):

ϒ =
∫

G

∫ t1

t=t0

∫ t

τ=t0
∇ · [u†(t) · Ċ(t − τ) : ∇u(τ)]dτ dt d3x

−
∫

G

∫ t1

t=t0

∫ t

τ=t0
∇ · [u(τ) · Ċ(t − τ) : ∇u†(t)]dτ dt d3x+

∫
G

∫ t1

t=t0

∫ t

τ=t0
u(τ) · [∇ · (Ċ(t − τ) : ∇u†(τ))]dτ dt d3x .

(4.36)

With the help of Gauss’ theorem and the identity∫ t

τ=t0

∫ t1

t=t0
dt dτ =

∫ t1

t=τ

∫ t1

τ=t0
dt dτ (4.37)

we write ϒ in a form that allows us to eliminate two of the contributing integrands:

ϒ =
∫

∂G

∫ t1

t=t0
u†(t) ·

[∫ t

τ=t0
Ċ(t − τ) : ∇u(τ)dτ

]
·ndt d2x

−
∫

∂G

∫ t1

τ=t0
u(τ) ·

[∫ t1

t=τ
Ċ(t − τ) : ∇u†(t)dt

]
·ndτ d2x+

∫
G

∫ t1

τ=t0
u(τ) ·

[
∇ ·
∫ t1

t=τ
Ċ(t − τ) : ∇u†(t)dt

]
dτ d3x .

(4.38)

The first term in equation (4.38) is equal to zero because the expression in square brackets is the stress tensor σ , and

σ ·n = 0 on ∂G as a consequence of the free surface boundary condition. Since u† is so far only constrained by the

terminal conditions (4.32) we are free to impose a boundary condition that forces the second term to zero:

n ·σ†|x∈∂G = 0 , (4.39)
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with the adjoint stress tensor σ† defined by

σ†(t) =
∫ t1

τ=t
Ċ(τ − t) : ∇u†(τ)dτ . (4.40)

The third integrand in equation (4.38) is already of the form that we require. It thus remains to assemble the complete

adjoint ∇uL†: Combining equations (4.29), (4.33) and equations (4.38) to (4.40) yields

〈u ·∇uL†u†〉= 〈u · ρü†〉−ϒ = 〈u · (ρ ü† −∇ ·σ†)〉 . (4.41)

It follows that the adjoint operator ∇uL† is given by

∇uL†u† = ρ ü† −∇ ·σ† . (4.42)

Thus, to compute the derivative of the objective functional, ∇mχ , one needs to solve the adjoint equation

ρü† −∇ ·σ† =−∇uχ†
1 , (4.43)

subject to the terminal and boundary conditions

u†|t≥t1 = u̇†|t≥t1 = 0 , n ·σ†|x∈∂G = 0 . (4.44)

In non-dissipative media the elastic wave operator L is self-adjoint, meaning that L = L†. Since the adjoint equation

(4.43) is still of the wave equation type, it can be solved numerically using the same methods as for the solution of the

regular wave equation.

The obvious numerical difficulty in solving the adjoint equation is the occurrence of the terminal conditions (4.44)

that require that the adjoint field be zero at time t = t1 when the observation ends. In practice, this condition can only

be met by solving the adjoint equation backwards in time, that is by reversing the time axis from t0 → t1 to t1 → t0.

The terminal conditions then act as zero initial conditions, at least in the numerical simulation.

Time reversal appears in numerous applications including reverse time migration (e.g. Baysal et al., 1983) and the time

reversal imaging of seismic sources (e.g. Larmat et al., 2006). Most of these are closely related to the adjoint method.

The adjoint sources are fully specified by the objective functional, that may be used, for instance, to measure the

misfit between observed and synthetic seismograms. In this context the adjoint method is often classified as a back
projection technique where the waveform residuals are propagated backwards in time towards the location from where

they originated. The adjoint operator is sometimes referred to as back projection operator.

Equation (4.40) reveals that the adjoint stress tensor σ† at time t depends on future strain from t to t1. This results in

a growth of elastic energy when the wave field propagates in the regular time direction from t0 to t1. In reversed time,

however, the elastic energy decays, so that numerical instabilities do not occur (e.g. Tarantola, 1988).

In our analysis we did not consider perturbations in the topography of the Earth’s internal discontinuities. For a

derivation of Fréchet kernels with respect to topographical variations the reader is referred to Liu & Tromp (2008).

4.4 First derivatives with respect to selected structural parameters

The most general expression for the derivative of an objective functional χ(m) in the direction δm is given by equation

(4.16) that we repeat here for convenience:

∇mχ δm = 〈u† ·∇mLδm〉 . (4.45)

Substituting the wave operator defined in equation (4.26) yields the explicit formula

∇mχ δm =
∫

T

∫
G

u†(t) ·
[

δρ ü−∇ ·
∫ t

τ=t0
δ Ċ(t − τ) : ∇u(τ)dτ

]
dt d3x , (4.46)
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with δm = (δρ,δC). Again, we omitted spatial dependencies in the interest of readability. Integrating by parts pro-

vides a more symmetric and more useful version of equation (4.46):

∇mχ δm =−
∫

T

∫
G

δρ u̇†(t) · u̇(t)dt d3x+
∫

T

∫
G

[∫ t

τ=t0
∇u†(t) : δ Ċ(t − τ) : ∇u(τ)dτ

]
dt d3x . (4.47)

The Fréchet kernels associated with (4.47) are

Kρ =−
∫

T
u̇†(t) · u̇(t)dt , (4.48)

and

KC(τ) =
∫

T
∇u†(t)⊗∇u(t + τ)dt , (4.49)

where ⊗ denotes the tensor or dyadic product. Both kernels are non-zero only within the primary influence zone where

the regular and adjoint wave fields interact at some time between t0 and t1. The primary influence zone, illustrated in

figure 4.1, is the region where a model perturbation, δm, causes the regular wave field, u, to generate a first-order or

single scattered wave that affects the measurement at the receiver. A perturbation located outside the primary influence

zone has no first-order effect on the measurement.

Fig. 4.1 Illustration of the primary influence zone where the regular wave field, u, interacts with the adjoint wave field, u†. Numbers are
used to mark the regular and adjoint wavefronts at successive points in time. As time goes on, the regular wave field propagates away from
the source while the adjoint wave field collapses into the receiver. In numerical simulations the adjoint equations are solved backwards in
time in order to satisfy the terminal conditions. On the reverse time axis, the adjoint field propagates away from the receiver, starting at
the final observation time. The primary influence zone marks the region where a model perturbation, δm, generates a first-order scattered
wave field that affects the measurement at the receiver. Perturbations located outside the primary influence zone have no first-order effect
on the measurement.

For most seismic phases, the primary influence zone is a roughly cigar-shaped region connecting the source and the

receiver. Its precise geometry depends on many factors including the frequency content, the length of the considered

time window, the type of measurement and the reference Earth model, m. Specific examples for common seismic

phases and measurements can be found in chapter 6.

In what follows we derive the Fréchet kernels for several widely used rheologies, i.e. for special choices of C(t).
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4.4.1 Perfectly elastic and isotropic medium

The defining property of a perfectly elastic medium is that present stresses do not depend on past deformation. This is

expressed mathematically by a time-dependence of C and δC that has the form of a unit-step function:

C(x, t) = C(x)H(t) , δC(x, t) = δC(x)H(t) . (4.50)

Upon inserting (4.50) into equation (4.47) we obtain a simplified expression for ∇mχ:

∇mχ δm =−
∫

T

∫
G

δρ u̇†(t) · u̇(t)dt d3x+
∫

T

∫
G

∇u†(t) : δC : ∇u(t)dt d3x . (4.51)

In an isotropic medium the components of C are given by (e.g. Aki & Richards, 2002)

Ci jkl = λδi jδkl +μδikδ jl +μδilδ jk . (4.52)

The symbols λ and μ denote the Lamé parameters. It follows that the complete derivative of χ is composed of three

terms:

∇mχ δm = ∇ρ χ δρ +∇λ χ δλ +∇μ χ δ μ , (4.53)

with

∇ρ χ δρ =−
∫

T

∫
G

δρ u̇† · u̇dt d3x , (4.54a)

∇λ χ δλ =
∫

T

∫
G

δλ (∇ ·u)(∇ ·u†)dt d3x , (4.54b)

∇μ χδ μ =
∫

T

∫
G

δ μ [(∇u†) : (∇u)+(∇u†) : (∇u)T ]dt d3x . (4.54c)

We obtain the corresponding sensitivity kernels by simply dropping the spatial integration:

K0
ρ =−

∫
T

u̇† · u̇dt , (4.55a)

K0
λ =

∫
T
(∇ ·u)(∇ ·u†)dt , (4.55b)

K0
μ =

∫
T
[(∇u†) : (∇u)+(∇u†) : (∇u)T ]dt . (4.55c)

The superscript 0 symbolises that the Fréchet kernels correspond to the fundamental parameterisation m = (ρ,λ ,μ).
Equations (4.55a) to (4.55c) confirm the intuitive expectation that K0

λ vanishes for pure shear waves, while both shear

and compressional waves contribute to K0
μ . Depending on personal preference and numerical convenience, one may

rewrite some of the above equations in terms of the regular strain tensor ε = 1
2 [(∇u)+ (∇u)T ] and the adjoint strain

tensor ε† = 1
2 [(∇u†)+(∇u†)T ]. For this we can use the relations

(∇ ·u)(∇ ·u†) = (trε)(trε†) , (4.56)

and

(∇u†) : (∇u)+(∇u†) : (∇u)T = 2ε† : ε . (4.57)

Based on equations (4.55a) to (4.55c) we easily derive formulas for the Fréchet kernels with respect to other parame-

ters, such as the bulk modulus, κ = λ +2μ/3, the S wave speed, vS =
√

μ/ρ or the P wave speed, vP =
√

(λ +2μ)/ρ .

Defining ρ,κ and μ as independent parameters, we find the following set of kernels:

Kρ = K0
ρ , Kκ = K0

λ , Kμ = K0
μ − 2

3
K0

λ . (4.58)
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With ρ,vP and vS as independent parameters we have

Kρ = K0
ρ +(v2

P
−2v2

S
)K0

λ + v2
S

K0
μ , KvS

= 2ρvS K0
μ −4ρvS K0

λ , KvP
= 2ρvP K0

λ . (4.59)

4.4.2 Perfectly elastic medium with radial anisotropy

Anisotropy is the dependence of the elastic tensor on the orientation of the coordinate system. Its most direct seis-

mological expressions are the splitting of shear waves and the dependence of seismic velocities on the propagation

and polarisation directions. Polarisation anisotropy is particularly pronounced in the Earth’s uppermost mantle, and

it leads to the readily observable Love-Rayleigh discrepancy: The propagation speeds of Love and Rayleigh waves

travelling in the same direction can rarely be explained with an isotropic model. Pure polarisation anisotropy occurs

in elastic media with radial symmetry axis that are fully described by 5 independent elastic tensor components. They

can be summarised in two 3×3 matrices (e.g. Babuska & Cara, 1991):⎛⎝Crrrr Crrφφ Crrθθ
Cφφrr Cφφφφ Cφφθθ
Cθθrr Cθθφφ Cθθθθ

⎞⎠=

⎛⎝λ +2μ λ + c λ + c
λ + c λ +2μ +a λ +a
λ + c λ +a λ +2μ +a

⎞⎠ (4.60a)

⎛⎝Cφθφθ Cφθrθ Cφθrφ
Crθφθ Crθrθ Crθrφ
Crφφθ Crφrθ Crφrφ

⎞⎠=

⎛⎝μ 0 0

0 μ +b 0

0 0 μ +b

⎞⎠ (4.60b)

All components of C that do not appear in equation (4.60) are equal to zero. Many of the examples given in the

following chapters will be based on this type of anisotropy. For a = b = c = 0 we retrieve the elastic tensor of an

isotropic medium. In homogeneous media we can give intuitive interpretations of λ , μ , a, b and c: The velocity of a

horizontally propagating plane S wave is

vSV =

√
μ +b

ρ
or vSH =

√
μ
ρ

(4.61)

depending on whether it is vertically (vSV) or horizontally (vSH) polarised. For vertically and horizontally propagating

P waves we find the propagation speeds vPV and vPH, given by

vPV =

√
λ +2μ

ρ
and vPH =

√
λ +2μ +a

ρ
, (4.62)

respectively. The parameter c can only be determined from P waves that do not travel in exactly radial or horizontal

directions. It is commonly absorbed in a new parameter, η , defined by (e.g. Dziewonski & Anderson, 1981)

η :=
λ + c
λ +a

. (4.63)

After some tedious but straightforward algebraic manipulations we find the following set of Fréchet kernels with

respect to ρ,λ ,μ,a,b and c:
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K0
ρ =−

∫
T

u̇† · u̇dt , (4.64a)

K0
λ =

∫
T
(tr ε†)(tr ε)dt , (4.64b)

K0
μ = 2

∫
T

ε† : ε dt , (4.64c)

K0
a =

∫
T
(ε†

φφ + ε†
θθ )(εφφ + εθθ )dt , (4.64d)

K0
b = 4

∫
T
(ε†

rθ εrθ + ε†
rφ εrφ )dt , (4.64e)

K0
c =

∫
T
[ε†

rr(εφφ + εθθ )+ εrr(ε†
φφ + ε†

θθ )]dt . (4.64f)

Fréchet kernels for the seismologically more relevant parameters vSV,vSH,vPV,vPH and η can now be expressed as linear

combinations of the kernels in equations (4.64a) to (4.64f):

Kρ = K0
ρ + v2

SH
K0

μ +(v2
PV
−2v2

SH
)K0

λ +(v2
PH
− v2

PV
)K0

a

+(v2
SV
− v2

SH
)K0

b +[2(1−η)v2
SH
+ηv2

PH
− v2

PV
]K0

c

= K0
ρ +ρ−1(μ K0

μ +λ K0
λ +aK0

a +bK0
b + cK0

c ) , (4.65a)

KvSH
= 2ρvSH[K0

μ −2K0
λ −K0

b +2(1−η)K0
c ] , (4.65b)

KvSV
= 2ρvSVK0

b , (4.65c)

KvPH
= 2ρvPH(K0

a +η K0
c ) , (4.65d)

KvPV
= 2ρvPV(K0

λ −K0
a −K0

c ) , (4.65e)

Kη = ρ (v2
PH
−2v2

SH
)K0

c = (λ +a)K0
c . (4.65f)

Equations (4.65a) to (4.65f) can be simplified in the case of an isotropic reference medium where vSH = vSV = vS,

vPH = vPV = vP and η = 1:

Kρ = K0
ρ + v2

S
K0

μ +(v2
P
−2v2

S
)K0

λ , (4.66a)

KvSH
= 2ρvS(K0

μ −2K0
λ −K0

b ) , (4.66b)

KvSV
= 2ρvSK0

b , (4.66c)

KvPH
= 2ρvP(K0

a +K0
c ) , (4.66d)

KvPV
= 2ρvP(K0

λ −K0
a −K0

c ) , (4.66e)

Kη = ρ (v2
P
−2v2

S
)K0

c . (4.66f)

The comparison of equations (4.59) and (4.66a) to (4.66f) yields two interesting relations between the Fréchet kernels

for vPV,vPH,vSV,vSH,vP and vS in the case of an isotropic background medium:

KvP
= KvPH

+KvPV
, (4.67)

KvS
= KvSH

+KvSV
. (4.68)

Depending on the data used, the kernels KvP
and KvS

can be small, in the sense that the data are hardly affected by

changes in vP or vS. The above relations, however, imply that nearly vanishing Fréchet kernels with respect to vP and

vS may in fact be composed of significantly non-zero Fréchet kernels with respect to vPV,vPH,vSV and vSH. Certain P and

S wave sensitivities can become alive when the model is allowed to be anisotropic. An example of this phenomenon

was found by Dziewonski & Anderson (1981) who noted that the P wave sensitivity of fundamental mode Rayleigh

waves with periods around 120 s is restricted to the uppermost 100 km. Sensitivities with respect to the PH and PV

wave speeds, however, are large down to 400 km depth but opposite in sign.





Chapter 5
Misfit functionals and adjoint sources

The early developments of full waveform inversion for two-dimensional acoustic problems (e.g. Tarantola, 1984; Gau-

thier et al., 1986) were almost immediately followed by the recognition that the choice of a suitable misfit functional

is crucial for a successful application to real data. In one of the first large-scale full waveform inversions, Crase et al.

(1990) proposed a series of robust misfit measures that are comparatively insensitive to seismic noise. Their study was

extended by Brossier et al. (2010). The L2 distance between observed and synthetic seismograms is efficient for the

detection of sharp material contrasts, but the recovery of long-wavelength Earth structure requires misfit functionals

that explicitly extract phase information. In their pioneering work, Luo & Schuster (1991) therefore proposed to mea-

sure the cross-correlation time shift between observed and synthetic waveforms (section 5.3). This idea was extended

by van Leeuwen & Mulder (2010). An alternative approach based on the measurement of time-frequency misfits was

proposed by Fichtner et al. (2008). Closely related is the quantification of waveform differences based on the instan-

taneous phase and envelope (Bozdağ & Trampert, 2010).

In the following sections we present a selection of misfit functionals and derive the corresponding adjoint sources. This

is intended to offer both physical insight and concrete solutions. Colourful examples for the resulting Fréchet kernels

are shown in section 6. To avoid clutter, we consider measurements made at a single station. The generalisation to

measurements at multiple stations is straightforward.

As a preparatory step, we introduce the concept of the adjoint Greens function, that will play a key role in our subse-

quent developments. The adjoint Greens function, g†
i (ξ ,τ;x, t), is defined as the solution of the adjoint equation (4.17)

with a source that acts in i-direction at the position x = ξ and at time t = τ:

L†[g†
i (ξ ,τ;x, t)] := ei δ (x−ξ )δ (t − τ) . (5.1)

The symbol ei denotes the unit vector in i-direction. The importance of the definition (5.1) is related to the fact that

we can express the adjoint field, u†, corresponding to an arbitrary adjoint source, f†(x, t) = ∑3
j=1 e j f †

j (x, t), in terms

of g†
i (ξ ,τ;x, t). To see this, we multiply equation (5.1) by f †

i (ξ ,τ) and sum over i from 1 to 3:

3

∑
i=1

f †
i (ξ ,τ)L†[g†

i (ξ ,τ;x, t)] = f†(ξ ,τ)δ (x−ξ )δ (t − τ) . (5.2)

The adjoint wave operator, L†, is linear and it does not involve derivatives with respect to ξ and τ . We can therefore

rewrite (5.2) in the form

L†

[
3

∑
i=1

f †
i (ξ ,τ)g†

i (ξ ,τ;x, t)

]
= f†(ξ ,τ)δ (x−ξ )δ (t − τ) . (5.3)

Integrating equation (5.4) over time, τ , and space, ξ , yields

L†

[
3

∑
i=1

∫
T

∫
G

f †
i (ξ ,τ)g†

i (ξ ,τ;x, t)dτ d3ξ

]
= f†(x, t) . (5.4)
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This implies that the adjoint field

u†(x, t) =
3

∑
i=1

∫
T

∫
G

f †
i (ξ ,τ)g†

i (ξ ,τ;x, t)dτ d3ξ (5.5)

is the solution of the adjoint equation (4.17) with the adjoint source f†(x, t). Equation (5.5) is the representation
theorem for adjoint fields. We are now set for the study of specific misfit functionals and their adjoint sources.

5.1 Derivative of the pure wave field and the adjoint Greens function

The adjoint method can be used as a tool to linearise the forward problem. For this we let χ be the i-component of the

elastic displacement field, u, measured at the receiver position x = xr and at time t = tr:

χ(m) = ui(m;xr, tr) . (5.6)

To derive the adjoint source corresponding to the objective functional defined in equation (5.6), we write χ in integral

form, as proposed in equation (4.6):

χ(m) = 〈χ1(m)〉=
∫
T

∫
G

χ1(m)dt d3x =
∫
T

∫
G

ei ·u(m;x, t)δ (x−xr)δ (t − tr)dt d3x . (5.7)

The symbol ei denotes the unit vector in i-direction. It follows from equation (5.7) that the integrand, χ1, is given by

χ1(m) = ei ·u(m;x, t)δ (x−xr)δ (t − tr) , (5.8)

Applying the recipe from equation (4.15) to the above expression for χ1, yields the adjoint source, f†, that corresponds

to the objective functional χ(m) = ui(m;xr, tr):

f†(x, t) =−∇uχ1 =−ei δ (x−xr)δ (t − tr) . (5.9)

The adjoint source, f†, is point-localised in both space and time. It acts at the receiver position, xr, and at the observation

time, tr. The direction of the adjoint source is opposite to the direction in which the observation was made. Substituting

(5.9) into (4.17) yields the adjoint equation

L†(u†) =−ei δ (x−xr)δ (t − tr) . (5.10)

The comparison of (5.10) with the definition (5.1) implies that the adjoint field, u†, is equal to the negative adjoint

Greens function:

u†(x, t) =−g†
i (x

r, tr;x, t) . (5.11)

For the derivative of χ we then find

∇mχ δm = ∇mui(xr, tr)δm =−〈g†
i (x

r, tr) ·∇mLδm〉 . (5.12)

In the special case of a homogeneous and unbounded 3D medium, the adjoint Greens function consists of spherical

waves with infinitesimally short wavelength (e.g. Aki & Richards, 2002). This scenario is shown schematically in

figure (5.1). The sensitivity kernels are products of the regular wave field, u, and the adjoint Greens function g†
i . They

are non-zero only within the primary influence zone where the adjoint field and the regular field overlap at a given

time between t0 and tr. The width of the primary influence zone is proportional to the wavelength of the regular wave

u, and it tends to zero as the wavelength of u decreases.
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Fig. 5.1 Illustration of a sensitivity kernel that arises from the interaction of the regular wave field u emanating from the source (�) and
the negative adjoint Greens function, u† −g†

i , that propagates from the receiver (•) towards the source. The kernel is non-zero only in the
dark shaded region where the regular and adjoint fields overlap.

5.2 L2 waveform difference

The misfit functional classically used in full waveform inversion (e.g. Bamberger et al., 1982; Tarantola, 1984; Igel et

al., 1996) is the L2 distance between the observed seismogram, u0, and the synthetic seismogram, u, at the receiver

position xr:

χ(m) =
1

2

∫
T

[u0(xr, t)−u(m;xr, t)]2 dt . (5.13)

In the hypothetical case where χ is equal to zero, the data are explained perfectly by the Earth model. The integrand

χ1 corresponding to χ is

χ1(m) =
1

2
[u0(xr, t)−u(m;xr, t)]2 δ (x−xr) . (5.14)

Invoking the recipe from equation (4.15) yields the adjoint source that corresponds to the misfit functional defined in

(5.13):

f†(x, t) =−∇uχ1 = [u(m;x, t)−u0(xr, t)]δ (x−xr) . (5.15)

The adjoint source is again point-localised at the receiver position, and its time evolution is determined by the residual

time series u(t)−u0(t). The common expression that the adjoint method consists in propagating the residuals back in
time largely results from equation (5.15).

While intuitively plausible, the L2 distance can be problematic in practice. It is, first of all, not robust, meaning that

outliers in the data can become dominant. Second, the numerical value of χ as defined in (5.13) is controlled by

the large-amplitude waveforms. This means that the invaluable information contained, for instance, in the time shifts

of low-amplitude P waves, is almost entirely lost. The L2 distance furthermore emphasises the non-linearity that is

already inherent in the forward problem. This results in multiple local minima of the misfit functional, which is a

very disadvantageous property in the context of gradient-based misfit minimisation algorithms. The existence of local

minima is closely related to the incapability of the L2 distance to detect the long-wavelength structure of the Earth. To

retrieve long-wavelength features, one must adopt a multi-scale approach, where the inversion starts with the longest

possible periods that are then successively decreased (e.g. Dessa et al., 2004; Bleibinhaus et al., 2007). A possible

alternative and complement is the combination of full waveform inversion based on the L2 distance with classical
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traveltime ray tomography (e.g. Pratt & Goulty, 1991; Zhou et al., 1995; Korenaga et al., 1997; Dessa & Pascal. 2003).

Following the recognition that the L2 distance depends very non-linearly on long-wavelength structure, various ob-

jective functionals have been designed that explicitly extract traveltime information. These are the subjects of the

following paragraphs.

5.3 Cross-correlation time shifts

Despite the inherent problems of the L2 waveform distance, it remains desirable to extract as much information as

possible from the difference between observed and synthetic seismograms. A milestone towards this goal was Luo &

Schuster’s (1991) realisation that phase information needs to be included explicitly in the objective functional. Sep-

arating the phases of seismic waveforms from their amplitudes is required to overcome the excessive non-linearity

introduced by the L2 waveform difference as defined in (5.13). Luo & Schuster’s method is based on the estimation

of delay times by cross-correlating data and numerically computed synthetics – a technique reminiscent of ideas ex-

pressed earlier by Dziewonski et al. (1972), Lerner-Lam & Jordan (1983) or Cara & Lévêque (1987) in the context

of surface wave analysis. The cross-correlation approach was further formalised by Gee & Jordan (1992) and then

directly applied to data by Zhou et al. (1995) and Chen et al. (2007). It was also used for the computation of finite-

frequency delay time kernels (Dahlen et al., 2000; Tromp et al., 2005; Liu & Tromp, 2008; Sieminski et al., 2007a,b).

In our development we closely follow the concept introduced by Luo & Schuster (1991). We consider the i-component

of an observed waveform, u0
i (x

r, t), and the corresponding synthetic, ui(m;xr, t), at a receiver position xr. It is implic-

itly assumed that a specific waveform, such as the direct P or S wave, has been isolated from both the observed and

synthetic seismograms. The cross-correlation time shift T is defined as the time where the cross-correlation function

C (u0
i ,ui)(τ) :=

∫
T

u0
i (x

r, t)ui(m;xr, t + τ)dt (5.16)

attains its global maximum. We therefore have T > 0 when the synthetic waveform arrives later than the observed

waveform, and T < 0 when the synthetic waveform arrives earlier than the observed waveform. It is assumed that

both synthetic and observed waveforms have been properly filtered and isolated. The misfit functional that we now

wish to minimise, is

χ(m) =
1

2
T 2(m) . (5.17)

This is the misfit commonly used in traveltime tomography. The definition (5.16) does not provide an explicit expres-

sion for T . We therefore need to derive a connective function that links ui and u0
i to the secondary observable T . For

this, we note that C (u0
i ,ui)(τ) attains a maximum for τ = T , and it therefore satisfies the necessary condition

0 =
d

d τ
C (u0

i ,ui)(τ)|τ=T =
∫
T

u0
i (x

r, t)u̇i(m;xr, t +T )dt =−
∫
T

u̇0
i (x

r, t −T )ui(m;xr, t)dt . (5.18)

Equation (5.18) defines T implicitly, at least when there is only one maximum. That T corresponds indeed to the

global maximum of the correlation function and not to one of several local extrema needs to be ensured by the careful

observer. Invoking the implicit function differentiation yields the derivative of χ:

∇mχ δm = T ∇mT (m)δm =
T
∫

T u̇0
i (x

r, t −T )∇mui(m;xr, t)δmdt∫
T ü0

i (xr, t −T )ui(m,xr, t)dt
. (5.19)

Under the assumption that u0
i and ui are purely time-shifted and not otherwise distorted with respect to each other, we

have u0
i (x

r, t −T ) = ui(m;xr, t), and equation (5.19) reduces to

∇mχ δm =− T

||u̇i||22

∫
T

u̇i(m;xr, t)∇mui(m;xr, t)δmdt , (5.20)
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with

||u̇i||22 =
∫
T

u̇2
i (m;xr, t)dt . (5.21)

For the term ∇mui(m;xr, t)δm in equation (5.20) we substitute the result from equation (5.12):

∇mχ δm =
T

||u̇i||22

∫
T

u̇i(m;xr, t)〈g†
i (x

r, t) ·∇mLδm〉dt

=
T

||u̇i||22

∫
T

∫
T

∫
G

u̇i(m;xr, t)g†
i (x

r, t;x,τ) ·∇mLδmdτ dt d3x . (5.22)

Defining the adjoint field

u†(x,τ) :=
T

||u̇i||22

∫
T

u̇i(m;xr, t)g†
i (x

r, t;x,τ)dt , (5.23)

allows us to write the derivative of χ in its canonical form (4.16):

∇mχ δm =
∫
T

∫
G

u†(x, t) ·∇mLδmdt d3x . (5.24)

Equation (5.23) has the form of the representation theorem (5.5), where the adjoint wave field, u†, is expressed in

terms of an integral over the adjoint source times the adjoint Greens function. It therefore follows that the adjoint

source corresponding to χ is given by

f†(x, t) =
T ei

||u̇i||22
u̇i(m;xr, t)δ (x−xr) , (5.25)

with ei denoting the unit vector in the observation direction. As a result of the point-wise measurement, the adjoint

source is space-localised at the receiver position. Its time evolution is determined by the synthetic displacement veloc-

ity. The factor ||u̇i||−2
2 effectively normalises the sensitivity kernels. This ensures that their amplitude does not depend

on the amplitude of the regular wave field.

The geometry of the kernels is quasi-independent of the data because the adjoint source does not contain the data,

except for the factor T . This quasi-independence rests, of course, on the assumption that the observed and synthetic

waveforms are sufficiently similar to allow for the replacement of u0
i (x

r, t −T ) by ui(m;xr, t), which then led to

equation (5.20). Teleseismic body waveforms often reveal the necessary similarity between observation and synthetic,

so that measurements of cross-correlation time shifts are physically meaningful. Depending on the magnitude of the

events, it may become necessary to account for the source time function, using, for instance, a matched-filter approach

(e.g. Sigloch & Nolet, 2006). In the case of surface waves, a sufficient waveform similarity is usually not present. It

can, however, be enforced by rigorous band-pass filtering (e.g. Gee & Jordan, 1992).

Several recent applications of cross-correlation time shifts (e.g. Sigloch et al., 2008; Tape et al., 2010) were based

on measurements in multiple frequency bands. This strategy increases the amount of useful information substantially,

thus leading to higher spatial resolution of tomographic images.





Chapter 6
Fréchet kernel gallery

Following several chapters replete with purely theoretical developments, we now delve into the description of concrete

Fréchet kernels for several seismologically relevant combinations of measurements and Earth model parameters. This

is, first of all, intended to advance the intuition necessary for the meaningful solution of any tomographic problem.

Throughout this chapter we will be concerned with measurements of cross-correlation time shifts, T . This choice is

motivated by the simplicity of the corresponding adjoint sources and the similarity with other time- and amplitude-

like measurements that are based, for instance, on time-frequency representations (Fichtner et al., 2008) or generalised

seismological data functionals (Gee & Jordan, 1992). Furthermore, we restrict our attention to single-station measure-

ments. The Fréchet kernels for multi-station measurements are simply the superposition of the individual kernels.

For the exemplary kernel calculations presented in the following paragraphs, we use a spectral-element method (Ficht-

ner et al., 2009, section that solves the elastic wave equation in a spherical section. The Earth model is the isotropic ver-

sion of PREM (Dziewonski & Anderson, 1981). For simplicity we will refer to Fréchet kernels from cross-correlation

measurements as traveltime kernels, and to Fréchet kernels from L2 amplitude measurements as amplitude kernels.

Following a brief description of the computational setup, we study the anatomy of traveltime and amplitude kernels

with respect to vP and vS for a variety of body wave phases. Section 6.2 is devoted to the sensitivity of surface waves

to both isotropic and anisotropic perturbations.

6.1 Body waves

The 3D sensitivity distributions of body waves with a finite frequency content have been analysed extensively during

the past two decades. In a series of pioneering studies, Yomogida (1992), Dahlen et al. (2000) and Dahlen & Baig

(2002) used the ray approximation for the computation of body wave Fréchet kernels in laterally homogeneous media.

For an iterative waveform inversion, kernels need to be computed also in 3D heterogeneous media, which requires

the use of fully numerical methods. Numerous examples of body wave sensitivity kernels computed with the help

of finite-difference and spectral-element modelling can be found in Zhao et al. (2005), Liu & Tromp (2006), Liu &

Tromp (2008) or Sieminski et al. (2007b).

For our study of body wave sensitivities we consider a geometric setup where several body wave phases are easily

observable. The synthetic source is located at 400 km depth beneath western Turkey. It radiates elastic waves recorded

in western Spain at an epicentral distance of 25.23◦. The surface projection of the ray path for this source-receiver

pair and the P wave radiation pattern are shown in figure 6.1. The corresponding three-component synthetic velocity

seismograms in figure 6.2 exhibit various prominent body wave phases, including the direct P and S waves, as well as

the surface-reflected phases sP and sS. The dominant period is 15 s.

Cross-correlation time shifts or variants thereof, are one of the most widely used measurement of finite-frequency

waveform misfit (e.g. Luo & Schuster, 1991; Sigloch & Nolet, 2006; Nolet, 2008). This popularity results from the

robustness of the measurement and its quasi-linear relation to Earth structure that facilitates the solution of the tomo-

graphic inverse problem.
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Fig. 6.1 Source-receiver geometry for a deep source beneath western Turkey and a receiver located in western Spain. The epicentral
distance is 25.23◦. The P wave radiation pattern is plotted to the right.

Fig. 6.2 Synthetic velocity seismograms for the source-
receiver geometry shown in figure 6.1. The most prominent
phases, P, S, sP and sS, are indicated. The dominant period
is 15 s.

The critical component of cross-correlations is the isolation of a clearly identifiable waveform that has its own identity.

Examples include direct P and S waves or multiply-reflected body waves that do not interfere with other phases. So far,

the isolation of one specific waveform has been implicit in most of our developments. Figure 6.3 therefore illustrates

in detail the construction of the adjoint source corresponding to the cross-correlation time shift measurement on the

vertical component of the direct P wave displacement. The complete vertical-component displacement seismogram,

uz(t), is shown in figure 6.3a. It contains, besides the direct P wave, a clearly distinguishable sP phase. To construct the

adjoint source time function, the P wave is isolated from the velocity seismogram, u̇z(t), using a standard cosine taper,

W (t). The windowing produces the waveform, W (t)u̇z(t), shown in figure 6.3c, which is then scaled by the inverse

squared norm of the tapered velocity seismogram, ||Wu̇z||−2. In the final step, W (t)u̇z(t) ||Wu̇z||−2 is reversed in time

to produce the adjoint source time function (figure 6.3e) that can be used in numerical calculations of Fréchet kernels,

where the adjoint equation is solved backwards in time.

Cross-sections through the resulting P wave speed Fréchet kernel, KvP
, are presented in figure 6.4. The large spatial

extension of the kernel is in contrast to kernels from infinite-frequency ray theory where all sensitivity is concentrated

along the ray. To emphasise this difference, Fréchet kernels corresponding to waveforms with a finite frequency content

are commonly referred to as finite-frequency kernels. The kernel from figure 6.4 is the prime example of a sensitivity

distribution that contradicts our intuition that is largely founded on the visualisation of seismic waves by rays. Along

the geometric ray path, indicated by a dashed curve connecting source and receiver, the sensitivity is exactly equal to

zero, as noted already by Yomogida (1992). It is strongest in the outer parts of the first Fresnel zone. The negative

sign is expected because increasing vP should lead to earlier-arriving P waves and a reduction in the cross-correlation

time shift, as defined in equation (5.16). Marquering et al. (1999) jokingly described the shape of the sensitivity kernel

as resembling a hollow banana parallel to the ray and a doughnut perpendicular to the ray. The expression banana-
doughnut kernel has since then diffused into the seismological literature very efficiently. As a result of the doughnut

hole, an anomaly concentrated in the outer part of the first Fresnel zone can give rise to a larger time shift than one

located directly on the ray. This result was verified by Hung et al. (2000) with the help of numerical wave propagation.

Hung et al. (2000) also noted that a zero time shift for perturbations along the ray path would not be present if it were

measured by hand-picking the onset of the arrivals. In a cross-correlation measurement, however, the complete wave-

form contributes to the time shift T . The cross-correlation time shift can thus be identically zero while the difference
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Fig. 6.3 Illustration of the different steps that lead to the
construction of the adjoint source time function for a cross-
correlation time shift measurement on the 15 s P waveform. a)
The complete vertical-component displacement seismogram,
uz(t), contains clear P, sP and surface waves. b) The velocity
seismogram, u̇z(t), is required for the computation of the ad-
joint source time function. The location of the window func-
tion, W (t), used to isolate the P waveform in the next step,
is marked by the gray shaded area. c) The isolated P wave-
form, W (t)u̇z(t), results from the application of a window func-
tion, W (t), to the velocity seismogram. d) Isolated P waveform
scaled by the inverse squared norm of itself, ||Wu̇z||−2. e) Ad-
joint source time function, i.e. the time-reversed version of d).

between the P wave onset times is not. A particularly perplexing feature are the weak positive sensitivities within the

second Fresnel zone. They can lead to an advance of the synthetic waveform despite the presence of a negative P wave

speed anomaly.

Another notable feature in figure 6.4 is the asymmetry of the kernel relative to the geometric ray path. It is most

pronounced in the slice at 20◦E perpendicular to the ray plane. The asymmetry results from the asymmetric radiation

pattern of the forward P wave. Regions of weak sensitivity correspond to nodal planes in the radiation pattern.

A similar asymmetry is only very weakly developed in the vicinity of the receiver where the shape of the kernel is

dominated by the characteristics of the adjoint wave field. The adjoint source is a vertical single point force that gen-

erates a more isotropic radiation pattern that causes the kernel to be nearly symmetric with respect to the geometric

ray.

In our next example we consider the prominent S wave arriving on the E-W component around 530 s. For the construc-

tion of the adjoint source time function we proceed as in the case of the direct P wave, the only difference being the

location of the time window, W (t), around the E-W-component S waveform. The resulting Fréchet kernel with respect

to the S wave speed, KvS
, is shown in figure 6.5. Its general anatomy is similar to the P wave kernel. Only the width of

the kernel is reduced. This is due to both the radiation pattern and the shorter wavelength of S waves compared to the

wavelength of P waves at the same period.

The variations of this theme are numerous and replete of interesting physics. Particularly noteworthy cases are those

where an observed waveform results from P-to-S or S-to-P conversions at material interfaces. The vertical-component

sP phase from figure 6.2, for instance, correponds to an S wave that propagates from the source to the surface where it

partly converts to a P wave that travels towards the receiver.

The two branches of sP are clearly visible in the Fréchet kernels with respect to the P wave speed, KvP
, and with respect

to the S wave speed, KvS
. P wave speed sensitivity concentrates along the ray path that connects the surface reflection

point to the receiver. Along the path segment where sP propagates in the form of an S wave, i.e. between the source

and the surface reflection point, P wave speed sensitivity is small. S wave speed sensitivity, KvS
, is complimentary to
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Fig. 6.4 Traveltime kernel, KvP
, corresponding to a 15 s P wave from figure 6.2. The dashed curve marks the geometric ray path. Top:

Vertical slice through the ray plane connecting source and receiver. Sensitivity is exactly zero along the ray path. Bottom: Vertical slices
perpendicular to the ray plane at 0◦, 10◦E and 20◦E. Owing to its characteristic shape, the traveltime kernel is often referred to as banana-
doughnut kernel.

Fig. 6.5 Cross-section through the traveltime Fréchet kernel, KvS
,

that corresponds to the E-W-component S wave with a dominant
period of 15 s, as shown in figure 6.2

P wave speed sensitivity, KvP
. It is large between the source and the surface reflection point but nearly zero along the

P wave segment of the path.

Highly oscillatory sensitivity near the source and the receiver is clearly visible especially in the P wave speed kernel,

KvP
. This is because the finite-frequency sP wave is spatially not as isolated as an infinite-frequency sP wave in the

ray-theoretical framework. S-to-P scattered waves from the near-source region, for instance, can arrive within the sP

time window, and thus affect the cross-correlation measurement. From a practical point of view, highly oscillatory

sensitivity is hardly relevant in the solution of a tomographic problem. The projection of the Fréchet kernels onto the

basis functions (see chapter 4 and equation 4.22) usually eliminates most of the strong oscillations and emphasises the

longer wavelength structure of the kernels.

In our next example for cross-correlation measurements on body waves, we consider the prominent sS arrival on the

E-W component. The corresponding Fréchet kernel, shown in figure 6.7, reveals a complex pattern of positive and

negative sensitivity that is not as obviously associated with the geometric ray path as the kernels for P, S and sP. Yet,

the large sensitivity near the reflection point indicates the implication of the surface in the generation of the sS phase.

All of the examples studied so far, illustrate the delicate relationship between infinite-frequency ray theory and

finite-frequency kernels. Despite its limited range of validity, ray theory is an indispensable aid in the interpreta-

tion of Fréchet kernels for measurements on isolated seismic phases. Regions of non-zero sensitivity mostly follow
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Fig. 6.6 Cross-sections through traveltime Fréchet kernels for the
vertical-component sP waveform with a dominant period of 15 s,
as shown in figure 6.2. Top: Sensitivity with respect to the P wave
speed, vP, (KvP

) is concentrated along the P branch of the ray path.
Bottom: S wave speed sensitivity (KvS

) is restricted to a region
around the s branch of the ray path that represents the S wave prop-
agating from the source to the reflection point at the surface. Highly
oscillatory sensitivity appears near the receiver, but is hardly rele-
vant from a practical point of view.

Fig. 6.7 Cross-section through the traveltime Fréchet kernel, KvS
,

for the 15 s sS wave observed on the E-W-component in figure 6.2.

the infinite-frequency ray path. However, the fine structure of the kernels is strongly affected by the frequency content,

the source radiation pattern, interference effect and the shape of the window function used to isolate a waveform.

As demonstrated by Dahlen et al. (2000), finite-frequency traveltime kernels collapse into infinitely thin rays as the

dominant period, Td , tends to zero. Figure 6.8 illustrates this trend. It shows traveltime kernels for the direct P wave

with dominant periods of Td ∼ 7 s (top) and Td ∼ 25 s (bottom). The width of the first Fresnel zone is proportional to√
Td which explains why the 25 s kernel is nearly twice as wide as the 7 s kernel.

6.2 Surface waves

Following the analysis of body wave Fréchet kernels, we focus on the surface wave part of longer-period seismograms.

The finite-frequency sensitivity of surface waves has been studied extensively in recent years. Friederich (1999) cal-

culated 3D Fréchet kernels in radially symmetric Earth models for both body and surface waves within a normal mode

framework, and applied his method to the imaging of S velocity structure in the East Asian upper mantle (Friederich,

2003). Also based on normal mode theory, Zhou et al. (2004) derived Fréchet kernels for multi-taper measurements on

fundamental-mode surface waves. The kernels were then used to compute a global surface wave tomographic model

(Zhou et al., 2005). An extension to higher-mode surface waves can be found in Zhou (2009). Working with the poten-

tial representation of surface waves, Yoshizawa & Kennett (2005) were able to derive surface wave kernels for laterally

variable media, thus highlighting the importance of using the proper kernels in order to account for the heterogeneity
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Fig. 6.8 Illustration of the frequency-dependence of P wave speed
Fréchet kernels, KvP

, for cross-correlation measurements. Top: The
dominant period is 7 s, which results in a comparatively slim ker-
nel. Bottom: For a dominant period of 25 s the kernel extends far
from the geometric ray path and the doughnut hole is particularly
pronounced.

in the real Earth. A further improvement was made by Sieminski et al. (2007b) who computed surface wave sensitivity

with respect to anisotropic parameters using global spectral-element simulations.

The setup of our numerical modelling is the same as in the previous section (see figure 6.1), the only difference being

that the source is shallow (50 km depth) so that strong fundamental-mode surface waves are excited. Figure 6.9 dis-

plays the three-component displacement velocity recorded at an epicentral distance of 25.23◦. The dominant period is

50 s. Rayleigh waveforms are clearly visible on both the E-W and vertical components. The Love wave is restricted to

the N-S component because the propagation is strictly in E-W direction.

Fig. 6.9 Synthetic surface wave trains with a dominant period of 50 s. The source-receiver geometry is the same as in figure 6.1, but the
source depth is only 50 km, so that strong fundamental-mode surface waves are excited. The dashed vertical lines indicate the boundaries
of the tapers used to isolate waveforms for the computation of Fréchet kernels.

6.2.1 Isotropic Earth models

To compute the sensitivity of the surface wave trains with respect to perturbations in isotropic Earth structure, we

isolate the Love and Rayleigh waves using a cosine taper, the boundaries of which are displayed in the form of vertical
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dashed lines in figure 6.9. The tapered waveforms mostly consist of fundamental-mode surface waves, but we do not

make any special effort to eliminate higher modes using, for instance, multi-taper techniques (e.g. Zhou et al., 2004).

Fig. 6.10 Traveltime sensitivity kernel with respect to the S wave speed, vS, for the 50 s Love wave from figure 6.9. Left: Horizontal slice
at 50 km depth. Right: Vertical slice at 10◦E longitude.

Figure 6.10 shows horizontal and vertical cross sections through the S wave speed traveltime kernel, KvS
, correspond-

ing to the isolated Love waveform in figure 6.9. Sensitivity extends in a bent cigar-shaped region (or banana-shaped,

depending on personal preference) from the source to the receiver, and it is restricted to the uppermost 200 km of

the Earth model. The kernel exhibits the typical alternating positive and negative sensitivity bands that are separated

by zero-sensitivity surfaces where first-order scattering has no effect on the cross-correlation measurement. The char-

acteristic doughnut hole found in the body wave traveltime kernels (e.g. figures 6.4 and 6.5) is not present in the

surface wave kernels. This is due to the 2D propagation nature of surface waves (e.g. Zhou et al., 2004). The side band

structure of the kernels is most affected by the details of the measurement process, such as the width and slope of the

taper used to isolate the waveform. However, within the first Fresnel zone the kernels are rather independent of the

measurement details.

Fig. 6.11 Traveltime sensitivity kernel with respect to the S wave speed, vS, for the 50 s vertical-component Rayleigh wave from figure
6.9. Left: Horizontal slice at 50 km depth. Right: Vertical slice at 10◦E longitude.

The S wave speed sensitivity of the vertical-component Rayleigh wave is shown in figure 6.11. The anatomy of the

kernel parallel to the propagation direction is similar to KvS
for the Love wave (figure 6.10). However, the sensitivity

drops to exactly zero near the surface (see also figure 6.13). This is in accordance with analytically derived one-

dimensional sensitivity distributions for plane waves (e.g. Takeuchi & Saito, 1972).

As can be seen in figure 6.12, the vertical-component Rayleigh wave is weakly sensitive to the P wave speed, vP,

within the crustal part of the model, that is, above 50 km depth. Love waves, in contrast, exhibit no P wave sensitivity

whatsoever. It is therefore reasonable to restrict a surface wave tomography to the S wave structure of the Earth.

The sensitivity distributions of surface waves exhibit a characteristic frequency dependence: The depth extent of the

kernels increases with increasing dominant period. This effect is visualised in figure 6.13, which shows vertical profiles

through the vS kernels for Rayleigh waves at periods of 50 s, 100 s and 200 s. A 50 s Rayleigh wave is most sensitive
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Fig. 6.12 Traveltime sensitivity kernel with respect to the P wave speed, vP, for the 50 s vertical-component Rayleigh wave from figure
6.9. Left: Horizontal slice at 50 km depth. Right: Vertical slice at 10◦E longitude.

to structure around 40 km depth, but is practically unaffected by vS perturbations below 200 km. The 200 s kernel, in

contrast, extends to more than 500 km depth, with maximum sensitivity near 200 km. It is important to note that the

sharp drop in sensitivity with increasing depth is due to the dominance of the fundamental-mode surface waves within

the analysis time window. The depth dependence of Fréchet kernels for higher-mode surface waves is generally more

complex (e.g. Takeuchi & Saito, 1972; Zhou, 2009).

Fig. 6.13 Vertical profiles through the vS kernels for
Rayleigh waves at periods of 50 s (solid), 100 s (dashed)
and 200 s (dash-dotted). The profiles are located in the cen-
tre of the first Fresnel zone at 10◦E longitude. To allow for
easier comparison, the profiles for 100 s and 200 s are am-
plified by factors of 3 and 8, respectively. The vertical dou-
ble line indicates the location of the Moho at around 40 km
depth.

6.2.2 Radial anisotropy

With the help of equations (4.66) we can calculate the sensitivity of the surface wave trains with respect to anisotropic

perturbations, for instance in vSH and vSV.

As expected, the vertical-component Rayleigh wave is primarily sensitive to vSV, which is the propagation speed of a

vertically polarised plane shear wave (figure 6.11). Visually, KvSV
and KvS

from figure 6.11 are hardly distinguishable.

From equation (4.68) we know that the difference KvS
−KvSV

is equal to KvSH
; and indeed, KvSH

as displayed in the lower

part of figure 6.11 is barely visible. The small non-zero contributions to KvSH
are mostly the result of Love-Rayleigh

coupling (Sieminski et al., 2007a). A Love wave leaving the source is scattered off a δvSH perturbation and partly

converted into a vertically polarised shear wave that arrives within the Rayleigh wave window.

In the case of Love waves we observe a similar phenomenon (figure 6.15): The sensitivity with respect to vSH is largest

because Love waves are horizontally polarised. From a visual comparison of KvSH
and KvS

from figure 6.10 we find

that KvSV
= KvS

−KvSH
should be small, which is confirmed by the slices shown in the upper part of figure 6.15. The

vSV kernel suggests that Rayleigh-Love coupling occurs in the vicinity of the source and the receiver, but it is highly

inefficient along the ray path.
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Fig. 6.14 Traveltime sensitivity kernels for the vertical-component Rayleigh wave from figure 6.9. Top: Sensitivity with respect to the SV
wave speed, vSV. Bottom: Sensitivity with respect to the SH wave speed, vSH.

Fig. 6.15 Traveltime sensitivity kernels for the Love wave from figure 6.9. Top: Sensitivity with respect to the SV wave speed, vSV. Bottom:
Sensitivity with respect to the SH wave speed, vSH.





Appendix A
Mathematical background for the spectral-element method

This appendix gives a brief introduction to the mathematical foundations of the spectral-element method. It is far from

being exhaustive but sufficient for most practical purposes. For more complete treatments the reader is referred to

Quarteroni et al. (2000), Karniadakis & Sherwin (2005), Pozrikidis (2005) or Allaire (2007).

A.1 Orthogonal polynomials

We consider a family of polynomials, pn, defined on the interval [a,b] ⊂ R, and where pn is of degree n ≥ 0. The

polynomials are said to be orthogonal when any of their mutual projections satisfies the condition

b∫
a

w(x)pn(x)pm(x)dx = Anδnm . (A.1)

The symbol w(x) denotes a positive weighting function, and An is a normalisation constant. Each integration weight

together with particular integration limits uniquely determines a family of orthogonal polynomials. The two families

that are most relevant in the context of the spectral-element method are the Legendre polynomials and the Lobatto
polynomials.

Legendre polynomials, denoted by Ln(x), are orthogonal with respect to the flat integration weight w(x) = 1 and the

integration interval [−1,1]. In symbols:
1∫

−1

Ln(x)Lm(x)dx = Anδnm . (A.2)

The Legendre polynomials are explicitly given by

Ln(x) =
1

2nn!

dn

dxn (x
2 −1)n , (A.3)

and they can be shown to satisfy the Legendre differential equation

d
dx

[(x2 −1)
d
dx

Ln(x)] = n(n+1)Ln(x) . (A.4)

Lobatto polynomials, Lon(x), are defined in terms of the Legendre polynomials:

Lon(x) :=
d
dx

Ln+1(x) . (A.5)

71
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Thus, the Lobatto polynomials satisfy the differential equation

d
dx

[(x2 −1)Lon−1(x)] = n(n+1)Ln(x) . (A.6)

The Lobatto polynomials are the family that is orthogonal with respect to the integration weight w(x) = (1− x2) and

the integration interval [−1,1]:
1∫

−1

(1− x2)Lon(x)Lom(x)dx = Anδnm . (A.7)

In the following sections we will see that the roots of the Lobatto polynomials play an important role in polynomial

interpolation and numerical quadrature.

A.2 Function interpolation

A.2.1 Interpolating polynomial

Finite-element methods in general and the spectral-element method in particular use interpolating functions for the

representation of continuous functions that are known exactly only on a finite set of collocation points or grid points.

The properties of a finite-element method depend strongly on the interpolation scheme.

Let f (x) be a function that is known at N+1 data points xi, where i= 1,2, ...,N+1. We want to interpolate the function

at an arbitrary point x ∈ [x1,xN+1]. For this, we replace f (x) by an interpolating function g(x) that satisfies the N +1

interpolation or matching conditions
g(xi) = f (xi) , (A.8)

for i = 1,2, ...,N +1. The properties of the interpolating function are chosen in accordance with the requirements of a

particular application. The most straightforward choice of an interpolating function g(x) is the polynomial of degree

N,

PN(x) = a1xN +a2xN−1 + ...+aNx+aN+1 . (A.9)

Applying the interpolation condition (A.8) to the representation of the Nth degree polynomial (A.9) gives a set of

N +1 linear equations for the polynomial coefficients a1,a2, ...,aN+1:⎛⎜⎜⎜⎜⎝
1 1 ... 1 1

x1 x2 ... xN xN+1

... ... ... ... ...

xN−1
1 xN−1

2 ... xN−1
N xN−1

N+1

xN
1 xN

2 ... xN
N xN

N+1

⎞⎟⎟⎟⎟⎠
T

·

⎛⎜⎜⎜⎜⎝
aN+1

aN
...
a2

a1

⎞⎟⎟⎟⎟⎠=

⎛⎜⎜⎜⎜⎝
f (x1)
f (x2)
...

f (xN)
f (xN+1) ,

⎞⎟⎟⎟⎟⎠ (A.10)

where the symbol T indicates matrix transposition. The (N + 1)× (N + 1) matrix on the left-hand side of equation

(A.10) is the Vandermonde matrix, denoted by V . Computing the solution of the system (A.10) via Cramer’s rule we

find

ai =
detVi

detV
. (A.11)

The symbol Vi denotes the Vandermonde matrix where the ith row has been replaced by the right-hand side of equation

(A.10). By induction one can show that the Vandermonde determinant is explicitly given by

detV =
N

∏
i=1

N

∏
j=i+1

(xi − x j) . (A.12)
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Thus, when the collocation points xi are mutually distinct, the Vandermonde matrix is nonsingular, and the interpola-

tion problem is well posed.

When the Vandermonde determinant is small, small variations in the right-hand side of equation (A.10) will result in

large changes of the polynomial coefficients ai and in large changes of the interpolated values between the collocation

points. This implies that numerical errors, e.g. discretisation errors, will have a smaller effect when the Vandermonde

determinant is large. The collocation points that maximise the Vandermonde matrix are called Fekete points (see

section A.2.4).

A.2.2 Lagrange interpolation

Lagrange interpolation allows us to find an interpolating polynomial without explicitly computing the coefficients of

the monomials in equation (A.9). For this we introduce the family of Nth degree Lagrange polynomials

�
(N)
i (x) :=

N+1

∏
k=1,k 
=i

x− xk

xi − xk
, i = 1,2, ...,N +1 . (A.13)

The Lagrange polynomials satisfy the cardinal interpolation property

�
(N)
i (x j) = δi j . (A.14)

With the definition (A.13), the interpolating polynomial, PN(x), takes the form

PN(x) =
N+1

∑
i=1

f (xi)�
(N)
i (x) . (A.15)

The Lagrange interpolation is, by construction, exact when f (x) is a polynomial of degree ≤ N. Choosing, as a special

case, f (x) = (x−a)m, where a is a constant and m = 0,1, ...,N, gives

(x−a)m =
N+1

∑
i=1

(xi −a)m�
(N)
i (x) . (A.16)

For m = 0 we obtain the first Cauchy relation

1 =
N+1

∑
i=1

�
(N)
i (x) , (A.17)

and for a = x the second Cauchy relation

0 =
N+1

∑
i=1

(xi − x)m�
(N)
i (x) . (A.18)

The Cauchy relations (A.17) and (A.18) will play an important role in the following paragraphs. As an alternative to

the definition (A.13), we can represent the Lagrange polynomials in term of the generating polynomial

ΦN+1(x) :=
N+1

∏
i=1

(x− xi) = (x− x1)(x− x2) · ... · (x− xN+1) . (A.19)

Differentiating (A.19) and substituting the result into (A.13), gives the identity

�
(N)
i (x) =

1

(x− xi)

ΦN+1(x)
Φ̇N+1(xi)

. (A.20)
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The dot in equation (A.19) denotes a differentiation with respect to the independent variable x. Equation (A.20) can

be used to derive expressions for the derivatives of the Lagrange polynomials, �̇
(N)
i , at the collocation points x j:

�̇
(N)
i (x j) =

⎧⎨⎩
1

(x j−xi)

Φ̇N+1(x j)

Φ̇N+1(xi)
if xi 
= x j

Φ̈N+1(xi)

2Φ̇N+1(xi)
if xi = x j .

(A.21)

For our discussion of interpolation errors and Fekete points we will need a representation of the Lagrange polynomials

in terms of the Vandermonde matrix. For this, we set a = 0 in equation (A.16) and obtain a set of N +1 equations −
one for each m = 0,1, ...,N: ⎛⎜⎜⎜⎜⎝

1 1 ... 1 1

x1 x2 ... xN xN+1

... ... ... ... ...

xN−1
1 xN−1

2 ... xN−1
N xN−1

N+1

xN
1 xN

2 ... xN
N xN

N+1

⎞⎟⎟⎟⎟⎠ ·

⎛⎜⎜⎜⎜⎜⎝
�
(N)
1 (x)
�
(N)
2 (x)
...

�
(N)
N (x)

�
(N)
N+1(x)

⎞⎟⎟⎟⎟⎟⎠=

⎛⎜⎜⎜⎜⎝
1

x
...

xN−1

xN .

⎞⎟⎟⎟⎟⎠ (A.22)

Applying Cramer’s rule to the linear system (A.22) gives explicit expressions for the Lagrange polynomials:

�
(N)
i (x) =

detV (xi = x)
detV

. (A.23)

Having introduced the basic concepts of polynomial interpolation, we will now consider suitable choices of the collo-

cation points xi.

A.2.3 Lobatto interpolation

In section (A.2.1) we already mentioned that it is desirable to use Fekete points as collocation points for polynomial

interpolation. To systematically derive Fekete points, we first have to introduce Lobatto interpolation as a special case

of Lagrange interpolation.

Without loss of generality, we restrict our attention to the interval [−1,1]. For a given set of collocation points xi, with

i = 1,2, ...,N + 1, the Lagrange polynomials satisfy the cardinal interpolation property �
(N)
i (x j) = δi j. In addition to

this mandatory condition we shall now require that the collocation point distribution is such that the N − 1 optional

conditions

�̇
(N)
i (xi) = 0 , (A.24)

are satisfied for i = 2,3, ...,N, i.e. for the internal nodes. Property (A.24) ensures that the Lagrange polynomial �
(N)
i (x)

reaches a local maximum value of 1 at the internal collocation point xi. Interestingly, this additional requirement

uniquely specifies the internal node points as the roots of the Lobatto polynomial LoN−1(x).
To prove this statement, we first note that condition (A.24) together with equation (A.21) implies that the second

derivative of the generating polynomial, ΦN+1(x) vanishes at the node points xi, with i = 2,3, ...,N:

Φ̈N+1(xi) = 0 , (A.25)

Since Φ̈(x) is a polynomial of degree N −1 that vanishes at the internal node points, just as ΦN+1(x) itself, we must

have

Φ̈N+1(x) = c
ΦN+1(x)

(x−1)(x+1)
=−c

ΦN+1(x)
(1− x2)

, (A.26)

where c is a constant. Equation (A.26) holds because a polynomial is uniquely determined by its zeros. The coefficient

of the highest-power monomial xN+1 of ΦN+1 is equal to 1. This implies c = N(N +1), and therefore



A.2 Function interpolation 75

(1− x2)Φ̈N+1(x)+N(N +1)ΦN+1(x) = 0 . (A.27)

The generating polynomial satisfies the differential equation (A.27). From equations (A.4) and (A.5) we infer that the

solution of (A.27) is

ΦN+1(x) = a(x2 −1) L̇N(x) = a(x2 −1)LoN−1(x) , (A.28)

where a is a normalisation constant. Thus, the collocation points that satisfy the optional condition (A.24) are the roots

of the completed Lobatto polynomial
Loc

N−1(x) := (1− x2)LoN−1(x) . (A.29)

They are commonly referred to as Gauss-Lobatto-Legendre points (GLL points). Figure A.1 shows the Lagrange

polynomials of degree 3 to 6 with the GLL points as collocation points.

Fig. A.1 The Lagrange polynomials of degree 3 to 6. The collocation points, indicated by vertical lines, are the Gauss-Lobatto-Legendre
(GLL) points.

Using the GLL points for polynomial interpolation has an important consequence: The absolute values of the corre-

sponding Lagrange polynomials are smaller or equal to 1; in symbols:

|�(N)
i (x)| ≤ 1 , x ∈ [−1,1] . (A.30)

This property is interesting in the context of Runge’s phenomenon. Runge’s phenomenon, illustrated in figure A.2,

consist in the over-shooting of high-order interpolants near the edges of the interpolation interval when equidistant

collocation points are used. This undesirable effect can be avoided with Lobatto interpolation. The possibility to

suppress Runge’s phenomenon is essential for the use of high-order interpolation in the spectral-element method.

To prove relation (A.30) we consider the 2N-degree polynomial

Q2N(x) := [�
(N)
1 (x)]2 +[�

(N)
2 (x)]2 + ...+[�

(N)
N+1(x)]

2 −1 . (A.31)

The cardinal interpolation property ensures that

Q2N(xi) = 0 , i = 1,2, ...,N +1 . (A.32)
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Fig. A.2 Illustration of Runge’s phenomenon. Runge’s function, f (x) = (1+ax)−1 with a = 3 is plotted as solid curve and the interpolants
as dashed curves. The interpolation of Runge’s function with equidistant collocation points (left) leads to a strong over-shooting of the
interpolant near the edges of the interval [−1,1]. This undesirable effect can be suppressed by choosing the GLL points as collocation
points (right).

Evaluating the derivative of Q2N(x) at the internal collocation points, gives

Q̇2N(x j) = 2
N+1

∑
i=1

�̇
(N)
i (x j)�

(N)
i (x j) , (A.33)

and in the light of the optional condition (A.24)

Q̇2N(x j) = 0 , j = 2,3, ...,N . (A.34)

Equations (A.32) and (A.34) imply that the internal collocation points are double roots of Q2N(x). We can therefore

express Q2N(x) in terms of the generating polynomial, ΦN+1(x) as follows:

Q2N(x) = d
Φ2

N+1(x)
(x+1)(x−1)

=−d
Φ2

N+1(x)
(1− x2)

, (A.35)

where d is a constant. Substituting (A.28) into (A.35) yields

Q2N(x) =−b(1− x2)Lo2
N−1(x) , (A.36)

with a new constant b. To determine b, we evaluate Q̇2N at the collocation point x = 1 with the help of equation A.21:

Q̇2N(1) = 2�̇
(N)
N+1(1) =

Φ̈N+1(1)

Φ̇N(1)
. (A.37)

Again substituting a(x2 −1)LoN−1(x) for ΦN+1(x), gives

Q̇2N(1) =
∂ 2

x [(x
2 −1)LoN−1(x)]

∂x[(x2 −1)LoN−1(x)]

∣∣∣∣
x=1

. (A.38)

The differential equation (A.6) satisfied by the Legendre and Lobatto polynomials, allows us to simplify (A.38):

Q̇2N(1) =
LoN−1(1)

LN(1)
. (A.39)

The Legendre polynomials are normalised such that LN(1) = 1, and for the Lobatto polynomials evaluated at x = 1 we

infer from (A.6)

N(N +1)LN(1) = N(N +1) = 2xLoN−1(x)|x=1 +(x2 −1)∂xLoN−1(x)|x=1 = 2LoN−1(1) . (A.40)

Thus, we have
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Q̇2N(1) =
1

2
N(N +1) . (A.41)

Directly differentiating (A.36) yields

Q̇2N(1) = 2bLo2
N−1(1) =

1

2
bN2(N +1)2 , (A.42)

and therefore

b =
1

N(N +1)
. (A.43)

Combining (A.36) and (A.43) gives the final expression of Q2N(x) in terms of the generating polynomial:

Q2N(x) =− 1− x2

N(N +1)
Lo2

N−1(x) . (A.44)

Equation (A.44) implies Q2N(x)≤ 0 and therefore

N+1

∑
i=1

[�
(N)
i (x)]2 ≤ 1 . (A.45)

Thus, the relation |�(N)
i (x)| ≤ 1 holds for each individual �

(N)
i (x).

A.2.4 Fekete points

Fekete points are the collocation points that maximise the Vandermonde determinant (see section A.2.1). Taking

the Fekete points as collocation points ensures that small variations of the f (xi) − due for example to numerical

inaccuracies or measurement errors − result in the smallest possible variations of the interpolated values between

the grid points. In this paragraph we demonstrate that the GLL points are the Fekete points of the Vandermonde

determinant. The grid points x1 =−1 and xN+1 = 1 are assumed fixed.

The argument is very simple: Inside the interval [−1,1] the Lagrange polynomials are smaller than or equal to 1

(relation A.30), provided that the internal collocation points are the zeros of LoN−1(x). The cardinal interpolation

property ensures that �
(N)
i (xi) = 1. Therefore, the Lagrange polynomial �

(N)
i (x), with i between 2 and N −1, reaches a

local maximum at x = xi. Thus, we have �̇
(N)
i (xi) = 0. (This is just the optional condition (A.24).) Using the expression

of the Lagrange polynomials in terms of the Vandermonde determinant (equation A.23), yields

d
dx

�
(N)
i (x)|x=xi =

d
dx

det V (xi = x)
det V

∣∣∣∣
x=xi

=
1

det V
d

dxi
det V = 0 , (A.46)

for i = 2,3, ...,N −1, and therefore
d

dxi
V = 0 , i = 2,3, ...,N −1 . (A.47)

Since the internal collocation points are local maxima, we also have

0 >
d2

dx2
�
(N)
i (x)|x=xi =

d2

dx2

det V (xi = x)
det V

∣∣∣∣
x=xi

=
1

det V
d2

dx2
i

det V , (A.48)

for i = 2,3, ...,N −1, and
d2

dx2
i

det V < 0 , i = 2,3, ...,N −1 . (A.49)



78 A Mathematical background for the spectral-element method

Relations (A.47) and (A.49) imply that the zeros of LoN−1(x) are indeed the Fekete points. The maximum of the

Vandermonde matrix is global, but a proof of this statement is clearly beyond the scope of this brief overview (see

Szegö, 1975).

A.2.5 Interpolation error

We consider the max norm of the interpolation error e(x):

||e(x)||∞ := max
x∈[a,b]

| f (x)−PN( f ,x)| . (A.50)

In equation (A.50) the dependence of the interpolating polynomial PN on the function f (x) is made explicit through the

notation PN = PN( f ,x). Of all Nth-degree polynomials approximating the function f (x), there is an optimal polynomial

Popt
N ( f ,x) such that ||e(x)||∞ is minimal. This minimal value of ||e(x)||∞ is the minimax error, denoted by εN . The

optimal polynomial Popt
N ( f ,x) is not necessarily an interpolating polynomial. The max norm ||e(x)||∞ is related to the

minimax error εN through the relation

||e(x)||∞ = ||PN( f ,x)− f (x)||∞ = ||PN( f ,x)−Popt
N ( f ,x)+Popt

N ( f ,x)− f (x)||∞
≤ ||PN( f ,x)−Popt

N ( f ,x)||∞ + ||Popt
N ( f ,x)− f (x)||∞ = ||PN( f ,x)−Popt

N ( f ,x)||∞ + εN . (A.51)

The first summand can be transformed as follows:

||PN( f ,x)−Popt
N ( f ,x)||∞ = ||PN( f ,x)−PN(P

opt
N ,x)||∞ ≤ ||PN ||∞|| f (x)−Popt

N ( f ,x)||∞ = ||PN ||∞εN . (A.52)

In equation (A.52) PN is interpreted as an operator that acts on the function f (x), and ||PN ||∞ is the operator norm of

PN . For a fixed set of collocation points, PN is linear in f (x) because the polynomial coefficients are linear functions

of the data values f (xi). Combining (A.51) and (A.52) gives

||e(x)||∞ ≤ (1+ ||PN ||∞)εN . (A.53)

The max norm of the interpolation operator, ||PN ||∞, can be expressed in terms of the Lagrange polynomials:

||PN ||∞ = sup
f

||PN( f ,x)||∞
|| f (x)||∞ = sup

f

||∑N+1
i=1 f (xi)�

(N)
i (x)||∞

|| f (x)||∞

= sup
f

maxx∈[a,b] |∑N+1
i=1 f (xi)�

(N)
i (x)|

maxx∈[a,b] | f (x)|
≤ max

x∈[a,b]

∣∣∣∣∣N+1

∑
i=1

�
(N)
i (x)

∣∣∣∣∣≤ max
x∈[a,b]

N+1

∑
i=1

|�(N)
i (x)| . (A.54)

The function

LN(x) :=
N+1

∑
i=1

|�(N)
i (x)| , (A.55)

is the Lebesque function and its max norm, denoted by ΛN , is the Lebesque constant. Using this terminology, equation

(A.53) can be transformed to

||e(x)||∞ ≤ (1+ΛN)εN . (A.56)

Relation (A.56) reveals that there are two separate contributions to the interpolation error: (1) The minimax error εN
depends only on the smoothness of the function f (x). Smooth functions produce smaller minimax errors than rough

functions. We will not further consider the influence of εN because we have no freedom of choice concerning the

function that we need to interpolate. (2) The Lebesque constant, ΛN , depends only on the locations of the collocation

points. It is desirable to choose the collocation points such that ΛN is minimised.

The dependence of the Lebesque constant on the polynomial order has received much attention in the literature. (See
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Hesthaven (1998) for a summary of important results.) When the collocation points are equidistant, the associated

Lebesque constant, Λ equi
N , can be shown to exhibit the asymptotic behaviour

Λ equi
N ∼ 2N

N log N
. (A.57)

This renders high-order polynomial interpolation with equidistant nodes practically useless. That the Lebesque con-

stant can not be made arbitrarily small is the content of Erdös’ theorem. It states that

ΛN >
2

π
log(N +1)− c , (A.58)

where c is a positive constant. This holds for any set of collocation points. A nearly logarithmic growth of ΛN can be

achieved when the roots of the Chebyshev polynomials are used as collocation points. For the GLL points we infer

from equation (A.30) that (
Λ GLL

N
)2

=

(
N+1

∑
i=1

|�(N)
i (x)|

)2

≤
N+1

∑
i=1

|�(N)
i (x)|2 ≤ N +1 , (A.59)

and therefore

Λ GLL
N ≤√

N +1 . (A.60)

The estimate (A.60) seems to be too pessimistic in practice. Based on numerical experiments, Hesthaven (1998)

conjectures that Λ GLL
N is bounded as

Λ GLL
N ≤ 2

π
log(N +1)+0.685 . (A.61)

Thus, the Lebesque constant associated with the GLL points is nearly optimal.

A.3 Numerical integration

The following paragraphs are concerned with the derivation of numerical quadrature formulas that are used in the

context of the spectral-element method. The general strategy is to replace the function that we wish to integrate, f (x),
by an interpolating polynomial and to solve the resulting integral analytically.

A.3.1 Exact numerical integration and the Gauss quadrature

Consider the weighted integral of a degree-(2N +1) polynomial Q2N+1

b∫
a

w(x)Q2N+1(x)dx , (A.62)

where w(x) is a positive weighting function. We can write Q2N+1 as the sum of a degree-N polynomial PN(x) that

interpolates Q2N+1 at the collocation points x1,x2, ...,xN+1 and another polynomial of degree 2N +1:

Q2N+1(x) = PN(x)+RN(x)(x− x1)(x− x2) · ... · (x− xN+1) . (A.63)

The polynomial RN(x) is of degree N. We are interested in the integration error, ε , incurred by replacing the degree-

(2N +1) polynomial Q2N+1 by the degree-N polynomial PN(x):
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ε =

b∫
a

w(x)Q2N+1(x)dx−
b∫

a

w(x)PN(x)dx =
b∫

a

w(x)RN(t)(x− x1)(x− x2) · ... · (x− xN+1)dx . (A.64)

The integration error is equal to zero when the N+1 collocation points xi are the roots of the degree-(N+1) orthogonal

polynomial pN+1(x) that corresponds to the integration weight w(x). To prove this assertion, we note that pN+1(x) is

proportional to (x− x1)(x− x2) · ... · (x− xN+1) when each xi is a root of pN+1(x). Therefore, we have

(x− x1)(x− x2) · ... · (x− xN+1) = c pN+1(x) , (A.65)

where c is a constant. The degree-N polynomial RN(x) can be expressed through the orthogonal polynomials up to

degree N:

RN(x) =
N

∑
i=1

ci pi(x) . (A.66)

The numbers ci, with i = 1,2, ...,N, are the expansion coefficients. Combining equations (A.64) to (A.66) and using

the orthogonality of the polynomials pi(x), yields

ε =
N

∑
i=1

c
b∫

a

ci pi(x)pN+1(x)dx = 0 . (A.67)

Thus, we can integrate a degree-(2N + 1) polynomial exactly with only N + 1 collocation points, given that the col-

location points are the roots of the degree-(N + 1) orthogonal polynomial that corresponds to the integration weight

w(x).
In the case where f (x) is any function, not necessarily a polynomial, we can construct working formulas that approx-

imate the integral. For this, we replace f (x) by its interpolating polynomial

PN(x) =
N+1

∑
i=1

f (xi)�
(N)
i (x) , (A.68)

and introduce this approximation into the weighted integral,

b∫
a

w(x) f (x)dx ≈
b∫

a

w(x)PN(x)dx =
N+1

∑
i=1

wi f (xi) . (A.69)

The integration weights, wi, are independent of f (x):

wi =

b∫
a

w(x)�(N)
i (x)dx . (A.70)

Even when f (x) is not a polynomial, the collocation points should be the roots of an orthogonal polynomial, simply

because f (x) is closer to a degree-(2N +1) polynomial than to a degree-N polynomial. Equation (A.69) is known as

Gauss quadrature rule.

A.3.2 Gauss-Legendre-Lobatto quadrature

A disadvantage of the Gauss quadrature − especially in the context of the spectral-element method − is that the

roots of orthogonal polynomials are generally located inside the integration interval [a,b] but never directly on its

boundaries. Explicitly imposing the requirement that two collocation points coincide with the boundaries leads to
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Gauss-Lobatto-Legendre (GLL) quadrature formulas.

In the interest of simplicity we consider the integration interval [−1,1] and the flat weighting function w(x) = 1. The

integral over a degree-(2N −1) polynomial Q2N−1 is then

1∫
−1

Q2N−1(x)dx . (A.71)

Following the developments of the previous section, we decompose Q2N−1 into an interpolating polynomial of degree

N and a polynomial of degree 2N −1:

Q2N−1(x) = PN(x)+RN−2(x)(x+1)(x− x2) · ... · (x− xN)(x−1) . (A.72)

The collocation points −1 and 1 are now imposed explicitly. For the integration error we find

ε =−
1∫

−1

(1− x2)RN−2(x)(x− x2)(x− x3) · ... · (x− xN)dx . (A.73)

To make ε vanish, we need to choose the N − 1 internal collocation points x2,x3, ...,xN such that they are the roots

of the degree-(N − 1) orthogonal polynomial that corresponds to the integration weight (1− x2), i.e. to the Lobatto

polynomial LoN−1. Thus, a polynomial of degree 2N − 1 can be integrated exactly when replaced by the degree-

N interpolating polynomial PN(x). The collocation points are −1, 1 and the N − 1 roots of the Lobatto polynomial

LoN−1.

In the case of an arbitrary function f (x), we approximate the integral over f (x) with the integral over the interpolating

polynomial PN(x):
1∫

−1

f (x)dx ≈
1∫

−1

PN(x)dx =
N+1

∑
i=1

wi f (xi) , (A.74)

The integration weights, wi, are

wi =

1∫
−1

�
(N)
i (x)dx . (A.75)

Equation (A.74) is referred to as Gauss-Lobatto-Legendre quadrature rule.
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20. Bécache, E., Fauqueux, S., Joly, P.: Stability of perfectly matched layers, group velocities and anisotropic waves. J. Comp. Phys. 188,

399-433 (2003)
21. Ben Hadj Ali, H., Operto, S., Virieux, J., Sourbier, F.: Efficient 3D frequency-domain full waveform inversion with phase encodings.

In: 71. Conference and Technical Exhibition, EAGE, Extended Abstracts, 5812 (2009a)
22. Ben Hadj Ali, H., Operto, S., Virieux, J., Sourbier, F.: Three-dimensional frequency-domain full waveform inversion with phase

encoding. In 79. SEG Meeting, Extended Abstracts, 2288-2292 (2009b)
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183. Käser, M., Dumbser, M., de la Puente, J., Igel, H.: An arbitrary high-order discontinuous Galerkin method for elastic waves on

unstructured meshes - III. Viscoelastic attenuation. Geophys. J. Int. 168, 224-242 (2007)



Cited literature and further reading material 87

184. Kawai, K., Takeuchi, N., Geller, R. J.: Complete synthetic seismograms up to 2 Hz for transversely isotropic spherically symmetric
media. Geophys. J. Int. 164, 411-424 (2006)

185. Kawai, K., Geller, R. J.: Waveform inversion for localised seismic structure and an application to D” structure beneath the Pacific. J.
Geophys. Res. 115, doi:10.1029/2009JB006503 (2010)

186. Kawakatsu, H., Montagner, J.-P.: Time-reversal seismic-source imaging and moment tensor inversion. Geophys. J. Int. 175, 686-688
(2008)

187. Keilis-Borok, V. I., Yanovskaya, T. B.: Inverse problems in seismology. Geophys. J. 13, 223-234 (1967)
188. Kelley, C. T.: Iterative methods for optimization. SIAM, Philadelphia (1999)
189. Kelly, K. R., Ward, R. W., Treitel, S., Alford, R. M.: Synthetic seismograms: a finite-difference approach. Geophysics 41, 2-27 (1976)
190. Kennett, B. L. N.: Seismic waves in a stratified half space. Geophys. J. R. astr. Soc. 57, 557-583 (1979)
191. Kennett, B. L. N.: Seismic waves in a stratified half space II. - Theoretical seismograms. Geophys. J. R. astr. Soc. 61, 1-10 (1980)
192. Kennett, B. L. N.: Elastic wave propagation is stratified media. In: Advances in Mechanics 21, 79-167, Academic Press, New York

(1981)
193. Kennett, B. L. N., Engdahl, E. R., Buland, R.: Constraints on seismic velocities in the Earth from traveltimes. Geophys. J. Int. 122,

108-124 (1995)
194. Kennett, B. L. N.: On the density distribution within the Earth. Geophys. J. Int. 132(2), 374-382 (1998)
195. Kennett, B. L. N.: The seismic wavefield I. - Introduction and theoretical development. Cambride University Press (2001)
196. Kennett, B. L. N., Furumura, T.: Stochastic waveguide in the lithosphere: Indonesian subduction zone to Australian craton. Geophys.

J. Int. 172, 363-382 (2008)
197. Keys, R. G.: Absorbing boundary conditions for acoustic media: Geophysics 50, 892-902.
198. Kirkpatrick, S., Gelatt, C. D., Vecchi, M. P.: Optimization by Simulated Annealing. Science 220, 671-680 (1983)
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PhD thesis, Institut de Physique du Globe de Paris (1997)

201. Komatitsch, D., Vilotte, J. P.: The spectral-element method: an efficient tool to simulate the seismic response of 2D and 3D geological
structures. Bull. Seis. Soc. Am. 88, 368-392 (1998)

202. Komatitsch, D., Barnes, C., Tromp, J.: Wave propagation near a fluid-solid interface: A spectral-element approach. Geophysics 65,
623-631 (2000)

203. Komatitsch, D., Martin, R., Tromp, J., Taylor, M. A., Wingate, B. A.: Wave propagation in 2D elastic media using a spectral element
method with triangles and quadrangles. J. Comp. Acoust. 9, 703-718 (2001)

204. Komatisch, D., Tromp, J.: Spectral-element simulations of global seismic wave propagation - I. Validation. Geophys. J. Int. 149(2),
390-412 (2002)

205. Komatitsch, D., Tromp, J.: Spectral-element simulations of global seismic wave propagation-II. 3-D models, oceans, rotation and
self-gravitation. Geophys. J. Int. 150, 303-318 (2002)

206. Komatitsch, D., Tromp, J.: A perfectly matched layer absorbing boundary condition for the second-order seismic wave equation.
Geophys. J. Int. 154, 146-153 (2003)

207. Komatitsch, D., Liu, Q., Tromp, J., Süss, P., Stidham, C., Shaw, J. H.: Simulation of ground motion in the Los Angeles basin based
upon the spectral-element method. Bull. Seis. Soc. Am. 94, 187-206 (2004)

208. Komatitsch, D., Tsuboi, S., Tromp, J.: The spectral-element method in seismology. In: Seismic Earth: Array Analysis of Broadband
Seismograms, Eds. A. Levander, G. Nolet, AGU Monograph 157, 205-228 (2005)

209. Konishi, K., Kawai, K., Geller, R. J., Fuji, N.: MORB in the lowermost mantle beneath the western Pacific: Evidence from waveform
inversion. Earth Planet. Sci. Lett. 278, 219-225 (2009)

210. Korenaga, J., Holbrook, W., Singh, S., Minshull, T.: Natural gas hydrates on the Southeast U.S. margin: Constraints from full wave-
form and travel time inversions of wide-angle seismic data. J. Geophys. Res. 102, 15345-15365 (1997)

211. Kosloff, D. D., Baysal, E.: Forward modelling by a Fourier method. Geophysics 47, 1402-1412 (1982)
212. Kosloff, D. D., Kessler, D., Filho, A. Q., Tessmer, E., Behle, A., Strahilevitz, R.: Solution of the equations of dynamic elasticity by a

Chebyshev spectral method. Geophysics 55, 734-748 (1990)
213. Krebs, J., Anderson, J., Hinkley, D., Neelamani, R., Baumstein, A., Lacasse, M. D., Lee, S.: Fast full-wavefield seismic inversion

using encoded sources. Geophysics 74, WCC177, doi:10.1190/1.3230502 (2009)
214. Kristek, J., Moczo, P., Archuleta, R. J.: Efficient methods to simulate planar free surface im the 3D 4th-order staggered-grid finite-

difference schemes. Stud. geophys. geod. 46, 355-381 (2002)
215. Kristek, J. Moczo, P.: On the accuracy of the finite-difference schemes: The 1D elastic problem. Bull. Seis. Soc. Am. 96, 2398-2414

(2006)
216. Kristek, J., Moczo, P., Galis, M.: A brief summary of some PML formulations and discretizations for the velocity-stress equation of

seismic motion. Stud. Geophys. Geod. 53, 459-474 (2009)
217. Kristekova, M., Kristek, J., Moczo, P., Day, S. M.: Misfit criteria for quantitative comparison of seismograms. Bull. Seis. Soc. Am.

96, 1836-1850 (2006)
218. Kristekova, M., Kristek, J., Moczo, P.: Time-frequency misfit and goodness-of-fit criteria for quantitative comparison of time signals.

Geophys. J. Int. 178, 813-825 (2009)
219. Lamb, H.: On the propagation of tremors over the surface of an elastic solid. Phil. Trans. Roy. Soc. London A203, 1-42 (1904)



88 A Mathematical background for the spectral-element method

220. Lambeck, K., Burgess, G., Shaw, R. D.: Teleseismic travel-time anomalies and deep crustal structure in central Australia. Geophys.
J. Int. 94, 105-124 (1988)

221. Larmat, C., Montagner, J.-P., Fink, M., Capdeville, Y., Tourin, A., Clévédé, E.: Time-reversal imaging of seismic sources and appli-
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