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Outline

Entanglement and random matrices 

Multipartite entanglement and frustration

Entanglement is not ONE but rather THE 
characteristic trait of quantum mechanics
                                                          Schroedinger



focus on: qubit = spin 1/2

spin or two-level quantum system (dim = 2)
n spins                     dim = 2^n = N (large)

or



H = HA ⊗HB

Bipartite quantum system A + B

|ψ� ∈ H ρA = trB |ψ��ψ|
Pure state Reduced density matrix  of A

dimH = N2dimHA = dimHB = N

A

B

Purity of subsystem A 

A measure of the amount of bipartite 
entanglement between A and B

πA = trρ2A πA = πB ∈ [1/N, 1]



PurityπA =
N�

i=1

λ2
i

ρA =





λ1 0 · · · 0
0 λ2 · · · 0
...

...
...

...
0 0 · · · λN




Partial density 

matrix

State of the global system

|ψ� =
N�

i=1

�
λi|ui� ⊗ |vi�

Schmidt 
decomposition

A B



|ψ� = |uA� ⊗ |vB�

Global system in a product state:
no entanglement

ρA =





1 0 · · · 0
0 0 · · · 0
...

...
...

...
0 0 · · · 0





Party A in a factorized stateπA = 1



ρA =
1
N





1 0 · · · 0
0 1 · · · 0
...

...
...

...
0 0 · · · 1





Party A in a totally mixed state

|ψ� =
1√
N

N�

i=1

|ui� ⊗ |vi�

Global system in a maximally bipartite 
entangled state

πA = 1/N



summarizing: 

1/N ≤ π ≤ 1

maximally entangled factorized

what happens in between?



ideal gas

distribution ... as a function of Temp
can we ask same question for entanglement?



strategy 
fix purity (i.e. entanglement)

pick a generic state of given purity

find distribution of eigenvalues of reduced density 
matrix for different purities (i.e. entanglement)



Random states (all states equally probable)

What is a random state         ?

Uniform measure on unit sphere

ρA = trB |ψ��ψ|

Induced measure on the reduced 
density matrices  of A

dµ(ρA)

|ψ�

States distributed according to the Haar 
measure of the unitary group 

|ψ� = V |ψ0�

U(H)

V ∈ U(H) = U(HA ⊗HB)

|ψ�

|ψ0�

V



Intermezzo: generation of typical states
Typical states can be efficiently generated 
by (generic) chaotic dynamics

 Scott and Caves, JPhA 36, 9553 (2003)
Mejia-Monasterio, Benenti, Carlo, Casati, PRA 71, 062324 (2005)

Rossini, Benenti, PRL 100, 060501 (2008)

Quantum 
sawtooth map

convenient way to classically simulate the map is based
on the forward-backward fast Fourier transform between
θ and n representations, and requires O(N log2 N) oper-
ations per map iteration. On the other hand, quantum
computation exploits its capacity of vastly parallelize the
Fourier transform, thus requiring only O((log2 N)2) one-
and two-qubit gates to accomplish the same task [13].
More precisely, it needs 2nq Hadamard gates and 3n2

q−nq

controlled-phase shift gates. In brief, the resources re-
quired by the quantum computer to simulate the evo-
lution of the sawtooth map are only logarithmic in the
system size N , thus admitting an exponential speed up,
as compared to any known classical computation.

Multipartite entanglement generation. We first com-
pute 〈EAB〉 as a function of the number t of iterations
of the quantum sawtooth map (2). Numerical data in
Fig. 1 exhibit a fast convergence, within a few kicks, of
this quantity to the value

〈E rand
AB 〉 =

nq

2
− 1

2 ln 2
(3)

expected for a random state [14]. More precisely, as
shown in the inset of Fig. 1, 〈EAB〉 converges exponen-
tially fast to 〈E rand

AB 〉, with the time scale for conver-
gence ∝ nq. Therefore, the average entanglement con-
tent of a true random state is reached to a fixed accu-
racy within O(nq) map iterations, namely O(n3

q) quan-
tum gates. This result is in agreement with the findings
of Ref. [10]. However, we would like to stress that in our
case a deterministic map instead of random one- and two-
qubit gates is implemented. Of course, since the overall
Hilbert space is finite, the above exponential decay in
a deterministic map is possible only up to a finite time
and the maximal accuracy drops exponentially with the
number of qubits. We also note that, since we are in
the quantum chaos regime, the characteristic properties
of the generated pseudo-random state do not depend on
initial conditions.

As we have discussed above, multipartite entanglement
should generally be described in terms of a function,
rather than by means of a single number. We therefore
show in Fig 2 the probability density function p(EAB) for
the entanglement of all possible balanced bipartitions of
the state |ψt=30〉. This function is sharply peaked around
〈E rand

AB 〉, with a relative standard deviation σAB/ 〈EAB〉
that drops exponentially with nq (see the inset of Fig. 2)
and is very small (∼ 0.1) already at nq = 4. For this
reason, we can conclude that multipartite entanglement
is large and that it is reasonable to use the first moment
〈EAB〉 of p(EAB) for its characterization.

Stability of multipartite entanglement. In order to as-
sess the physical significance of the generated multipar-
tite entanglement, it is crucial to study its stability when
realistic noise is taken into account. Hereafter we model
quantum noise by means of unitary noisy gates, that re-
sult from an imperfect control of the quantum computer
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FIG. 1: (color online) Time evolution of the average bipar-
tite entanglement of a quantum state, starting from a state
of the computational basis (eigenstate of the momentum op-
erator n̂), and recursively applying the operator (2) for the
quantum sawtooth map at K = 1.5 and, from bottom to top,
nq = 4 (circles), 6 (squares), 8 (diamonds), 10 (triangles up),
and 12 (triangles down). Dashed lines show the theoretical
values predicted by Eq. (3). Inset: convergence of 〈EAB〉(t)
to the asymptotic value 〈E rand

AB 〉 in Eq. (3); time axis has been
rescaled with 1/nq .
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FIG. 2: (color online) Probability density function of the bi-
partite von Neumann entropy over all balanced bipartitions
for the state |ψt〉, after 30 iterations of the quantum saw-
tooth map at K = 1.5. Various histograms are for different
numbers of qubits: from left to right nq = 4, 6, 8, 10, and 12.
Inset: relative standard deviation σAB/〈EAB〉 as a function
of nq (circles) and best exponential fit σAB/〈EAB〉 ∼ N−0.6

of numerical data for nq ≥ 6 (line).

hardware [15]. More specifically, we follow the noise
model of Ref. [16]. One-qubit gates can be seen as rota-
tions of the Bloch sphere about some fixed axis and we as-
sume that unitary errors slightly tilt the direction of this



How entangled is a typical state?

Typical entanglement

E Lubkin, JMP 19 1028 (1978)

�πA� = �trρ2A� = 2/N

This is a lot! Close to the minimum, 1/N

πA ∈ [1/N, 1]



Variance? 

Higher moments 
more and more complicated
O Giraud, JPA 40 2793 (2007)

Sensitive calculation: both terms of order 1/N²

can be calculated directly. 
D N Page, PRL 71 1291 (1993)

��π2
A�� = �π2

A� − �πA�2 =
2

N4



An interesting mathematical phenomenon:
concentration of measure

The uniform measure on the N-dimensional sphere 
concentrates very strongly about any equator as N gets 
large (any polar cap has volume exponentially small in N).

Levy’s Lemma
Any slowly varying function on the sphere takes values 
close to the average except for an exponentially small 
set.

f (  ) = 〈f 〉φ

 see e.g.

Ledoux-Talagrand 
Springer-Verlag book 



Concentration of measure

Familiar example: central limit theorem

Xk = O(1)

SN = X1 + · · ·+Xn

independent random variables

SN = O(
√
N) sharp concentration



Concentration of measure

Noncommutative version: 

Wigner’s semicircle law

Spectral distribution of random matrices

√
N−

√
N

µN

sharp 
concentration



incidentally...
concentration of measure has been (beautifully) 
applied in the foundations of statistical 
mechanics:
entanglement yields typicality 
(e.g. Boltzmann) 
Popescu, Short, Winter arXiv:quant-ph/0511225



ρA = UΛU† Λ = diag(λ1, . . . ,λN )

Lloyd, Pagels, Ann Phys 188, 186 (1988) 

Joint distribution of Eigenvalues

dµ(ρA) = dµH(U)× dν(Λ)

dν(Λ) = pN (Λ)dλ1 . . . dλN

Eigenvalue repulsion!

pN (Λ) =
�

i<j

(λi − λj)
2

Zyczkowski, Sommers, J Phys A 34, 7111 (2001) 



Sinolecka, Zyckowski, Kus, Acta Phys Pol B 33, 2081 (2002) 

Isoentangled (isopurity) manifolds

H

πA3

πA2

πA1

What is the typical distribution 
of the eigenvalues of         on each manifold?ρA



Typical entanglement spectrum

pN (Λ) =
�

i<j

(λi − λj)
2

Find the most probable spectrum 
on a given isopurity manifold:

Λ∗ = (λ∗
1, . . . ,λ

∗
N )

pN (Λ∗) = max
Λ

pN (Λ)

trΛ2 = πAwith

Constrained 
maximization 

problem



Typical entanglement spectrum

pN (Λ) =
�

i<j

(λi − λj)
2

Unconstrained 
minimization

β, ξ Lagrange multipliers (constraint)

max pN (Λ) = minV (Λ, ξ,β)

V (Λ, ξ,β) = − 2

N2

�

j<k

ln |λj − λk|

+ βN

��

k

λ2
k − πA

�
+ ξ

��

k

λk − 1

�



Gas of eigenvalues on the interval

Dyson, J Math Phys 3, 157 (1962)

repulsive 2D Coulomb

Hard wall
from positivity

Hard wall
from unit trace

harmonic

λi
0 1

V (Λ) = ξ
�

i

λi + βN
�

i

λ2
i −

2

N2

�

i<j

ln |λi − λj |



� ∞

0
λ2ρ(λ) dλ = u

Trace condition

Fixed purity

ρ(λ) =
1

N

�

k

δ(λ−Nλk)
�

ρ(λ) dλ = 1

−βλ + P

� ∞

0
dλ�

ρ(λ�)
λ− λ�

− ξ

2
= 0

� ∞

0
λρ(λ) dλ = 1

Saddle point equations ∂V

∂λi
=

∂V

∂ξ
=

∂V

∂β
= 0



Tricomi’s equation

solutions in compact support

−βλ + P

� ∞

0
dλ�

ρ(λ�)
λ− λ�

− ξ

2
= 0



Wigner 
semicircle 

law

ρ(λ) =
β

π

�
(λ− a)(b− λ)

1 2 3 4
0.

0.4

0.8

1.2

ρ(λ)

λa b

πA = 5/4

πA = 9/8

πA = 21/20

a = 1− 2
√
πA − 1 b = 1 + 2

√
πA − 1

1 < πA <
5

4

(πA → NπA)



0.5 1.0 1.5 2.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ρ(λ)

λ

ρ(λ) =
4

πb2

�
b− λ

λ

�
b− 2 +

2(4− b)

b
λ

�

b

Marchenko-Pastur 
distribution

5

4
< πA < 2

b = 6
�
1−

�
1− 4πA/9

�



summarizing: entanglement spectra (low purity)

ρ(λ)

λ
a b

0.5 1.0 1.5 2.0

0.2

0.4

0.6

0.8

1.0

max entangled states

πA < 5/4

πA > 5/4

5/4

πA → 1

πA = 5/4phase transition at 

rescaled (!)

H

πA3

πA2

πA1



larger purity: evaporation of the 
largest eigenvalue

0.

0.2

0.4

0.6

0.8

ρ(λ)

4(1−µ)
N

µ
• •

λ

πA > 2/N

πA = µ2 + 2/N

ρA =





1 0 · · · 0
0 0 · · · 0
...

...
...

...
0 0 · · · 0





towards factorized state

a phase transition
(first order)



...so far purity
but results can be extended to Renyi 
entropies of any order

including “evaporation” of leading 
eigenvalue 

Nadal, Majumdar, Vergassola, PRL 104, 
110501 (2010), J. Stat. Phys. 142 , 403 (2011)

finally..............



Isoentropic manifolds

H

πA3

πA2

πA1

What is the typical distribution 
of the eigenvalues of         on each manifold?ρA

SA1 SA2

SA3

trρ2A = πA −→ −trρA ln ρA = SA

purity von Neumann
entropy



once again: Gas of eigenvalues on the interval

repulsive 2D Coulomb

Hard wall
from positivity

Hard wall
from unit trace

external potential

λi
0 1

V (Λ) = ξ
�

i

λi + βN
�

i

λi lnλi −
2

N2

�

i<j

ln |λi − λj |









From Bipartite to Multipartite Entanglement

What about MULTIPARTITE ENTANGLEMENT? 
The numbers needed to characterize the system scale exponentially with its size.

Statistical methods
Seminal ideas from
Man’ko, Marmo, Sudarshan, Zaccaria JPA 2002
Parisi: complex systems

The purity         completely defines the BIPARTITE ENTANGLEMENT. 
It depends on the bipartition.

πA

•   The distribution of         characterizes  the entanglement of the system.
•   The average will be a measure of the amount of entanglement in the system, 

while the variance will measure how well such entanglement is distributed

 Facchi, Florio, Pascazio, PRA 2006

πA



Multipartite entanglement

π(n)
ME(|ψ�) = E[πA] =

�
n
nA

�−1 �

|A|=nA

πA

Define the Potential of Multipartite Entanglement 
as the average purity over balanced bipartitions

Minimizers of the  potential of multipartite entanglement:

Maximally Multipartite Entangled State (MMES)

If the lower bound is saturated, the MMES is “perfect” 

A B

A’

B’

1
2nA

≤ π(n)
ME(|ψ�) ≤ 1

Facchi, Florio, Parisi, Pascazio PRA 2008;  JPA 2009, JPA 2010

πA = Tr(ρ2A)



frustration

Frustration in humans and animals arises from unfulfilled needs. 

Freud related frustration to goal attainment and identified inhibiting 
conditions that hinder the realization of a given objective. 

In the psychological literature one can find many diverse definitions, 
but roughly speaking, a situation is defined as frustrating when a 
physical, social, conceptual or environmental obstacle prevents the 
satisfaction of a desire.



frustration 

Interestingly, definitions of frustration have appeared even in the 
jurisdictional literature and appear to be related to an increased 
incidence of parties seeking to be excused from performance of their 
contractual obligations. 

There, ``Frustration occurs whenever the law  recognises that without 
default of either party a contractual obligation has become incapable 
of being performed because the circumstances in which performance is 
called for would render it a thing radically different from that which was 
undertaken by the contract.... It was not this I promised to do. (Defined 

by Lord Radcliffe 1956 in Davis Contractors Ltd v Fareham Urban District Council [1956] AC 
696 at 729 and adopted by the High Court of Australia in Codelfa Construction Pty. Ltd. v. 
State Rail Authority of NSW (1982) 149 CLR 337 at [1956] A.C. p729)



frustration 

In physics, this concept must be 
mathematized

e.g., Mezard, Parisi and Virasoro  1987 
Spin Glass Theory and Beyond 
(World Scientific, Singapore)



paradigmatic example
Three characters A, B anc C are not good friends and do not want to share a room. 
Only two rooms available.
At least two of them will have to share a room                       unfulfilled needs
                      frustration arises

H = SASB + SASC + SBSC (Si = ±1)

cost function one or the other 
room

each term = + or -
but their sum is larger than -3
(minimum “cost” being -1)                         frustration

in general: cost function

H = −1
2

�

i�=j

JikSiSk



Frustration

n = 4
A’’

min{π(4)
ME} =

1
3
(πA + πA� + πA�� ) =

1
3
�= 1

4

if NO FRUSTRATION

A B

min{πA} =
1
4

A’

B

min{1
2
(πA + πA�)} =

1
4

Is it possible in general to have                                  for all bipartitionsπA = 1/2nA?
and saturate the lower bound?



n qubit perfect MMES
2,3 yes
4 no

5,6 yes
7 no (numerical evidence)
≥ 8 no

Summary for qubits

Frustration
(Scott 2004)



Partition function

H(z) = πME(|ψ�)Hamiltonian |ψ� =
�

zk|k�

Z(β) =
�

dµC(z)e−βH(z)Partition function 

βinverse temperature       uniform measure and µC



Regimes

MMESβ → +∞ minimizers of the Hamiltonian

Separable 
states

maximizers of the Hamiltonianβ → −∞

Typical 
states β → 0 µ = �πA�0 =

NA + NĀ

N + 1
∼ 2√

N

Z(β) =
�

dµC(z)e−βH(z)



Third cumulant: Skewness

Cumulants

σ̄2
ind ∼ N−3

if the bipartitions 
were indipendent:

Second cumulant: Variance

σ̄2 = �H2 − �H�02�0 ∼
3
√

2
N4−log2 3

= O(N−2.415)

κ(3)
0 [H] = �(H − �H�0)3�0 ∼ 67.443 N

−4.1583

�H�0 =
NA + NĀ

N + 1
∼ 2√

N

First cumulant: Average of the Potential of Multipartite Entanglent 
on typical states

NA = NĀ =
√

N

N → +∞
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