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http://www.wired.com/wired/issue/16-07 : September 2008

of Science ,_

The quest for
knowledge used  Prov=s
to begin with q

grand theories.
Now it begins 20K
with massive
amounts of data.
Welcome to the
Petabyte Age.
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1. Theory

2.
3.

4.

Experiment or Observation
Simulation of theory or model
Supercomputers

Data-driven (Big Data) or The Fourth
Paradigm: Data-Intensive Scientific
Discovery (aka Data Science)

* More data; less models
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v All science is becoming data-dominated
« Experiment, computation, theory
« Fourth paradigm

= http://research.microsoft.com/en-us/collaboration/

fourthparadigm/
v Classes of data
» (Collections, observations, experiments, simulations
« Software
« Publications

v Totally new methodologies

» Algorithms, mathematics, culture TheEnd N
v Data become the medium for ience, g
multidisciplinarity science @Wﬁ;
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v Data becomes
v Information becomes
v Knowledge becomes

v Wisdom or Decisions
« Community acceptance of results is important
(experiments reproducibility)
» \olume of bits&bytes decreases as we proceed
down DIKW pipeline
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“One of the most significant changes of the past decade
has been the widespread recognition of data as an asset
rather than the refuse of research.”
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Orchestration & Workflow Oozie, ODE, Airavata and OODT (Tools)
NA: Pegasus, Kepler, Swift, Taverna, Trident, Active

Cross Cutting
Capabilities
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Data Analytics Librari

Machine Learning
Mahout , MLlIib , MiLbase

Statistics, Bioinformatics
R, Bioconductor (NA)

High Level (Integrated) Systems for Data Processing

Hive Hcatalog Pig Shark MRQL Impala (NA) Swazall
(sQL on Interfaces (Procedural (sQL on (sQL on Hadoop, (Log Files
Hadoop) Language) Spark, NA) Hama, Spark) Cloudera Google NA)

Parallel horizontally scalable Data Processin
Hadoop Spark Tez Hama | storm sa Samza Giraph oie'-'gaadsot:’i
(MapReduce) || (iterative MR) || (paG) (BSP) Yahoo |[|Linkedin || ~Pregel (nAY
Batch > - Stream ——» Graph

HPC Inter-process Communication

ABDS Inter-process Communication

Hadoop, Spark Communications
&: Reductions

Harp Collectives(NA)

MPI(NA)

Pub/Sub Messaging

Netty(NA)/ZeroMQ(NA)/ActiveMQ/'

In memory distributed databases/caches: GORA (general object from NoSQL), Memcached

(NA), Redis(NA) (key value), Hazelcast (NA), Ehcache (NA):

ORM Object Relational Mapping: Hibernate(NA), OpenJPA

and

JDBC Standard

Extraction Tools | sQL SciDB NosQL: Column | Solandra
uIMA Tika MysQL || Phoenix (NA) HBase Accumulo | cassandra (Solr+
(Entities) J(content) (NA) (sQL on Arrays, (Data on (Data on (DHT) Cassandra)
(Watson) HBase) [ R-Fython HDFS) HDFS) +Document

NoSQL: Document NosQL: Key Value (all NA)
MongoDB | CouchDB Lucene Berkeley Azure Dynamo Riak Voldemort
(NA) Solr DB Table Amazon ~Dynamo ~Dynamo
NosQL: General Graph NosQL: TripleStore RDF SparkQL File
anagement
Neo4J Yarcdat_a Jena Sesame AllegroGraph RYA RDF on
Java Gnu Commenrcial (NA) Commercial Accumulo

HPC Cluster Resource Management

ABDS Cluster Resource Management

I Mesos, Yarn, Helix

NA — Non Apache
projects

Qiu/Itha/Fox/

Kamburugamuva
Feb 4 2014
Green |
Apache/
Cloud (li
(darker) i

ABDS File Systems

User Level

HPC File Systems (NA)

Swift, Ceph
Object Stores

HDFS,

FUSE(NA)

POSIX Interface

Interoperability Layer
DevOps/Cloud Deployment

Whirr / JClouds

occ
Puppet/Chef/Boto/Cl

1aas Platform Manager

Open Source
OpenStack, OpenNebula, Eucalyptus,

CloudsStack, vCloud,

Commercial Clouds

Amazon, Azure, Google

Bare
Metal
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Apache Big Data Stack (ABDS) with HPC Integration/Enhancement

Courtesy of Geoffrey Fox




Fundamental question:
how to remove boundaries
among layers? How do we
enable inter-operability/

? integration?
O

O

),

= HPDA/H/ - \

B Utility Computing,

D Services, Visualization,

(- Analytics, Cloud

© $

=

DATA:management
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Large Scale Supercomputers — multicore nodes linked
by high performance low latency network

» Increasingly with GPU/Accelerator enhancement
 Suitable for highly parallel simulations

High Throughput Systems — cluster/farm typically aimed
at pleasingly parallel jobs

» (lassic example is LHC data analysis

High Performance Data Analytics - combination of high

computation resources and analytics methods

« MapReduce

e Graph

« Relation and NoSQL database

Federation of resources to enable convenient access to
multiple backend systems including supercomputers

Use Services (SaaS)

« Portals make access convenient and

 Workflow integrates multiple processes into a single job
* Visualization either remote or in-situ
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3D physics
simulations

* Linear Algebra

« FLOPS

How to overcome
this bottleneck?
(Non volatile
memory, SSD,
MapReduce)

» Graph oriented
algorithm
« GTEPS/IOPS

Data Analytics
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v~ Human Brain Project: understand the
human brain
 six ICT platforms to Neuroinformatics, Brain
Simulation, High Performance Computing, Medical
Informatics, Neuromorphic Computing and
Neurorobotics

Data Management |#% High Performance [S% SaaS/Cloud

Preservation of results

|

vVIDuUanmoatrure
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v~ Neuroimage processing

v Genome data processing (NGS)

v (Geo Science

v High Throughput Material Science
v Pharmacy, Oil&Gas and Finance

v Astrophysics

They require more and more data processing & analytics
Together with the typical HPC Number crunching
Work-load
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Front End Cluster HPC Engine HPC Engine

Web
serv.

Web Archive FTP

Workspace

4

(External Data Sources N\

Workspace Workspace

[

EUDAT

Other Data Sources

Laboratories

Human Brain Prj
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Na

[ External Data Sources\

PRACE EUDAT

Other Data Sources

Human Brain Prj

)

* Core Data Processing

Big
mem

DB

Web
serv.

Data mover processing

Web Hadoop

Analytics APP

ClOUC S proww =

service
= NEW
Core Data Store
Repository - ~
5PByte Internal
data
sources

/ Scale-Out Data
Processing

( FERMI |
Workspace L |
6PByte ; .
X86 Cluster
Parallel APP
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Compute Intel Xeon E5 2670

login node o v2 @2.5Ghz AL g e

Visualization node 2 I“tfl'zxgg_gghzzwo 20 128 GB 2 GPU Nvidia K40
Big Mem node 2 I”t\";'zngz”_g%ffo 16 512 GB 1 GPU Nvidia K20
BigInsight node 4 Intslzx@e;ozn. g 5Gf212650 16 64 GB 32TB of local disk
SSD Storage 40 TB

http://www.hpc.cineca.it/hardware/pico

26/11/2014 Symposium on HPC & Data-Intensive Applications in Earth Science



26/11/2014 Symposium on HPC & Data-Intensive Applications in Earth Science



AN

Preservation

Sharing

Moving

Data analytics ©

MPI/OpenMP
Higher GTEPS/IOPS
MapReduce (Hadoop/Spark)

Relational and NoSQL database
Visualization
Cloud

« Support for RDMA
« Various O.S. (Microsoft)

27?

www.cineca.it

Higher integration among the syst

Everything is connected through IB

26/11/2014

Nobody ever got fired for using Hadoop on a cluster

Antony Rowstron
Austin Donnelly

Greg O’Shea

Dushyanth Narayanan
Andrew Douglas

Microsoft Research, Cambridge

Abstract

The norm for data analytics is now to run them on com-
modity clusters with MapReduce-like abstractions. One only
needs to read the popular blogs to see the evidence of this.
We believe that we could now say that “nobody ever got fired
for using Hadoop on a cluster”!

We completely agree that Hadoop on a cluster is the
right solution for jobs where the input data is multi-terabyte
or larger. However, in this position paper we ask if this is
the right path for general purpose data analytics? Evidence
suggests that many MapReduce-like jobs process relatively
small input data sets (less than 14 GB). Memory has reached
a GB/$ ratio such that it is now technically and financially
feasible to have servers with 100s GB of DRAM. We there-
fore ask, should we be scaling by using single machines with
very large memories rather than clusters? We conjecture that,
in terms of hardware and programmer time, this may be a
better option for the majority of data processing jobs.

ems
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at least two analytics production clusters (at Microsoft and
Yahoo) have median job input sizes under 14GB, and 90%
of jobs on a Facebook cluster have input sizes under 100 GB.
We also speculate that many algorithms are complex
to scale out and therefore expensive in terms of human
engineering. Many important analytics jobs. for example
iterative-machine learning algorithms, do not map trivially
to MapReduce. Typically the algorithm is mapped into a
series of MapReduce “rounds”, and to achieve scalability
it often has to be approximated thus sacrificing accuracy
and/or increasing the number of MapReduce rounds.
Finally, we observe that DRAM is at an inflection point.
The latest 16 GB DIMMs cost around $220, meaning 192GB
can be put on a server for less than half the price of the server.
This has significant cost implications: increasing the server
memory allowed 33% fewer servers to be provisioned. it
would reduce capital expenditure as well as operating ex-
penditure. Further, Moore’s Law benefits memory as well,




v Embarrassing parallel applications with roughly
independent data or spawning independent simulations

» Long tail of science and integration of distributed
Sensors
v Commercial and Science Data analytics
 that can use MapReduce and need an interactive
environment
 that use legacy applications
v Industries that require high isolation (tenancy)
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’

v HPC Iin a container
* light weight virtualization mechanism which isolates each

annliratinn hv narlcanina it intn virtnial cFnntainarc

-& dOCer What is Docker?  Use Cases  Trylt!  Browse  Install & Docs m

cineca's Recently Updated Repositories

cineca v
18 hours ago 6 days ago 1 week ago
Summary scientificpy hadoop-mrjob-1... mrjob
o A container to run scientific Pseudo Hadoop (1.2.1) Python container for mrjob
Repositories
computational python and environment + Python 2.7 + local applications
Starred notebooks MrJob 0.4.3-dev

(8 (o1 770 o1 770

Host OS Server
Server s .
Figure 2 Docker Containers

Figure 1 Virtual machine

http://www.docker.com/whatisdocker

26/11/2014 Symposium on HPC & Data-Intensive Applications in Earth Science



“Large-scale science and engineering
problems require collaborative use of
many compute and data resources,
including supercomputers and large-scale
data storage systems, all of which must be
integrated with applications and data
that are developed by different teams of
researchers or that are obtained from
different instruments and all of which are at
different geographic locations.”
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v Tools and techniques for massive data
analysis , Cineca Bologna (PATC Course),
Dec 15th-16th 2014 (complete ® )

v PICO: the CINECA solutions for Big Data
Science , Cineca-Bologna, Dec 5th 2014

v Call for interest at this link . Deadline is
Monday, November 17th at 9:00 am
http://goo.gl/WtvS8oM
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v European Data Infrastructure for addressing
data management challenges at EU level
v 5 core services

Long Term Preservation

Staging towards computational facility
Sharing

Search through meta-data

Deposit (like DropBox)

v Many scientific communities involved

T EPOS R iR

* ENES

: LifeWatch E U D AT
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Thanks for your attention!
www.hpc.cineca.it

Home | Contacts | CINECA

L

ABOUT US RESOURCES SERVICES FOR USERS TRAINING PROJECTS

s SC AI SuperComputing Applications and Innovation

SuperC and In ati

Signed agreement to coordinate the
development of the HPC technology
value chain in Europe

News Special Features Call for proposals
05/11/2014 ISCRA Class B next call:
Workshop "PICO: the Cineca solutions for Big Data Science” CINECA  open call 1 December 2014.

Call C: cut-off dates each

Many disciplines today share a common problem: the storage and 0000
month atthe 15th.

management of large amount of data. In this workshop, some experts will show
these kind of problems in their disciplines and how PICO (the new Cineca big R ACE
data machine) can help users to solve them. The workshop will take place on “ Callfor Project Access:
Friday 5 December 2014 in Cineca - Bologna, Casalecchio di Reno. " *  now closed

© Read more

Call for Preparatory access:
continuously open call
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