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Significance of Collaborative 
Workbench (CWB) 
§ Earth Science is a science for “system of systems.” 

§  Earth scientists are required to collaborate outside of their 
traditional focus areas. 

§ Collaborations are increasingly geographically distributed 
across nations and time zones. 
§ GPM (and TRMM) is a prime example. 

§ We need to accommodate various modes of collaboration, in 
order for it to be effective. 

§ Collaboration needs to be made easy so scientists can focus 
on science, rather than learning collaboration tools. 
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Outline 
§ CWB core components 
§ Logging on to CWB infrastructure. 
§ Creating experiments and workflows. 
§ Collaborating asynchronously. 
§ Collaborating synchronously. 
§ AES Integration 
§ NEOS3 Integration – Creating NEOS3 jobs 
§ NEOS3 Integration – Obtaining NEOS3 input and output 

14 November 
2014 
HPC Symposium, Trieste, Italy 



CWB Core Components 
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Logging On 
§ CWB seamlessly integrates your local compute resources with 

those in Cloud. 
§  A CWB server keeps track of collaboration group membership and Cloud 

resources, so an account (and logging on) is required. 
§  An experiment is composed of one or more workflows. 
§  A workflow is a sequence of one or more programs (applications), 

which are executed in order to accomplish a specific task. 
§  Three (3) “workspaces” 

§  Shared Experiments: Experiments shared by others 
§  My Experiments: My personal workspace 
§  Other Experiments: Experiments created by others but no workflow has 

been shared. 
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Logging On 
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Creating Experiments and 
Workflows 
§ Code and data can be dragged and dropped into CWB 

personal workspace. 
§ Code may be executed either locally or in Cloud. 
§ Users can choose different Cloud instances (different 

software configurations, e.g. different IDL versions). 
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Creating Experiments and 
Workflows 
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Collaborating Asynchronously 
§ Members of the same group can execute shared 

experiments and workflows at their own convenience. 
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Collaborating Asynchronously 
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Collaborating Synchronously 
§ Often asynchronous collaboration is inadequate and 

synchronous collaboration is required. 
§ Users need to sign into CWB and connect with an XMPP 

server (provided by CWB infrastructure). 
§  XMPP: eXtensive Messaging and Presence Protocol 

§ Once connected, multiple users in the same group can chat 
and share in real time. 

§ Two (2) members at a time can engage in collaborative 
programming. 
§  In the upcoming clip, user1 is on the left and user2 on the right. 
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Collaborating Synchronously 
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CWB-AES Integration 
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Starting CWB 

Authentication and 
authorization handled 
by CWB  

Point to the 
appropriate HPC End 
Point 
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MyExperiment on  
Somali Jet Detection 

Import AES Library and 
use all the functions to 
write my own script to 
query data, and execute 
optimized detection 
algorithms 
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Example methods 

Run my script from CWB •  Execute optimized data parallel 
queries on a remote HPC 

•  Integrate local data processing 
and analysis seamlessly  
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Results saved in 
“My Experiment” 
workspace 

Visualize plots in CWB 
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Provides interactive Python shell to try 
methods while writing the script 

Also enables user to use additional  
Python libraries – Ex: matplotlib  
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NEOS3 Integration 
Creating NEOS3 Jobs 
§  NEOS3: NASA Earth Observing System Simulation Suite 

§  A project PI’ed by Simone Tanelli of JPL and funded by NASA Advanced 
Information System Technology (AIST) program. 

§  Web-based integrated simulator for Earth remote sensing applications. 
§  Equipped with start-of-the-art modules to enable the realistic simulation of 

satellite observables.  
§  Providing an advanced, sophisticated, and user-friendly simulator package to 

be used by both scientists for research-oriented applications and by system 
engineers for an instrument design purpose.  

§  Accessible via a web interface and capable of distributing computationally 
intensive tasks to remote servers such as those at the NASA Advanced 
Supercomputing (NAS) Division. 
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NEOS3 Integration 
Creating NEOS3 Jobs 
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NEOS3 Integration 
Obtaining NEOS3 Input/Output 
§ A NEOS3 job may take hours. 
§ NEOS3 module polls the server using Job ID until job is 

complete. 
§ Job output can then be retrieved using a function provided in 

NEOS3 module. 
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NEOS3 Integration 
Obtaining NEOS3 Input/Output 
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Epilogue 
§ CWB implements automatic versioning (in the background) 

by integrating GitHub. 
§  Similar to GoogleDoc, you can always go back to a previous 

version. 
§ CWB has integrated  

§  Automated Event Service. 
§ NASA  Earth Observing System Simulator Suite, NEOS3. 
§ NASA GES DISC Giovanni service. 

§ CWB is currently in alpha test. 
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Adding Workflow(s) in 
Experiment(s) of Others 
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Adding Workflow(s) in 
Experiment(s) of Others 
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