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## 1. Decay correction uncertainties and errors

A. Using the data provided, calculate the uncertainty in the activity arising from the uncertainty in the radionuclide half-life for decay correction times of 20 minutes and 30 minutes.

This is solved using a sensitivity analysis method (a Type B evaluation method) that was shown in the lecture notes. Essentially, the idea is to find the difference in decay-corrected activity when the half-life used is replaced by the half-life plus (or minus) its uncertainty. For the 20-minute case, we want to find the ratio:

$$
\begin{gathered}
\frac{A^{\prime}}{A}=\frac{e^{-\ln (2) *(20 \text { minutes }) /(9.9670 \text { minutes })}}{\left.e^{-\ln (2) *(20 ~ m i n u t e s) /(9.9670+0.0037 ~ m i n u t e s ~}\right)} \\
\frac{A^{\prime}}{A}=\frac{e^{-1.390884}}{e^{-1.390368}} \\
\frac{A^{\prime}}{A}=0.99484
\end{gathered}
$$

Subtracting this ratio from 1 gives us $0.000516 \mathbf{= 0 . 0 5 2} \%$ as our answer. Repeating the procedure, using 30 minutes instead of 20 minutes as our counting time, gives us $\mathbf{0 . 0 7 7} \%$ as our standard uncertainty.
B. Based on the decay data provided, calculate as a function of time the error in the activity arising from errors in the measured time of 1 minute, 5 minutes, 10 minutes, and 15 minutes. Assume the intended counting time is 20 minutes.

This is solved the same way as the problem above, except that we now substitute the error in our counting time instead of in the half-life:

$$
\begin{gathered}
\frac{A^{\prime}}{A}=\frac{e^{-\ln (2) *(20 \text { minutes }) /(9.9670 \text { minutes })}}{e^{-\ln (2) *(20 \text { minutes }+1 \text { minute }) /(9.9670 \text { minutes })}} \\
\frac{A^{\prime}}{A}=\frac{e^{-1.390884}}{e^{-1.460428}} \\
\frac{A^{\prime}}{A}=1.072020
\end{gathered}
$$

Subtracting this value from 1 gives us -0.072020 , which tells us that our error in the activity is $\mathbf{- 7 . 2} \%$ (the sign is important!) because of the 1 minute error in the counting time. Following the same method, we obtain the following errors for the 5 -minute, 10 -minute, and 15 -minute cases, respectively: $-41.6 \%$, $-100.5 \%$, and -183.8 \%.
C. Based on the provided decay data, calculate the time error required to give a $1 \%$ error in the activity. Again, assume the intended counting time is 20 minutes.

This is essentially an algebra problem using the techniques above, in which we are to find the value of $x$ so that

$$
\frac{A^{\prime}}{A}=1.01=\frac{e^{-\ln (2) *(20 \text { minutes }) /(9.9670 \text { minutes })}}{e^{-\ln (2) *(20 \text { minutes }+\times \text { minutes }) /(9.9670 \text { minutes })}}
$$

First we simplify the right hand side:

$$
\frac{e^{-\ln (2) *(20 \text { minutes }) /(9.9670 \text { minutes })}}{e^{-\ln (2) *(20 \text { minutes }+x \text { minutes }) /(9.9670 \text { minutes })}}=e^{-1.390884-\left(-\ln (2) * \frac{(20 \text { minutes }+x \text { minutes })}{(9,9670 \text { minutes })}\right)}
$$

Taking the natural logarithm of both sides, we get

$$
0.00995=-1.390884+\ln (2) *(20 \text { minutes }+x \text { minutes }) /(9.9670 \text { minutes })
$$

Rearranging, we obtain

$$
1.400834=\ln (2) * \frac{20 \text { minutes }+x \text { minutes }}{9.9670 \text { minutes }}
$$

20.143074 minutes $=20$ minutes $+x$ minutes

$$
x=0.143074
$$

Therefore, an error of $\mathbf{0 . 1 4}$ minutes, will give us an error of $\mathbf{1} \%$ in the activity. Note that you could have set the first ratio to 0.01 and gotten the same answer (with a different sign).

## 2. ${ }^{99 m}$ Tc Linearity Exercise

This exercise required you to take a set of ${ }^{99 m} \mathrm{Tc}$ activity measurements that were made over time in order to measure the response linearity of one of the activity calibrators maintained at NIST. The student was asked to determine the linearity correction factors (and uncertainty) as a function of the activity reading. I have included a copy of my spreadsheet, along with notations, to demonstrate the calculations.

There are actually a number of ways to approach this problem. I developed this particular method because it avoids some of the difficulties in calculating the uncertainty when using the more traditional method of linearizing the function by taking logarithms.

The key to successfully completing the task was to identify a measurement in which the activity calibrator response is expected to be linear. I chose this activity to be below 1 GBq . The next step is to use the time that this measurement was taken and use it as the reference time. The activity at this time is then decay-corrected to all the other measurement times in order to calculate an "expected activity" at those times. This "expected activity" is then compared to the reading to obtain a ratio that expresses the bias in the reading due to linearity effects.

The primary uncertainty component in this exercise is the ${ }^{99 m} \mathrm{Tc}$ half-life. This is calculated in a separate column, since the magnitude of the uncertainty is different for each measurement (see exercises above).

The plot of the ratio (bias) versus the $\log _{10}$ of activity, along with the (standard) uncertainty bars is given in the plot below.


## 3. ${ }^{18}$ F calibration coefficient calculation

In this exercise, you were asked to calculate the ${ }^{18} \mathrm{~F}$ calibration coefficient for an activity calibrator that uses an external electrometer. All the necessary measurement data were provided in four files and some additional information that would be needed was provided in a Word file. An example Excel spreadsheet with my usual setup for approaching this problem is also included. All these files are on the USB stick that was given to you during the workshop.

The first step is to calculate the average current reading and its standard deviation for each of the four ampoules. This will need to be done in a separate spreadsheet tab for each ampoule. Since the measurements were taken over the course of 200 s , there is actually $2 \%$ decay that takes places between the start of the count and the end. Therefore, you will need to first decay each current reading to a common reference time. I took the end of the count time as the reference for each count.

Once you have the average current measurements for the four ampoules, these need to be backgroundand decay corrected. The mass of solution for each ampoule can be found from the differences in filled and empty masses for each. The calibration coefficient if then calculated from the current divided by the total activity (activity concentration*solution mass) and is expressed (after the appropriate multiplication for units) as $\mathrm{pA} / \mathrm{MBq}$.

Here are the uncertainty components that I analyzed from the data provided:

| Component | Comment | $\mathrm{u}_{\mathrm{i}} \%$ |
| :---: | :--- | :--- |
| Measurement <br> repeatability | Average standard deviation of the mean on <br> 100 current measurements for each of 4 <br> ampoules. See spreadsheet for calculation | $9 \times 10^{-3}$ |
| Measurement <br> reproducibility | Standard deviation on the independent <br> determination of the calibration coefficient for <br> 4 separately prepared ampoules | 0.23 |
| Mass determinations | Standard uncertainty on mass determination <br> for any ampoule. Provided in data set. | 0.1 |
| Half-life | Standard uncertainty on calibration coefficient <br> for a 0.02 \% standard uncertainty on the ${ }^{18} \mathrm{~F}$ <br> half-life propagated over decay intervals of <br> between 4.8 h and 6.4 h. | 0.04 |
|  | $\mathrm{U}_{\mathrm{c}}=\sqrt{ }=\mathrm{u}_{i}^{2}$ | 0.25 |

The measurements were taken in the linear range of the activity calibrator, thus no linearity correction was necessary.

One very important piece of information that was left out of the data set that was included on the USB stick was the standard uncertainty on the ${ }^{18} \mathrm{~F}$ calibrated activity. For this particular case, the activity calibration has a relative combined standard uncertainty of $0.48 \%$. When this is added in quadrature to
the combined standard uncertainty calculated in the table above, the relative combined standard uncertainty becomes 0.54 \%.

Therefore, the calibration coefficient for this chamber for ${ }^{18} \mathrm{~F}$ in the geometry defined in this experiment is $\mathbf{1 0 . 4 0 7 ( 5 6 ) ~ p A / M B q}$, where the calibration factor is calculated as the average value obtained from independent measurements on 4 different ampoules. The uncertainty is a standard ( $k=1$ ) uncertainty calculated from the quadratic addition of the components given in the table above and an additional component of $0.48 \%$ due to the standard uncertainty on the ${ }^{18} \mathrm{~F}$ calibrated activity.



