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Figure 3. Comparison of four radiative transfer simulations post-processed on the same density field, but using different source prescriptions parametrized by
Ṅ (m) = α(m) m. The white regions are ionized and the black are neutral. The left-hand panel, left centre panel, right centre panel and right-hand panels are,
respectively, cuts through Simulations S2 (α ∝ m−2/3), S1 (α ∝ m0), S3 (α ∝ m2/3) and S4 (α ∝ m0, but only haloes with m > 4 × 1010 M⊙ host sources). For
the top panels, the volume-ionized fraction is x̄i,V ≈ 0.2 (the mass-ionized fraction is x̄i,M ≈ 0.3) and z = 8.7. For the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6)
and z = 7.7, and for the bottom panels, x̄i,V ≈ 0.7(x̄i,M ≈ 0.8) and z = 7.3. Note that the S4 simulation outputs have the same x̄i,M , but x̄i,V that are typically
0.1 smaller than that of other runs. In S4, the source fluctuations are nearly Poissonian, resulting in the bubbles being uncorrelated with the density field
(x̄i,V ≈ x̄i,M ). Each panel is 94 Mpc wide and would subtend 0.6 degrees on the sky.
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Figure 4. The volume-weighted bubble radius PDF for the S1 (solid curves),
S3 (dot–dashed curves) and S4 (dotted curves) simulations. See the text for
our definition of the bubble radius R. We do not include curves for the
S2 simulation because they are similar to those for S1. The thin curves
are at z = 8.7 and x̄i,M = 0.3, and the thick curves are at z = 7.3 and
x̄i,M = 0.8. Simulation S4 has the rarest sources and the largest H II regions
of the four models.
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Figure 5. The ionization fraction power spectrum "xx (k)2 = k3 Pxx (k)/2π2

for the S1 (solid curves), S2 (dashed curves), S3 (dot–dashed curves) and S4
(dotted curves) simulations. For the top panels, x̄i,V ≈ 0.2(x̄i,M ≈ 0.3), for
the middle panels, x̄i,V ≈ 0.5(xi,M ≈ 0.6) and for the bottom panels, x̄i,V ≈
0.7(x̄i,M ≈ 0.8). In all panels, the fluctuations are larger at k ! 1 h Mpc−1

in S3 and S4 than they are in S1 and in S2. As the most massive haloes
contribute more of the ionizing photons, the ionization fraction fluctuations
increase at large scales.
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which dominate the power spectrum at k ∼> 5 h/Mpc
and are lost in purely analytic estimates (McQuinn et al.
2006a). We also note that both the halo mass func-
tions and power spectra are statistical tests and hence
the agreement shown here does not imply that our halo
field has a one-to-one mapping with an N-body halo field
sourced by identical initial conditions. Indeed, Gelb &
Bertschinger (1994) showed that those particles located
nearest initial linear density peaks are not necessarily in-
corporated into massive galaxies. The “peak particle”
algorithm is less robust than our smoothing technique,
but we still do not expect to recover halo masses or lo-
cations precisely. We plan on doing a “one-on-one” com-
parison between halo fields obtained from our halo finder
to those obtained from N-body codes in a future work.
However, it is certainly encouraging that the very similar
“peak-patch” group finding formalism of Bond & Myers
(1996a) did very well when compared “one-on-one” to N-
body codes at large mass scales (Bond & Myers 1996b).

In Figure 3 we show slices through the halo field from
our simulation box at z = 8.25, generated by the above
procedure, again with (right panel) and without (left
panel) the halo location adjustments. In the figure, the
halo field is mapped to a lower resolution 4003 grid for
viewing purposes. Each slice is 100 Mpc on a side and
0.25 Mpc deep. Collapsed halos are shown in blue. Vi-
sually, it is obvious that peculiar motions increase halo
clustering.

3. GENERATING THE IONIZATION FIELD

Once the halo field is generated as described above,
we can perform a similar filtering procedure (also using
the excursion-set formalism) to obtain the ionization field
(similar methods have been discussed by Zahn et al. 2005,
2007). The time required for this final step is a function
of x̄HI, with large x̄HI requiring less time than small x̄HI.
Specifically, at x̄HI ∼ 0.5 this step takes ∼ 15 minutes to
generate a 2003 ionization box on our workstation.

There are two main differences between the halo fil-
tering and the HII bubble filtering procedures: (1) HII
bubbles are allowed to overlap, and (2) the excursion
set barrier (the criterion for ionization) becomes, as per
Furlanetto et al. (2004a):

fcoll(x1,M, z) ≥ ζ−1 , (14)

where ζ is some efficiency parameter and fcoll(x1,M, z)
is the fraction of mass residing in collapsed halos inside
a sphere of mass M = 4/3πR3ρ̄[1 + ⟨δnl(x1, z)⟩R], with
mean physical overdensity ⟨δnl(x1, z)⟩R, centered on Eu-
lerian coordinate x1, at redshift z.

Equation (14) is only an approximate model and makes
several simplifying assumptions about reionization. In
particular, it assumes a constant ionizing efficiency per
halo and ignores spatially-dependent recombinations and
radiative feedback effects. It can easily be modified to
include these effects (e.g., Furlanetto et al. 2004b, 2006a;
Furlanetto & Oh 2005), and we plan to do so in future
work. Here we present the simplest case in order to best
match current RT numerical simulations.

This prescription models the ionization field as a two-
phase medium, containing fully-ionized regions (which
we refer to as HII bubbles) and fully-neutral regions.
This is obviously much less information than can be

gleaned from a full RT simulation, which precisely tracks
the ionized fraction. However, HII bubbles are typi-
cally highly-ionized during reionization, and for many
purposes (such as for 21 cm maps) this two-phase ap-
proximation is perfectly adequate.

In order to “find” the HII bubbles at each redshift we
smooth the halo field onto a 2003 grid. Then we filter
the halo field using a real-space top-hat filter, starting on
scales comparable to the box size and decreasing to grid
cell scales in logarithmic steps of width ∆M/M = 0.33.
At each filter scale, we use the criterion in eq. (14)
to check whether the region is ionized. If so, we flag
all pixels inside that region as ionized. We do this for
all pixels and scales, regardless of whether the resulting
bubble would overlap with other bubbles. Note, there-
fore, that the nominal ionizing efficiency ζ that we use
as an input parameter does not equal (1 − x̄HI)/fcoll.
They typically differ by ! 30%, with ζfcoll < 1 − x̄HI
early in reionization and ζfcoll > 1− x̄HI late in reioniza-
tion). Unfortunately, we thus cannot use our algorithm
to self-consistently predict the time evolution of the ion-
ized fraction (rather, that must be prescribed from some
other model). Of course, the same is true for N-body
simulations, because the evolution of the ionized fraction
depends on the evolving ionization efficiency of galaxies
and cannot be self-consistently included in any present-
day simulation.

In order to obtain the density field used in eq. (14),
δnl(x1, z), we use the Zel’Dovich approximation on our
linear density field, δ(x), in much the same manner as
we did to adjust our halo field in § 2.4. Starting at some
arbitrarily large initial redshift (we use z0 = 50), we
discretize our high-resolution 12003 field into “particles”
whose mass equals that in each grid cell. We then use
the displacement field (eq. 9) to move the particles to
new locations at each redshift. This resulting mass field
is then smoothed onto our lower resolution 2003 box to
obtain δnl(x1, z). We then recalculate the velocity field
(§ 2.2) using the new densities.

Zahn et al. (2007) showed that a very similar HII bub-
ble filtering procedure performed on an N-body halo field
was able to reproduce the ionization topology obtained
through a ray-tracing RT algorithm fairly well. Their
algorithm differs from ours in two ways. First, they used
a slightly different barrier definition; however, this dif-
ference has only a small impact on the ionization topol-
ogy.7 More importantly, for each filter scale at each pixel,
Zahn et al. (2007) flag only the center pixel as ionized if
the barrier is crossed, whereas we flag the entire filtered
sphere.

In order to test our bubble filtering algorithm, we exe-
cute it on the same N-body halo field at z = 6.89 as was
used to generate the bottom panels of Fig. 3 in Zahn
et al. (2007). We compare analogous ionization maps
created using various algorithms in Figure 4. All slices
are 93.7 Mpc on a side and 0.37 Mpc deep, with ζ ad-
justed so that the mean neutral fraction in the box is
x̄HI = 0.49. Ionized regions are shown as white. The
left-most and right-most panels are taken from Zahn

7 Specifically, in order to match the physics of their simulations
better, they required

R

dt fcoll > ζ−1. However, the density mod-
ulation ends up nearly identical to our model, so the topology is
almost unchanged.
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Fig. 10.— 21 cm brightness temperature fluctuations. We compare 21 cm maps from the radiative transfer simulation and numerical
scheme at three di↵erent redshifts. Each map is 65.6 Mpc/h on a side, and 0.25 Mpc/h deep, comparable to the frequency resolution of
planned experiments, and shows a di↵erent cut then Figure 3. The ionized fractions are xi,V = 0.11, 0.33 and 0.52 for z = 8.16, 7.26 and
6.89 respectively. Left column: Radiative transfer calculation with ionizing sources (blue dots). Middle column: Halo-smoothing procedure
(see text) with sources/halos from the N-body simulation. Right column: Constant mass-to-light ratio version of FZH04, based purely on
the initial, linear dark matter overdensity.
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Figure 6. Fraction of sightlines having HII opacities less than exp[�⌧HII],
evaluated at �v = 200 km s�1 redward of the galaxy’s systemic redshift.
The solid black curve corresponds to h�12iHII=0.1, while the others cor-
respond to h�12iHII=0.01. The dotted-red curve is computed using our
fiducial prescription (equations 3–5), while the blue dot dashed curve is
computed using the approximation that systems with � > �ss are fully
neutral. The green-dashed curve is also computed using our fiducial pre-
scription, but with sightlines originating at random locations in the IGM,
instead of halo centers.

biases act in opposite directions. Biased locations of the density
field imply more surrounding structure, capable of hosting high-
column density systems. On the other hand, biased locations in the
photoionization field imply a stronger overdensity criterion for self-
shielding (i.e. higher value of �ss in eq. 5 resulting from a higher
�).

We briefly show the impact of these biases on the Ly↵ trans-
mission by comparing the red-dotted and green-dashed lines in Fig.
6. The former is constructed with LOSs originating from halos,
while the latter is constructed from LOSs originating from random
locations in the simulation box. We see that in this case, the den-
sity bias “wins”: although the mean transmissions are comparable,
sightlines originating at random locations are understandably far
less likely to encounter nearby DLAs. The increase in the local
photo-ionization rate is unable to counter the higher incidence of
structures near galaxies. However, we again caution that we under-
estimate the fluctuations in the local photo-ionization rate, since (i)
the photo-ionization overdensity field, ��, is computed on a rel-
atively coarse, 2563 grid; and (ii) our ENZO box is too small to
capture large-scale fluctuations in � (e.g. Crociani et al. 2011).

2.3 The intrinsic Ly↵ emission line

Having constructed a database of optical depth profiles from both
reionization, ⌧reion, and the local HII region, ⌧HII, we now need
the intrinsic Ly↵ line, J(⌫), emerging from the galaxy’s ISM and
CGM (which in our case corresponds to distances within 0.16 cMpc
of the galaxy, as mentioned above). The total transmission, TIGM,

is then an integral over the intrinsic line:

TIGM =

Z
d⌫J(⌫) exp[�⌧reion(⌫)� ⌧HII(⌫)] , (6)

where J(⌫) is normalized to integrate to unity.
Modeling J(⌫) is beyond the scope of this work. Hence we

just assume simple Gaussian profiles, centered at �v = 0, 200,
400 km s�1 redward of the systemic redshift, with a r.m.s. width
of 100 km s�1, roughly corresponding to the circular velocities of
the host halos (e.g. Barkana & Loeb 2004). In reality, the profile of
J(⌫) is much more complicated, likely involving radiative transfer
through outflowing material (see for example §5 in Dijkstra et al.
2011 and references therein). However, our relatively-narrow Gaus-
sians sample the range of Ly↵ emission observed in low-z LAEs
(e.g. Steidel et al. 2010; Shibuya et al. 2014). By sampling both the
low and high ends of the likely systemic offset of the Ly↵ profile,
we bracket the expected impact of J(⌫) on our results. As we shall
see below, the choice of J(⌫) does not have a large impact on QHII

constraints (unless there is evolution in J(⌫) from z = 6 ! 7)12

though it does have a modest impact on h�12iHII constraints.

3 RESULTS

3.1 Total IGM transmission

In Fig. 7 we plot the sightline-averaged ratio of IGM Ly↵ trans-
mission (eq. 6) at z = 7 and z = 6: TIGM,z7/TIGM,z6. TIGM,z6 is
computed assuming (QHII, h�12iHII)z6 = (1, 0.2), and neglecting
redshift evolution of other quantities (i.e. hTIGM,z7/TIGM,z6i ⌘ 1

in the top right corner of the parameter space; see below for some
motivation of this conservative choice). The left (right) panel as-
sumes an intrinsic emission profile, J(⌫), centered at �v = 200
(400) km s�1.

From the modest inclination of the isocontours over the up-
per half of parameter space in Fig. 7, we see that the transmission
ratio is more sensitive to QHII than h�12iHII, despite our conser-
vative assumptions mentioned above. Proximate self-shielded sys-
tems only impact the average transmission when h�12iHII

⇠

<
0.02.

The transmission is even less sensitive to h�12iHII if the intrinsic
Ly↵ line, J(⌫), has a larger systemic velocity offset (i.e. the right
panel of Fig. 7). As already mentioned, this is due to the fact that
self-shielded systems generally have absorption profiles which are
steeper with wavelength than the neutral IGM (e.g. Miralda-Escude
1998; Mesinger & Furlanetto 2008a; McQuinn et al. 2008). There-
fore if the intrinsic Ly↵ emission has a significant contribution far
redward of the systemic redshift, it will be even less sensitive to
self-shielded systems than reionization.

It is also interesting to note that even for the largest z = 6 ! 7

evolution considered, (QHII, h�12iHII)z7 ⇡ (0.1, 0.01)

13, the
transmission ratio is still not very small, hTIGM,z7/TIGM,z6i =

0.2–0.4. This is driven by the emission redward of the systemic

12 The line profile might indeed evolve with redshift. For example, Jones
et al. (2012) show that the covering factor of low-ionization absorbers
(which trace HI) decreases from z = 3 ! 4 in LBGs. They argue that
it is in fact the covering factor that is regulating Ly↵ escape, which could
imply a redshift evolution of J(⌫).
13 A fully neutral (or close to fully neutral) universe would result in lower
transmission. We do not however explore such tiny values of QHII since
(i) our approach does not model tiny, sub-grid HII regions prevalent in the
very first stages of the EoR; (ii) the implied sharp reionization (�zre ⇡ 1)
is extremely unlikely.
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typical sizes of ⇠ ten proper kpc; e.g. Schaye 2001)1 in cosmo-
logical simulations which sample reionization structure on scales
of & hundreds of comoving Mpc (e.g. Furlanetto et al. 2004). Al-
though single-box simulations of reionization have made signifi-
cant progress lately (for example, see the recent review in Trac &
Gnedin 2011), tackling this full range of scales remains computa-
tionally out of reach for the foreseeable future.

Moreover, the properties of the recombining gas are sensitive to
the local density and radiation fields, both of which can be very
inhomogeneous and can evolve rapidly during reionization. Con-
clusions regarding the role of sinks must therefore be robust to as-
trophysical uncertainties in these quantities.

Here we implement a sub-grid model of recombinations inside
large-scale, semi-numerical simulations of reionization. Each cell’s
recombination history depends on the local values of density, ion-
izing UV background (UVB), and reionization history. Building
on Sobacchi & Mesinger (2013a), our simulations also include the
effects of photo-heating on the star formation rate; therefore, we in-
clude reionization feedback on both the sources and the sinks. We
investigate the relative impact of inhomogeneous recombinations
on the reionization history and morphology, as well as the evolu-
tion of the UVB, emissivity, mean free path to ionizing photons and
the clumping factor (see below) of the ionized gas.

Several previous works have addressed the topic of recombina-
tions during cosmic reionization (e.g. Miralda-Escudé et al. 2000;
Furlanetto & Oh 2005; Ciardi et al. 2006; McQuinn et al. 2007;
Choudhury et al. 2009; Crociani et al. 2011; Finlator et al. 2012;
Kaurov & Gnedin 2013b). Perhaps the closest to our approach was
Choudhury et al. (2009), who computed reionization morphologies
using a self-shielding criterion for each cell. Our results are quite
different, and we discuss the reasons for this below. Perhaps the
most important difference is that Choudhury et al. 2009 assume
that an entire large-scale reionization cell is neutral, if it begins to
self-shield. The size of these cells, ⇠ 1–2 cMpc, is two orders of
magnitude larger than the Jeans length of the structures which host
significant neutral gas (e.g. McQuinn et al. 2011; Rahmati et al.
2013). In contrast, our sub-grid approach does not result in⇠ cMpc
reservoirs of neutral gas inside HII regions.

This paper is organized as follows. In Section 2 we describe our
large-scale reionization simulations. In Section 3 we present our
sub-grid prescriptions to model UVB feedback on galaxies (§3.1),
and the small-scale structure of the IGM (§3.2). In Section 4 we
present our results, investigating the role of sinks and sources on
IGM properties during reionization. In Section 5 we present our
conclusions. Throughout we assume a at ⇤CDM cosmology with
parameters (⌦m, ⌦⇤, ⌦b, h, �8, n) = (0.28, 0.72, 0.046, 0.70,
0.82, 0.96), as measured by the Wilkinson Microwave Anisotropy
Probe (WMAP; Bennett et al. 2013), and also consistent with re-
cent results from the Planck satellite (Planck Collaboration 2013).
Unless stated otherwise, we quote all quantities in comoving units.

2 LARGE-SCALE SIMULATIONS OF REIONIZATION

To model cosmological reionization, we use a parallelized version
of the publicly available semi-numerical simulation, 21CMFAST2.
We generate the IGM density and source fields by: (i) creating a
3D Monte Carlo realization of the linear density field in a box with

1 If the IGM is cold prior to reionization, the Jeans length could even be
1–2 orders of magnitude smaller (e.g. Emberson et al. 2013).
2 http://homepage.sns.it/mesinger/Sim

sides L = 300 Mpc and N = 1600

3 grid cells; (ii) evolving the
density field using the Zeldovich approximation (Zeldovich 1970),
and smoothing onto a lower-resolution N = 400

3 grid; (iii) using
excursion-set theory (Press & Schechter 1974; Bond et al. 1991;
Lacey & Cole 1993; Sheth & Tormen 1999) on the evolved density
field to compute the fraction of matter collapsed in halos bigger
than a threshold Mmin (see Section 3.1), thus contributing to reion-
ization (see Mesinger & Furlanetto 2007; Mesinger et al. 2011 for
a more detailed description of the code).3

The ionization field is computed by comparing the integrated
number of ionizing photons to the number of baryons plus recombi-
nations, in spherical regions of decreasing radius R (i.e. following
the excursion-set approach of Furlanetto et al. 2004). Specifically,
a cell located at spatial position and redshift, (x, z), is flagged as
ionized if:

⇠fcoll(x, z, R, ¯Mmin) � 1 + n̄rec(x, z, R) (1)

where fcoll

`
x, z, R, ¯Mmin

´
is the fraction of collapsed matter in-

side a sphere of radius R residing in halos larger than ¯Mmin, and
⇠ is an ionizing efficiency, defined below. As we detail below, each
cell keeps track of the local values of Mmin(x,z) and nrec(x,z),
computed according to the cell’s density and ionization history. The
latter is the main improvement of this work. When computing the
ionization criterion in eq. (1), ¯Mmin and n̄rec are also averaged over
scale R.4

Starting from the box size, the smoothing scale is decreased,
and the criterion in eq. (1) is re-evaluated. It is important to note
that most previous excursion-set approaches add a maximum start-
ing scale, Rmax, generally corresponding to a chosen value for
the mean free path to ionizing photons through the ionized IGM,
�mfp,HII = Rmax. This value is usually treated as homogeneous
and redshift independent. In this work we remove this free pa-
rameter, as our procedure explicitly computes the local mean free
path. At the cell size, Rcell, the partial ionizations from sub-grid
sources are evaluated, and the cell’s ionized fraction is set to
⇠fcoll(x, z, Rcell, Mmin)/(1 + nrec) (Mesinger et al. 2011). Ne-
glecting recombinations, this algorithm results in ionization fields
which are in good agreement with cosmological radiative transfer
algorithms on

⇠

> Mpc scales (Zahn et al. 2011).
The ionizing efficiency from eq. (1) can be written out as:

⇠ = 30

„
N�

4000

«„
fesc

0.15

«„
f⇤

0.05

«„
fb

1

«
. (2)

where N� is the number of ionizing photons per stellar baryon,
fesc is the fraction of UV ionizing photons that escape into the
IGM, f⇤ is the fraction of galactic gas in stars, and fb is the frac-
tion of baryons inside the galaxy with respect to the cosmic mean

3 We perform a rudimentary check of resolution convergence by redoing
our main runs on a coarser, N = 2003 grid. We recover all of the trends
predicted by our fiducial resolution runs, in particular finding that all reion-
ization histories are affected by less then �z ⇠< 0.4.
4 As discussed in Sobacchi & Mesinger (2013a), formally we should
be averaging over the local values of fcoll, instead of Mmin, i.e.
hfcoll(Mmin)iR 6= fcoll(hMminiR). However, only computing fcoll lo-
cally in each cell could yield spurious, resolution-dependent results, since
we are using the evolved (instead of the linear) density field: an application
of the conditional mass function which has only been tested empirically
within the context of the excursion-set approach to reionization (Zahn et al.
2011; Mesinger et al. 2011). In Sobacchi & Mesinger (2013a) we show that
under maximally pessimistic assumptions, this approach results in a mis-
estimate of the effective collapse fraction of at most 10–20%, comparable
to the uncertainty in the high-redshift mass function itself.
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overdensity � ⌘ nb/n̄b) can be written as6:

PV (�, z) = A exp

2

64�

“
�

�2/3
� C0

”2

2 (2�0/3)

2

3

75 �

�� (6)

where the fitted parameter �0 = 7.61/(1 + ze↵) crudely scales as
the Jeans length in the ionized IGM, which we evaluate at an ef-
fective redshift (1 + ze↵) ⌘ (1 + z)�

1/3
cell ; this is motivated by

the self-similarity of the Einstein-de Sitter Universe, where each
large-scale patch can be treated as a background Universe.7 The
parameter � is tabulated at z < 6, while we assume � = 2.5 at
higher redshifts (corresponding to an isothermal sphere profile for
high-density absorbers). A and C0 ensure volume and mass nor-
malization of the distribution as appropriate for each cell’s mean
over-density, �cell.

Assuming photoionization equilibrium, we calculate the neutral
fraction at a given density:

xHI�local = �HeII nH (1� xHI)
2 ↵B , (7)

where nH = �n̄H is the hydrogen number density, ↵B = 2.6 ⇥
10

�13 cm3 s�1 is the case B recombination coefficient for gas at
T ' 10

4 K, and �HeII = 1.08 accounts for singly-ionized he-
lium. We take into account the self-shielding of the gas through a
density-dependent photoionization rate, obtained by an empirical
fit to radiative transfer simulations (Rahmati et al. 2013):

�local

�HII
= 0.98⇥

"
1 +

„
�

�ss

«1.64
#�2.28

+

+ 0.02⇥

»
1 +

�

�ss

–�0.84

(8)

where �ss is the overdensity above which the gas is self-
shielded (Schaye 2001). Using a spectrally-averaged ionization
cross-section corresponding to our UVB power index of ↵ = 5,
we have:

�ss = 27⇥

„
T

10

4 K

«0.17 „
1 + z

10

«�3 „
�HII

10

�12 s�1

«2/3

. (9)

To compare our model against observations we calculate the cor-
responding column density distribution function (CDDF) of the
gas. This is usually expressed as the number of absorption lines
per unit absorption distance X (defined in eq. 10) and column den-
sity NHI. The relation of the CDDF to the observed number density
of absorption lines per unit redshift d2n/dNHIdz depends on the
assumed cosmology:

f (NHI, z) ⌘

d2n

dNHIdX
⌘

d2n

dNHIdz

H (z)

H0

1

(1 + z)

2 . (10)

6 We caution that the MHR density distribution is not calibrated to sim-
ulations at very high redshifts, nor at very high densities (which were not
well-resolved by their simulation). This is approximately dealt with using
an overall normalization, fs (see eq. 12).
7 We are implicitly assuming that the density distribution of the gas re-
sponds instantaneously to photo-heating. Although this is not exactly the
case (Pawlik et al. 2009), this assumption is relatively safe since the re-
sponse time-scale is shorter than the typical extension of inhomogeneous
reionization. Most importantly, it is likely the IGM is pre-heated by X-rays
(e.g. Oh 2001; Ricotti & Ostriker 2004; Mesinger et al. 2013), dramatically
reducing the time-scale for response. Nevertheless, the photon-consumption
during gas relaxation remains an uncertainty.
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Figure 1. CDDF of the gas calculated with different fiducial photoion-
ization rates (in units of 10�12 s�1). The shaded region corresponds to
observational constraints at a mean redshift of 3.7 (O’Meara et al. 2007;
Prochaska & Wolfe 2009; Prochaska et al. 2009, 2010; with the compila-
tion from McQuinn et al. 2011). Curves correspond to, solid: �HII = 0.5;
dashed: �HII = 0.25 and �HII = 1 (upper and lower curves respec-
tively). The dotted curve corresponds to the optically thin approximation
with �HII = 0.5.

We assume that the gas is in dynamical equilibrium and calculate
NHI as (Schaye 2001):

NHI = 1.6⇥ 10

21 cm�2n
1/2
H

„
T

10

4 K

«1/2

xHI (11)

Assuming uniform density absorbers, the CDDF is given by
(Furlanetto & Oh 2005, Appendix A):

f (NHI, z) = fs⌦b
d�

dNHI
�PV (�, z)

3H0c (1� Y )

8⇡GmH
xHIN

�1
HI

(12)
Since the MHR distribution overestimates the amount of gas at den-
sities � & �ss (e.g. Pawlik et al. 2009; Bolton & Becker 2009),
we re-scale eq. (12) by fs ⇠ 0.3 (given the uncertainty in the mea-
sured CDDF, fs can not be constrained strictly; see also Furlanetto
& Oh 2005, Appendix A).

In Figure 1 we compare the resulting CDDF with observa-
tional constraints at a mean redshift of 3.7 (O’Meara et al. 2007;
Prochaska & Wolfe 2009; Prochaska et al. 2009, 2010). We show
the CDDF calculated assuming different fiducial photoionization
rates (in units of 10

�12 s�1): �HII = 0.5 (solid), �HII = 0.25

and �HII = 1 (dashed). The CDDF agrees well with observa-
tions, including the damped Ly↵ system (DLA) dip at NHI &
2 ⇥ 10

20 cm�2. For comparison we also show the result of an op-
tically thin approximation with �HII = 0.5 (dotted). As expected,
the optically thin approximation underestimates the CDDF at large
column densities where the self-shielding of the gas becomes im-
portant.

3.2.1 Recombination Rate

Taking self-shielding into account, and integrating over the entire
density distribution, the recombination rate per baryon in an ionized
cell is:

dnrec

dt
(x, z) =

Z +1

0

PV (�, z)�n̄H↵B [1� xHI (�)]

2 d� .

(13)
Then the total, time-integrated number of recombinations per
baryon, averaged over the smoothing scale (HII region), can be
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Inhomogeneous recombinations during cosmic reionization 7

Obviously, these models are not meant to be exhaustive, span-
ning a wide range of astrophysical parameter space. Rather they
serve to further physical intuition about the impact and relative
importance of inhomogeneous feedback from sources and sinks.
Eventually, more physical models can be constructed, including a
halo mass and redshift dependence of source luminosities which is
more complex than our simple Mhalo > Mcrit(x, z) threshold.

Before moving onto more quantitative analysis, in Fig. 4 and Fig.
5, we show light-cone slices through the recombination and ioniza-
tion fields, respectively. It is evident that both fields are quite inho-
mogeneous. Large-scale overdensities are first to ionize, and these
regions host the most recombinations. In general, the large-scale re-
combination morphology resembles the reionization morphology,
but with a delay corresponding to the recombination time-scale
trec ⇠ 40 Myr �

�1
(1� xHI)

�1
[(1 + z)/20]

�3. Most recombina-
tions occur in systems with overdensities close to the self-shielding
threshold, which increases from �ss ⇠ 5 ! 100 over the redshift
interval z ⇠ 15 ! 5 (e.g. Fig. 12). Such an increase in �ss offsets
the trec / (1+z)

�3 growth of the recombination time of the mean
Universe, such that the recombination time of LLSs remains fairly
constant. This, combined with the growth of cosmic time per red-
shift interval (increase in dt/dz with decreasing redshift), explains
why recombinations become more important at lower redshifts dur-
ing the late stages of reionization.

From Fig. 5, we also see that the combined reionization-era im-
pact of the evolution of sources and sinks is much more potent than
either effect on its own. This is due to the fact that both preferen-
tially affect large HII regions, late in reionization. Larger regions
generally have a higher UVB due to a larger �mfp, driving ioniza-
tion fronts into dense, rapidly recombining systems. Furthermore,
the large HII regions are the ones whose centers were the first to
ionize, with enough time passing for even modest overdensities to
recombine. This passage of time also depletes the gas reservoir
available for star formation through Jeans filtering. Both effects
slow the growth of large HII regions, driving them into a “photon-
starved” or “recombination-limited” regime. We quantify this fur-
ther below.

4.1 Reionization History

In Figure 6 we compare the evolution of the global volume-
averaged neutral fraction x̄HI in different reionization models10. As
mentioned before, both recombinations and UVB feedback delay
reionization; the former by depleting the photon budget for grow-
ing the HII regions, and the later by decreasing the star-formation
rate. We stress again that the fiducial choice of ⇠ = 30 is just a
rough guess; reionization histories can be shifted later/earlier by
decreasing/increasing ⇠.

From Fig. 6 we also see that the reionization delay from recom-
binations is more significant than the one from UVB feedback on
sources. By decreasing the effective ionizing efficiency (see Section
3.2.1), recombinations delay the end of reionization by �z ⇠ 1.3
(RnF vs nRnF). The analogous delay due to feedback on sources

10 Note that reionization in our nRnF model evolves quicker than in pre-
vious, comparable semi-numerical predictions. This is because we remove
the former crude LLSs modeling which imposed a homogeneous (usually
redshift-independent) mean free path, Rmax = �mfp,HII. By not includ-
ing even this crude treatment of LLSs, our nRnF model is more similar to
most analytic estimates and large-scale radiative transfer simulations, than
it is to previous semi-numerical ones.

2 s WMAP7
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LAEs, z = 7.1 QSO
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Figure 6. Evolution of the volume-weighted global neutral fraction, x̄HI,
with different models. Solid: FULL. Dotted: RnF. Dashed: nRF. Dot-
dashed: nRnF. For comparison, we show the 2-� constraints from the
seven-year WMAP measurement of ⌧e (Komatsu et al. 2011; we translate
these integral constraints to limits on x̄HI = 0.5 using suites of reionization
histories from Mesinger et al. 2012). We also denote the strict upper limit at
z ⇡ 6 from the dark fraction in QSO spectra (McGreer et al. 2011), and the
two recent (somewhat qualitative) lower limits at z ⇡ 7 suggested by (i)
observations of ULAS J1120+0641 (Bolton et al. 2011) and (ii) the fall in
the Ly↵ emitter fraction among LBGs (e.g. Dijkstra et al. 2011; Pentericci
et al. 2011; Bolton & Haehnelt 2013).

is �z ⇠ 0.7 (nRF vs nRnF). The total effect of both recombina-
tions and feedback on sources is to delay the completion of reion-
ization by �z ⇠ 2.5 (FULL vs nRnF). This delay is greater than
the combined individual delays from either effect, as both prefer-
entially impact the same, late-stage large HII regions, accelerating
their transition to a recombination-limited regime. Since the impact
is strongest on the end stages of (and following) reionization, ⌧e is
only mildly affected, with the FULL (nRnF) model having ⌧e=
0.07 (0.08).

4.2 Reionization Morphology

We now proceed to quantify the impact of recombinations on
the morphology of reionization. Understanding the morphology of
reionization is important in interpreting almost all reionization ob-
servables (e.g. Lidz et al. 2007; McQuinn et al. 2008; Mesinger
& Furlanetto 2008; Mesinger 2010; Schroeder et al. 2013; Dijk-
stra et al. 2011; Dayal et al. 2011; Mesinger et al. 2012). Further-
more, current 21cm interferometers, such as Low Frequency Array
(LOFAR; van Haarlem et al. 2013)11, Murchison Wide Field Array
(MWA; Tingay et al. 2013)12, and the Precision Array for Probing
the Epoch of Reionization (PAPER; Parsons et al. 2010)13, should
provide a statistical measurement of large-scale (k ⇠ 0.1 Mpc�1)
reionization morphology in the next couple of years.

In the top panels of Fig. 7 we show the size distributions of
the HII regions, calculated according to the procedure in Mesinger
& Furlanetto (2007): randomly choosing an ionized cell and tab-
ulating the distance to the HII region edge along a randomly
chosen direction. In the middle panels we show the ionization
power spectrum �

2
xx ⌘ k3/(2⇡2V ) h|�xx|

2
ik, with �xx =

11 http://www.lofar.org/
12 http://www.mwatelescope.org/
13 http://eor.berkeley.edu
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This	
  means	
  the	
  21cm	
  signal	
  is	
  	
  
smaller	
  than	
  expected!	
  

Patchy	
  recombina=ons	
  and	
  photo-­‐hea=ng	
  feedback	
  on	
  gas	
  accre=on	
  have	
  an	
  addi=ve	
  impact	
  
	
  
Suppression	
  of	
  large-­‐scale	
  21cm	
  power	
  by	
  factors	
  of	
  >3	
  throughout	
  reioniza=on,	
  
and	
  a	
  steeper	
  spectrum.	
  Quan=ta=ve	
  impact	
  depends	
  on	
  the	
  dura=on	
  of	
  reioniza=on.	
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Evolu=on	
  Of	
  21cm	
  Structure	
  

•  periodic,	
  public	
  releases	
  of	
  the	
  latest,	
  large-­‐scale	
  
21cm	
  sims	
  (~current	
  ‘best-­‐guess’)	
  

hap://homepage.sns.it/mesinger/EOS.html	
  
1.6	
  Gpc,	
  	
  10243	
  



2)	
  ultra-­‐fast,	
  models	
  with	
  flexible	
  
parametriza=ons:	
  

Bayesian	
  constraints	
  on	
  EoR	
  astrophysics	
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~105	
  21CMFAST	
  realiza=ons	
  
with	
  21CMMC	
  
(impossible	
  with	
  numerics)	
  

Greig	
  &	
  AM	
  (2015)	
  
(see	
  Brad’s	
  talk)	
  



3)	
  instrument	
  pipelines	
  



Instrument	
  pipelines	
  

Chapman+	
  2012	
  

cosmic	
  signal	
  
21cmFAST	
  

foregrounds	
  (FG)	
  
(e.g.	
  Jelic+2010)	
  

instrument	
  noise	
  
(LOFAR	
  600h)	
  

DATA=	
  

reconstructed	
  
signal	
  =	
  

DATA	
   FG	
  removal	
  	
   noise	
  



Instrument	
  pipelines	
  

Chapman+	
  2012	
  

cosmic	
  signal	
  
21cmFAST	
  

foregrounds	
  (FG)	
  
(e.g.	
  Jelic+2010)	
  

instrument	
  noise	
  
(LOFAR	
  600h)	
  

DATA=	
  

reconstructed	
  
signal	
  =	
  

DATA	
   FG	
  removal	
  	
   noise	
  

•  sta.s.cal	
  comparison	
  
•  do	
  we	
  recover	
  EoR	
  physics,	
  
e.g.	
  with	
  21CMMC???	
  
•  try	
  different	
  cleaning/

different	
  EoR!	
  



4)	
  tes=ng	
  and	
  calibra=on	
  



Tes=ng	
  against	
  large-­‐scale	
  RT	
  
•  Agreement	
  w/RT	
  is	
  ~30%	
  over	
  the	
  relevant	
  
scales	
  

Zahn,	
  AM+	
  (2011)	
  

see	
  also	
  AM+(2011);	
  Majumdar+(2014)	
  

 1

 10

P
(k

) 2
1
 c

m
 k

3
/(

2
π

)2
  
(m

K
2
)

z=8.49, xi=0.25

Trac & Cen
McQuinn et al.

FFRT
MF07

 1

 10

P
(k

) 2
1

 c
m

 k
3
/(

2
π

)2
  
(m

K
2
)

z=7.56, xi=0.51

Trac & Cen
McQuinn et al.

FFRT
MF07
MWA

SKA

 1

 10

 0.1  1  10

P
(k

) 2
1

 c
m

 k
3
/(

2
π

)2
  
(m

K
2
)

k [h/Mpc]

z=7.11, xi=0.72

Trac & Cen
McQuinn et al.

FFRT
MF07



Tes=ng	
  against	
  large-­‐scale	
  RT	
  
•  Agreement	
  w/RT	
  is	
  ~30%	
  over	
  the	
  relevant	
  
scales,	
  BUT	
  comparisons	
  have	
  only	
  been	
  made	
  
for	
  very	
  simple	
  models	
  
– what	
  about	
  Ts,	
  sub-­‐grid,	
  various	
  source	
  
prescrip=ons?	
  

– comparisons	
  can	
  be	
  used	
  to	
  quan.fy	
  biases	
  and	
  
errors,	
  which	
  can	
  be	
  folded-­‐into	
  sta=s=cal	
  analysis	
  
(e.g.	
  21CMMC)	
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Calibra=ng	
  to	
  small-­‐scale	
  sims	
  
•  feedback,	
  self-­‐shielding,	
  gas	
  dynamics,	
  etc.	
  require	
  systema.c	
  

studies	
  using	
  small-­‐scale,	
  physics-­‐rich	
  simula=ons.	
  These	
  can	
  then	
  be	
  
used	
  to	
  empirically	
  calibrate	
  sub-­‐grid	
  physics	
  for	
  large-­‐scale	
  semi-­‐
numerical	
  sims	
  (e.g.	
  Sobacchi	
  &	
  AM	
  2013,	
  2014)	
  

On the evolution of the H I CDDF 2441

Figure A1. Left: the ratio between the H I CDDF calculated using the RT based !Phot–nH relationship and the actual RT results for the L06N128 simulation in
the presence of the UVB and diffuse RR, at z = 3. The orange solid line shows the result of using the median photoionization rate–density profile predicted by
the RT simulation. The blue dashed curve shows the result of including the scatter around the median in the calculations. Right: H I CDDFs calculated using
the !Phot–nH fitting function (i.e. equation 14) are compared to the H I CDDFs for which the actual !Phot–density relation from the RT simulations are used.
Blue and green curves are for z = 0 and z = 2, respectively, and the red curve is for z = 4. The difference between the RT result and the result of using the
fitting function at z = 0 is due to the importance of collisional ionization at z = 0. To capture this effect and to reproduce the RT results at z = 0, we advise
using the best-fitting parameters shown in Table A2. All the CDDFs are for the L50N512-W3 simulation and in the presence of the UVB and diffuse RR.

Table A1. The best-fitting parameters for equation (A1) at dif-
ferent redshifts based on RT results in the L06N128 simulation.

Redshift log [n0] (cm−3) α1 α2 β 1 − f

z = 1–5 log [nH, SSh] −2.28 −0.84 1.64 0.98

z = 0 −2.94 −3.98 −1.09 1.29 0.99
z = 1 −2.29 −2.94 −0.90 1.21 0.97
z = 2 −2.06 −2.22 −1.09 1.75 0.97
z = 3 −2.13 −1.99 −0.88 1.72 0.96
z = 4 −2.23 −2.05 −0.75 1.93 0.98
z = 5 −2.35 −2.63 −0.57 1.77 0.99

The left panel of Fig. A1 shows that using the median pho-
toionization rates produces an H I CDDF in very good agreement
with the H I CDDF obtained from the corresponding RT simu-
lation (orange solid curve) at NH I ! 1018 cm−2. However, there

is a small systematic difference at lower column densities. One
may think that this small difference is caused by the loss of in-
formation contained in the scatter in the photoionization rates at
fixed density. We tested this hypothesis by including a log-normal
random scatter around the median photoionization rate consis-
tent with the scatter exhibited by the RT result. However, after
accounting for the random scatter, the f (NH I, z) is slightly over-
produced compared to the full RT result at nearly all H I column
densities.

We exploit the insensitivity of the shape of the !Phot–density
relation to the redshift, and propose the following fit to the pho-
toionization rate, !Phot,

!Phot

!UVB
= (1 − f )

[
1 +

(
nH

n0

)β
]α1

+ f

[
1 + nH

n0

]α2

, (A1)

Figure A2. Comparisons between the total photoionization rates as a function of density in the L06N128 simulation. Photoionization rates based on the RT
simulations and best-fitting functions at z = 4 and z = 0 are shown in the left and right panels, respectively. In each panel, the RT result is shown with the orange
solid curve. The best fit to the RT result at a given redshift (equation A1 and Table A1) is shown with the blue dashed curve and the best fit to the RT results at
z = 1–5 (equation 14) is shown with the purple dotted curve. As shown in the right panel, because of the impact of collisional ionization on self-shielding, the
low redshift photoionization curve (the blue dashed curve) deviates from the best fit to the results at higher redshifts (the purple dotted curve). To resolve this
issue and to capture the impact of collisional ionization, we advise using the best-fitting parameters shown in Table A2 for z = 0.

Rahma=+	
  (2012)	
  

e.g.	
  self-­‐shielding	
  of	
  a	
  UVB	
  



Conclusions	
  
•  Semi-­‐numerical	
  simula=ons	
  offer	
  a	
  cheap	
  
alterna=ve	
  to	
  RT+N-­‐body,	
  at	
  a	
  ‘modest’	
  cost	
  in	
  
accuracy	
  

•  They	
  are	
  here	
  to	
  stay!	
  
–  fast	
  enough	
  to	
  be	
  used	
  for	
  EoR	
  astrophysical	
  
parameter	
  explora=on	
  

–  allow	
  for	
  flexible	
  parameteriza=ons	
  (physical	
  and	
  
empirical)	
  

–  test-­‐bed	
  for	
  sub-­‐grid	
  models	
  
–  can	
  be	
  calibrated	
  in	
  a	
  boaom-­‐up	
  fashion	
  to	
  physics-­‐
rich	
  simula=ons	
  on	
  small	
  scales	
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