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To have better understanding of very high 
energy cosmic-rays　 

 Good hadronic interaction model(s) for M.C  

 LHCf affords stuff for selecting  good 
models or for tuning  the models.

Physics motivation of the LHCf experiment
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Why spectrum shape changes ? 
Is it related  to the composition change ? 

 Accel. mechanism, source ? 

Composition vs Energy is key
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• Xmax:  F(E0,  1ry type,  interaction model)

• Several interaction models in the cosmic ray field

• qgsjetII

• EPOS

• sibyll

• dpmjet3

• pythia  (H.E field)

• Pre-LHC, no reliable info. about what is
happening at > 1015 eV. But we have been
using them  even at 1020 eV !
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η-distribution:In terms of 
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Meta%analysis:,Composi1on,WG,

TA#data#cannot#
dis,nguish#
between#mix#and#
QGSJETII;03#
protons#at#this#
level#of#systema,c#
uncertainty.#

[618,%,PoS,307],,
Parallel#CR07#EAS#mass##
Track:#CREX,#Presented#by#
Michael#UNGER#
on#31#Jul#2015#at#14:00##
Unger#et#al,#PoS#307#

TA ICRC 2015 
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LHCf is dedicated to measure photons, pi0’s  
and neutrons near zero degree.



neutral particles

front counter

2 tower calorimeters

TAN area

9

96mm

Sampling  calorimeter
W of 44  X0, 1.7λc
Plastic scinti.→GSO plates
4 pos. sensitive layers:
Arm1: SciFi→GSO bars
Arm2:  Si strip

From 2014

Large tower

Small tower



Summary of the LHCf experiment
Year

　Beam √SNN 

Detectors
Equiv. proton   

lab. E (eV)
γ Neutron π0

2007,10,12,
14

SPS beam test
Arm1,2

NIM A, 871,
129 (2012)

JINST 9
P03016 (2014)

2009
pp 900 GeV

Arm1,2
4.3x1014 PLB 715, 

298(2012)

2009/10
pp 7 TeV
Arm1,2

2.6x1016 PLB 703, 
128 (2011)

PLB 750(2015) 
PRD 86, 
092001 (2012)

2013
pp 2.76 TeV

Arm2
4.1x1015

PRC 89, 
065209 (2014)

2013
pPb 5.02 TeV

Arm2
1.3x1016

First trial of common TRG 
with ATLAS. Some 
preliminary results 

2015
pp 13 TeV

Arm1,2
9.0x1016 Our main target.  Data taken in 

June 2015 after the LHC restart! 

2015
SPS beam test

Arm1,2
Post LHC calibration
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photon spectrum @√S= 7 TeV

Small Tower;  eta >10.94 Large Tower; 8.81<eta<8.99

Comparison with M.C predictions
LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133

Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133

Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

MC/Data

No model is perfect   but  not too bad 

LHC-tuned EPOS and QGSJETII show bit harder
spectra and MC/Data will be improved a bit
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FIG. 5: (color online). Experimental pz spectra of the LHCf detector (filled circles) in p+ p collisions at
p
s = 7TeV. Shaded

rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models are shown
for comparison (see text for details.)
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C. Results in p+ Pb collisions at p
sNN = 5.02TeV

The inclusive ⇡

0 production rate in p+Pb collisions is
given as

1

�

pPb
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d
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dp
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2⇡pTdpTdpz
, (5)

where �

pPb
inel is the inelastic cross section, Ed

3
�

pPb
/dp

3

is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from N

pPb
inel = �

pPb
inel

R Ldt, assum-
ing the inelastic p+ Pb cross section �

pPb
inel = 2.11 b [66].

The value for �

pPb
inel is derived from the inelastic p + p

cross section �

pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡

0 + p via baryon resonances in UPCs. In fact

Pz spectrum of π0 (Arm1,2 combined) at √S = 7 TeV

In these Pt regions,  Sibyll2.1 deviates from the data.  
How about Pt dist.?
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C. Results in p+ Pb collisions at p
sNN = 5.02TeV

The inclusive ⇡

0 production rate in p+Pb collisions is
given as
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where �

pPb
inel is the inelastic cross section, Ed

3
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pPb
/dp
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is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from N

pPb
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R Ldt, assum-
ing the inelastic p+ Pb cross section �

pPb
inel = 2.11 b [66].

The value for �

pPb
inel is derived from the inelastic p + p

cross section �

pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡

0 + p via baryon resonances in UPCs. In fact
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C. Results in p+ Pb collisions at p
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where �
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inel is the inelastic cross section, Ed
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is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from N
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R Ldt, assum-
ing the inelastic p+ Pb cross section �
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The value for �
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inel is derived from the inelastic p + p

cross section �

pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡

0 + p via baryon resonances in UPCs. In fact
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FIG. 4: (color online). Experimental combined pT spectra of the LHCf detector (filled circles) in p+p collisions at
p
s = 7TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)

C. Results in p+ Pb collisions at p
sNN = 5.02TeV

The inclusive ⇡

0 production rate in p+Pb collisions is
given as

1

�

pPb
inel

E

d

3
�

pPb

dp

3
=

1

N

pPb
inel

d

2
N

pPb(pT, ylab)

2⇡pTdpTdylab

=
1

N

pPb
inel

E

d

2
N

pPb(pT, pz)

2⇡pTdpTdpz
, (5)

where �

pPb
inel is the inelastic cross section, Ed

3
�

pPb
/dp

3

is the inclusive cross section of ⇡0 production in p + Pb
collisions at p

sNN = 5.02TeV, and ylab is the rapidity
in the detector reference frame. The number of inelastic
p+Pb collisions, NpPb

inel , used for normalising the produc-
tion rates is calculated from N

pPb
inel = �

pPb
inel

R Ldt, assum-
ing the inelastic p+ Pb cross section �

pPb
inel = 2.11 b [66].

The value for �

pPb
inel is derived from the inelastic p + p

cross section �

pp
inel and the Glauber multiple collision

model [37, 66]. Using the integrated luminosities de-
scribed in Sec. III, NpPb

inel is 9.33⇥ 107. Note that, again,

only the LHCf Arm2 detector was operated in p + Pb
collisions at p

sNN = 5.02TeV.
Figure 8 shows the LHCf pT spectra with both sta-

tistical and systematic errors (filled circles and shaded
rectangles). The pT spectra in p + Pb collisions atp
sNN = 5.02TeV predicted by the hadronic interaction

models, dpmjet (solid line, red), qgsjet (dashed line,
blue), and epos (dotted line, magenta), are also shown in
the same figure for comparison. The expected UPC con-
tribution discussed in Sec. IV A is added to the hadronic
interaction model predictions for consistency with the
treatment of experimental data, and the UPC pT spec-
trum is shown for reference (dashed-double-dotted line,
orange).

In Fig. 8, dpmjet shows good agreements with LHCf
measurements at �8.8 > ylab > �10.0 and pT < 0.3GeV,
while showing a harder behaviour for higher pT regions.
qgsjet and epos predict relatively similar spectra to
each other and show better agreement with LHCf mea-
surements at pT > 0.4GeV than dpmjet. The charac-
teristic bump at ylab > �9.6 and pT ⇠ 0.2GeV, which
is absent in p + p collisions, originates from the channel
� + p ! ⇡

0 + p via baryon resonances in UPCs. In fact

Pt  spectrum of π0 (Arm1,2 combined) at √S = 7 TeV
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=3

p+Pb at
�

sNN = 5.02 TeV
UPC+QCD, Nuc.Mod.Fac.

π0 event categories in p-Pb collisions 

Central collisions Peripheral collisions 

impact 
parameter : b 

(Soft) QCD : 
central and peripheral collisions 

Momentum distribution of the UPC induced secondary particles is estimated as 
1. energy distribution of virtual photons is estimated by the Weizsacker Williams approximation. 
2. photon-proton collisions are simulated by the SOHIA model (Eγ > pion threshold). 
3. produced mesons and baryons by γ-p collisions are boosted along the proton beam. 

Ultra peripheral collisions : 
virtual photon from rel. Pb collides a proton. 

Dominant channel to forward π0 is 

About half of the observed π0 may 
originate in UPC, another half is from 
soft-QCD. 

Break down 
of UPC 

Comparison 
with soft-QCD 

proton Pb 

proton 
rest frame 

8

proton 

Pb 

Arm2 only
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Pz spectrum of π0 in p+Pb at √sNN=5.02 TeV 
Exp. data vs model (both include UPC) 14
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FIG. 9: (color online). Experimental pz spectra of the LHCf detector (filled circles) in p+ Pb collisions at
p
sNN = 5.02TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)
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curve, blue). Left: the data in p+ p collisions at

p
s = 7TeV.

Right: the data in p+ Pb collisions at
p
sNN = 5.02TeV.

B. Limiting fragmentation

A hypothesis of limiting fragmentation [11, 12] claims
that the fragments of a colliding hadron will follow a
limiting rapidity distribution in the rest frame of the tar-
get hadron. In this case the rapidity distribution of the
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FIG. 11: (color online). Average pT as a function of rapid-
ity loss ybeam � y. Red open circles and black filled circles
indicate the LHCf data in p + p collisions at

p
s = 2.76 and

7TeV, respectively. The result of the UA7 experiment at Spp̄S
(p + p̄ collisions at

p
s = 630GeV) is added for comparison

(magenta, open box).

DPMJET3.06

QGSJETII-04

EPOS-LHC

UPC

submitted to PRD

EPOS-LHC

UPC
DPMJET3.06

QGSJETII-04

18



Scaling or Limiting Fragmentation
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7TeV within their uncertainties. At 0.2 < pT < 0.4GeV,
all bins at

p
s = 2.76TeV are consistent with the cross

sections at 7TeV, except for the bin for 0.82 < xF < 0.91
that is smaller than the cross sections at 7TeV by 40%,
although there is the large uncertainty at 2.76TeV. Over-
all the xF distributions at

p
s = 2.76 and 7TeV indicate

that the Feynman scaling holds at the ±20% level at
these center-of-mass energies in the very forward region.

Besides a test of the Feynman scaling, we find in
Fig. 14 that the yields of ⇡

0’s at
p
s = 2.76TeV rel-

ative to that at 7TeV are slightly larger and smaller
at 0.0 < pT < 0.2GeV and 0.2 < pT < 0.4GeV, re-
spectively. This tendency means that the pT spectra atp
s = 2.76TeV are softer than these at 7TeV, loading to

the small average pT values at 2.76TeV relative to that
at 7TeV as already found in Fig. 11.
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FIG. 13: (color online). The yield of ⇡

0’s at 0.0 < pT <

0.4GeV as a function of xF . Red open circles and black filled
circles indicate the LHCf measurements in p+ p collisions atp
s = 2.76 and 7TeV, respectively.
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FIG. 14: (color online). The yield of ⇡0’s in each pT range as a
function of xF . Left: the distributions at 0.0 < pT < 0.2GeV.
Right: the distributions at 0.2 < pT < 0.4GeV. Red open
circles and black filled circles indicate the LHCf measurements
in p+ p collisions at

p
s = 2.76 and 7TeV, respectively.

D. Fit the xF distributions

For the hadronic interaction at large rapidities, par-
tons in projectile and target hadrons generally have large
and small momentum fractions respectively, since the
momentum fraction that the parton itself carries rela-
tive to the projectile and target hadrons, i.e., Bjorken-x
xBj , is proportional to e

±y (+y for projectile and �y

for target). Here we note that a parton (dominantly
gluon) density rapidly increases with decrease of xBj

when xBj < 0.01 and then the target approaches the
blackbody limit where the gluon density is saturated. In
the blackbody regime, the partons cannot go through
the target media without interaction and suffer trans-
verse momenta kicked by the target media proportional
to the saturation momentum scale Qs. The Qs values
in the very forward region are ⇠ 1GeV in p+ p collision
and ⇠ 10GeV in p + Pb collisions, although the calcu-
lation of Qs still has ambiguity both theoretically and
experimentally. In the pT region below Qs, the xF spec-
trum of particles produced in the forward region can be
asymptotically written [69] as

xF

�inel

d�

dxF
/ (1� xF )

↵
. (9)

where ↵ is the leading exponent. In the blackbody
regime, the xF spectrum of the leading hadron is strongly
suppressed and thus ↵ increases relative to that in the di-
lute regime. Also ↵ decreases with increase of pT when
pT approaches or is larger than the saturation momen-
tum scale Qs.

Figure 15 shows the best-fit leading exponent ↵ in each
pT range in p+ p and p+ Pb collisions.
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xBj when xBj < 0.01 with the target approaching the
blackbody limit where the gluon density is saturated. In
the blackbody regime, the partons cannot go through
the target nuclear medium without interaction and suffer
transverse momenta transfers proportional to the satura-
tion momentum scale Qs. The Qs values in the very for-
ward region are ⇠ 1GeV in p+ p collision and ⇠ 10GeV
in p+ Pb collisions, although the calculation of Qs itself
suffers from both theoretical and experimental uncertain-
ties.

In the pT region below Qs, the xF spectrum in the
forward region can be asymptotically written [71] as

xF

�inel

d�

dxF
/ (1� xF )

↵
. (9)

where ↵ is the leading exponent. In the blackbody
regime, the xF spectrum of the leading hadron is strongly
suppressed and thus ↵ increases relative to the value
found for a dilute target. Conversely, ↵ decreases with
increasing pT when pT approaches or exceeds the satura-
tion momentum scale Qs.

Figure 15 shows the best-fit leading exponent ↵ in
each pT range in p + p and p + Pb collisions. The
leading exponent in p + p collisions at

p
s = 7TeV is

↵ ⇡ 3.7 at pT < 0.6GeV and decreases to ↵ ⇡ 3.0 at
0.6 < pT < 1.0GeV. The reduction of ↵ with increasing
pT can be understood in as much the target stays in a
blackbody regime at pT < 0.6GeV and then gradually es-
capes from the blackbody regime for pT > 0.6GeV. The
leading exponent in p + p collisions at

p
s = 2.76TeV,

having a large uncertainty, is slightly smaller than that
at 7TeV. The comparison between

p
s = 2.76TeV and

7TeV may indicate that the upper pT limit of the mea-
surement at 2.76TeV is near the saturation momentum
at 2.76TeV and that the suppression due to the gluon
density is weaker than at 7TeV, although the calculated
Qs at 2.76TeV is only slightly different from the Qs at
7TeV for the phase spaces of each measurement. The
leading exponents in p+Pb collisions are rather flat along
the pT axis, within the uncertainties that are generally
larger than those in p + p collisions. This may indicate
in fact, that the saturation momentum in p + Pb colli-
sions is well above the measured pT range and also the
xF spectra in p+Pb collisions are suppressed relative to
those for p+ p collisions.

E. Nuclear modification factor

Effects of high gluon density in the target are inferred
in the comparison of the leading exponent ↵ between in
p + p and p + Pb collisions (see Sec. VIID). Here we
introduce the nuclear modification factor that quantifies
the pT spectra modification caused by such nuclear effects
in p+ Pb collisions with respect to p+ p collisions. The
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FIG. 15: (color online). The best-fit leading exponent of (1-
xF ) as a function of pT. Red open circles and black filled
circles indicate the LHCf measurements in p + p collisions
at

p
s = 2.76 and 7TeV, respectively. Green filled trian-

gles indicate the LHCf measurements in p + Pb collisions atp
sNN = 5.02TeV.

nuclear modification factor RpPb is defined as

RpPb ⌘ �

pp
inel

hNcolli�pPb
inel

Ed

3
�

pPb
/dp

3

Ed

3
�

pp
/dp

3
, (10)

where Ed

3
�

pPb
/dp

3 and Ed

3
�

pp
/dp

3 are the inclusive
cross sections of ⇡

0 production in p + Pb collisions atp
sNN = 5.02TeV and in p + p collisions at

p
s =

5.02TeV, respectively. These cross sections are obtained
from Eq. (5) and Eq. (1), with the subtraction of the
expected UPC contribution applied to the cross section
for p + Pb collisions. The uncertainty in the inelastic
cross section �

pPb
inel is estimated to be ±5% [25]. The av-

erage number of binary nucleon–nucleon collisions in a
p+Pb collision, hNcolli = 6.9, is obtained from MC sim-
ulations using the Glauber model [66]. The uncertainty
of �

pp
inel/hNcolli is estimated by varying the parameters

in the calculation with the Glauber model and is of the
order of ±3.5% [25]. Finally the quadratic sum of the
uncertainties in �

pPb
inel and �

pp
inel/hNcolli is added to RpPb.

Since there is no LHCf measurement in p + p colli-
sions at exactly

p
s = 5.02TeV, Ed

3
�

pp
/dp

3 must be
derived by scaling the pT spectra taken in p + p col-
lisions to other collision energies. The derivation fol-
lows three steps. First, the hpTi at

p
s = 5.02TeV is

estimated by interpolating the measured hpTi values at
7TeV. The uncertainty of the interpolated hpTi values is
estimated as ±10% according to the differences between
the measured hpTi values at

p
s = 2.76 and 7TeV at

�1.7 < �y < �0.8 (see Fig. 11). Second, the absolute
normalisation of the pT spectrum value in each rapidity
range at

p
s = 5.02TeV, i.e., (1/�inel)(d�/dy), is deter-

mined by interpolating the rapidity distribution at 7TeV

α

pp 7TeV

pPb 5.02TeVpPb 5.02TeV

pp 2.76 TeV

~3.7

~3.0

Premature to discuss  saturation  Effect ? (Strikman)
           13 TeV  with ATLAS info.
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Scaling:  2.76 ~ 7.0 TeV   ~20 %
 13 TeV 　＆  RHICf experiment



 √s=13 TeV

Our main target

Data taking: Early Jun.  2015 

Analysis on-going
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At  13 TeV,  larger acceptance for η
η itself is insensitive to the  A.S development; 
However,  Nπ0/Nη depends on interaction models.
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Common DAQ with ATLAS 

39M events (E>100GeV)
Info. related to single/double diffraction will be obtained.
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Trial of common DAQ with ATLAS in pPb 5.02 TeV case

June 3, 2015 – 01 : 52 DRAFT 6
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Figure 6: Scattering angle of the hadron-like events with energy deposits higher than 500 GeV. All events
from the common ATLAS and LHCf dataset are shown as black circles, the ones with charged particles
reconstructed in ATLAS are indicated by blue triangles. The data is compared to the Monte Carlo
simulation of UPC (black) and QCD (blue) processes.

140 µrad correspond to the acceptances of TS and TL, respectively.113

The strong enhancement of hadron-like events around 0 µrad in the nch = 0 data sample is caused114

by Ultra-Peripheral Collisions (UPC). During UPC, a proton interacts with the strong electromagnetic115

field around a Pb nucleus, is excited to a high mass state, �+ for example, and decays into a high-energy116

neutron and a ⇡+. No particles at the central rapidity and a high-energy neutron at 0 degree are expected117

in such cases. The measurement of ⇡0 production in decays of the excited state into a proton and ⇡0 [9]118

supports the existence of this process.119

Figure 6 also shows a Monte Carlo simulation of UPC and QCD processes, normalized to data in120

the range from 0 µrad to 120 µrad. The UPC processes are simulated using the Weizsacker-Williams121

method [10] with the SOPHIA model [11] for the event generation of �p collisions, characterizing the122

interactions with the electromagnetic field around the nucleus. The QCD prediction corresponds to the123

output of DPMJET3.04 [12]. Without any selection on the ATLAS side, there is overall good agree-124

ment of the shape of the distribution between data and Monte Carlo simulation. The simulation predicts125

dominant contribution from UPC that can be suppressed by rejecting events with reconstructed charged126

particle tracks in ATLAS, where no activity is expected for UPC. There is approximately twice as many127

data with observed charged particle tracks in ATLAS than the QCD simulation indicates, which is a re-128

markable agreement given the fact that DPMJET3.04 model is expected to predict the QCD component129

within factor 2 [13]. However, note there is no track requirement in the ATLAS detector acceptance im-130

posed on the Monte Carlo sample. This potentially increases the di↵erence between data and simulation,131

as the ine�ciency of the low pT track reconstruction is around 20% for 0.1 GeV < pT < 0.2 GeV and132

reaches a plateau around 80% at pT ⇠ 1 GeV [14]. This indicates the simple requirement of the presence133

@ ATLAS

η=10.6　
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Future operation of LHCf at LHC p-p,√s=13TeV
Q.D. Zhou for the LHCf experiment

Solar- Terrestrial Environment Laboratory, Nagoya university, Japan  
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According to [2] inelastic diffraction impacts model predictions of Xmax in two  
ways. First, it is related to inelastic screening effect  for the calculated cross  
sections. Secondly, the rate of inelastic diffraction dominates Kinel=ΔE/E0          

exp(-Δη)  << 1 (ΔE: the  energy  loss of the leading  secondary nucleon). A  
higher diffraction rate  corresponds to a  slower EAS development ( deeper 
shower maximum)[2].

 !

As shown in figure above, LHCf is sensitive to the forward region |η|>8.4, 
and ATLAS gives central information. Using the LHCf-ATLAS cooperative 
experiment data we can identify diffractive events including events invisible 
by ATLAS.

Analysis with PYTHIA

We  studied  the  LHCf-ATLAS  common  events by using 
PYTHIA 8185. Hundred thousand(105) inelastic  events at 
√s=14TeV p-p collisions were generated.The beam center 
was  placed  at  the  center of the Arm1 small tower. LHCf 
trigger threshold  for  photons and neutrons are set at 100
GeV.As shown in figure above, the expected cross section
of LHCf trigger (σLHCf) is 13.8 mb.  There is 1.5mb of LHCf 
events  which  do  not  accompany any charged particle in 
the central rapidity (|η| < 2.5).  All of them are explained as 
diffractive events according to PYTHIA.Under the schedul-
ed luminosity1029 cm-2 s-1 the expected event rate of LHCf 
is 1380 Hz. which is close  to the  maximum  DAQ  rate of 
LHCf, 1kHz.   

References

The diffraction dissociation is associated with 
large rapidity gap (Δη) processes(left figure). 
Experimentally ,  it  is  possible  to determine 
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using the  CEAN V1495  general 
purpose VME board  with  2 user
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LHCf trigger system has 3 levels
(figure above) . A  L1T  trigger  is 
issued with bunch crossing signal
BPTX1,2, then creates ADC gate. A L2T trigger is generated according Arm1
and Arm2 shower signals. A L3T generates trigger signals for all modules. To
cooperate with ATLAS,  LHCf has to send the  trigger signal to ATLAS before 
Lvl-2 stage. Once ATLAS receives a the trigger signal from LHCf, ATLAS will 
issue a  special  trigger  by skipping  Lvl-2  and  Lvl-3,  that  allows LHCf and 
ATLAS to  take  the  common  events. Finally,  LHCf  and  ATLAS will identify
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According to [2] inelastic diffraction impacts model predictions of Xmax in two  
ways. First, it is related to inelastic screening effect  for the calculated cross  
sections. Secondly, the rate of inelastic diffraction dominates Kinel=ΔE/E0          

exp(-Δη)  << 1 (ΔE: the  energy  loss of the leading  secondary nucleon). A  
higher diffraction rate  corresponds to a  slower EAS development ( deeper 
shower maximum)[2].
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As shown in figure above, LHCf is sensitive to the forward region |η|>8.4, 
and ATLAS gives central information. Using the LHCf-ATLAS cooperative 
experiment data we can identify diffractive events including events invisible 
by ATLAS.

Analysis with PYTHIA

We  studied  the  LHCf-ATLAS  common  events by using 
PYTHIA 8185. Hundred thousand(105) inelastic  events at 
√s=14TeV p-p collisions were generated.The beam center 
was  placed  at  the  center of the Arm1 small tower. LHCf 
trigger threshold  for  photons and neutrons are set at 100
GeV.As shown in figure above, the expected cross section
of LHCf trigger (σLHCf) is 13.8 mb.  There is 1.5mb of LHCf 
events  which  do  not  accompany any charged particle in 
the central rapidity (|η| < 2.5).  All of them are explained as 
diffractive events according to PYTHIA.Under the schedul-
ed luminosity1029 cm-2 s-1 the expected event rate of LHCf 
is 1380 Hz. which is close  to the  maximum  DAQ  rate of 
LHCf, 1kHz.   
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the LHCf-ATLAS common trigger,
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purpose VME board  with  2 user
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(figure above) . A  L1T  trigger  is 
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BPTX1,2, then creates ADC gate. A L2T trigger is generated according Arm1
and Arm2 shower signals. A L3T generates trigger signals for all modules. To
cooperate with ATLAS,  LHCf has to send the  trigger signal to ATLAS before 
Lvl-2 stage. Once ATLAS receives a the trigger signal from LHCf, ATLAS will 
issue a  special  trigger  by skipping  Lvl-2  and  Lvl-3,  that  allows LHCf and 
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According to [2] inelastic diffraction impacts model predictions of Xmax in two  
ways. First, it is related to inelastic screening effect  for the calculated cross  
sections. Secondly, the rate of inelastic diffraction dominates Kinel=ΔE/E0          

exp(-Δη)  << 1 (ΔE: the  energy  loss of the leading  secondary nucleon). A  
higher diffraction rate  corresponds to a  slower EAS development ( deeper 
shower maximum)[2].
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As shown in figure above, LHCf is sensitive to the forward region |η|>8.4, 
and ATLAS gives central information. Using the LHCf-ATLAS cooperative 
experiment data we can identify diffractive events including events invisible 
by ATLAS.

Analysis with PYTHIA

We  studied  the  LHCf-ATLAS  common  events by using 
PYTHIA 8185. Hundred thousand(105) inelastic  events at 
√s=14TeV p-p collisions were generated.The beam center 
was  placed  at  the  center of the Arm1 small tower. LHCf 
trigger threshold  for  photons and neutrons are set at 100
GeV.As shown in figure above, the expected cross section
of LHCf trigger (σLHCf) is 13.8 mb.  There is 1.5mb of LHCf 
events  which  do  not  accompany any charged particle in 
the central rapidity (|η| < 2.5).  All of them are explained as 
diffractive events according to PYTHIA.Under the schedul-
ed luminosity1029 cm-2 s-1 the expected event rate of LHCf 
is 1380 Hz. which is close  to the  maximum  DAQ  rate of 
LHCf, 1kHz.   
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issued with bunch crossing signal
BPTX1,2, then creates ADC gate. A L2T trigger is generated according Arm1
and Arm2 shower signals. A L3T generates trigger signals for all modules. To
cooperate with ATLAS,  LHCf has to send the  trigger signal to ATLAS before 
Lvl-2 stage. Once ATLAS receives a the trigger signal from LHCf, ATLAS will 
issue a  special  trigger  by skipping  Lvl-2  and  Lvl-3,  that  allows LHCf and 
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According to [2] inelastic diffraction impacts model predictions of Xmax in two  
ways. First, it is related to inelastic screening effect  for the calculated cross  
sections. Secondly, the rate of inelastic diffraction dominates Kinel=ΔE/E0          

exp(-Δη)  << 1 (ΔE: the  energy  loss of the leading  secondary nucleon). A  
higher diffraction rate  corresponds to a  slower EAS development ( deeper 
shower maximum)[2].
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As shown in figure above, LHCf is sensitive to the forward region |η|>8.4, 
and ATLAS gives central information. Using the LHCf-ATLAS cooperative 
experiment data we can identify diffractive events including events invisible 
by ATLAS.

Analysis with PYTHIA

We  studied  the  LHCf-ATLAS  common  events by using 
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√s=14TeV p-p collisions were generated.The beam center 
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GeV.As shown in figure above, the expected cross section
of LHCf trigger (σLHCf) is 13.8 mb.  There is 1.5mb of LHCf 
events  which  do  not  accompany any charged particle in 
the central rapidity (|η| < 2.5).  All of them are explained as 
diffractive events according to PYTHIA.Under the schedul-
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BPTX1,2, then creates ADC gate. A L2T trigger is generated according Arm1
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cooperate with ATLAS,  LHCf has to send the  trigger signal to ATLAS before 
Lvl-2 stage. Once ATLAS receives a the trigger signal from LHCf, ATLAS will 
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From R. Engel / T. Pierogp

replace γ by p

Pi + P info. at higher energies could be obtained:   

Arm1

Arm2
&
ATLAS
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Summary 
 Cosmic ray people, more or less, on the rails. i.e,  

Models not perfect but not so bad.  

Pi0 and photon 

LHC−tuned QGSJETII-4 and EPOS-LHC are fairly good 

DPMJET3: too hard 2ry (PYTHIA too) 

But at X < 0.5  (important for A.S) fairly good. pPb case: 
such tendency increases 

Leading neutron 

Very forward region: ~qgsjetII.  Others too small yeild 

Larger angle region:  dpmjet3 fairly good.  

 Some hint for model construction 
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Summary (cont)

UHECR Composition: further refined model selection or further 
model tuning.  

√S=13 TeV data  

+ATLAS:  (low M) diff.  Pion int. 

LHCf data +  η< 8.4:  e.g  CASTOR.   Future SAS (Mike 
Albrow) 

RHICf: test scaling feature 

Nucleus effect (Air is not p).  pA  AA’ at LHC ? 
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